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ABSTRACT
Frequency allocation in cellular networks has a number of optimi-
sation criteria and a number of interesting trade-offs involved in
trying to meet them. Analysing them is particularly important for
applying frequency allocation algorithms in practice. However,
this can be prohibitively complex, even in a sequential setting,
and especially in a distributed setting. The latter implies a larger
number of parameters to consider, but is more suitable for dy-
namic solutions. This, besides analytical evaluation, necessitates
the use of experimentation in tuning the algorithms’ performance.

In [4], it was shown how to analytically measure and pro-
vide worst-case guarantees regardingrequest satisfiability and
how to providefully dynamic frequency assignment (i.e.on-
demand) with low communication and time overhead, which is
particularly important for adapting to temporal changes in fre-
quency demands in each cell.

In applying these methods, thetrade-off between connec-
tion set-up time and request satisfiability had to be considered.
Our conjecture was that, by designing appropriatedynamic tun-
ing strategies, the trade-offs involved could be balanced in a way
so that the gains are substantial, while the losses remain small.
The key results of our study, confirming the above conjecture, are
the following: We propose strategies for applying and fine tun-
ing the performance of the methods in [4], mainly addressing the
above decision and without affecting the worst-case guarantees.
The proposed strategies aredynamic, i.e. the amount of fre-
quenciesallocated at each base station follows theoffered load at
that station. Next we study the performance of the original algo-
rithms and their tunable versions. The set of experiments model
a variety of situations, including dynamic, non-uniformload and
base stationfailures, having the main variable parameter actually
be thetemporal-change-of-traffic-distribution; it measures an ex-
tensive range of performance metrics (includingutilisation, fre-
quency reuse, fault-tolerance). Also, our study provides a way to
measure the down-side of the trade-off and get some new insights
into the issues involved in attempting to optimise key constraints.
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1. Introduction

A network that supports mobile communication is typically di-
vided intocells, each one having abase station. The base stations
support broadcast communication within the cell, and are con-
nected by a fixed network - usually a wire network (although this
is not assumed in this study), with communication between base
stations usually based on point-to-point message transmission. In
order to communicate, amobile host (MH) must first send a re-

quest to the base station for its current cell. The base station will
then, subject to availability, assign a number ofcommunication
channels, or frequencies, for the MH to use, depending on the
bandwidth required for the communication session. The same fre-
quency cannot be used by cells within a certain broadcast range,
as the broadcast ranges of two neighbouring base stations may
overlap, causingco-channel interference. However, if the cells
are geographically separated then the same channel can be used.
This is known asfrequency reuse. (It should be pointed out that
the total number of frequencies available, or thespectrum, is lim-
ited by a number of factors [5, 6].) If a communicating mobile
host changes cell, it might be possible that it keeps the same fre-
quency in the new cell or not, in which case a new frequency must
be assigned; this is known asinter-cell hand-off. Since mobile
hosts generally operate on a limited battery power supply, power
consuming operations such as network communications, CPU op-
erations and disk accesses should be kept to a minimum. A mobile
host’s involvement in the session request process should therefore
be minimal. Also, since the cost of breaks in mobile data com-
munications can be high, unnecessary breaks in communication,
such as those caused byintra-cell hand-offs, should be avoided.

A cellular network generally services a large geographic
area, with the base stations at varying distances from each other.
In current networks, it is usually the case that there is a cen-
tral node that allocates the frequencies to the base stations. This
causes two problems: The first is that the communication delay
increases with the distance of a base station to the central node.
The second is that the failure of the central node affects the entire
network, while the failure of any base station along a path to the
central node also affects all base stations whose communication
paths include the failed node. A solution should then provide a
fault tolerance that is at least better than the scenario described
above - i.e. minimises thefailure locality [3]. The failure locality
is the size of the network affected by a faulty node in the network,
measured by the distance in nodes.

In summary, a good solution for frequency allocation in cel-
lular networks should:
� Avoid co-channel interference
� Maximise frequency reuse and satisfiable requests
� Minimise connection setup time
� Minimise total communication overhead
� Minimise the impact of failures in the network
� Minimise/avoid the involvement of the MH
� Avoid intra-cell hand-offs

It can be observed that in order to achieve the goals of
dynamic channel assignment and minimal failure locality, adis-
tributed solution is required, where the base stations “negotiate”
between themselves for the set of frequencies, instead of depend-
ing on some central stations which may be some distance apart. A



local distributed solution can reduce the failure locality, as there is
no central point of control, which in the event of failure can cause
the entire network to fail.

Prakash, Shivaratri and Singhal, in [9], introduced such a
distributed solution (DISTDCA). The algorithm, during a pri-
mary phase, distributes the free frequencies to cells on demand,
so that no conflicts occur. Later, to respond to temporal changes
of load in different cells, it employs a borrowing scheme to allow
the allocation to be dynamic. While the algorithm is expected to
perform adequately under stable load, under dynamically chang-
ing load it may introduce arbitrarily long waiting (dependency)
chains among stations waiting for replies; this may result in long
waiting times and poor failure locality.

Garg, Papatriantafilou and Tsigas, in [4], introduced two
distributed solutions, that allocate frequencies to base stations on-
demand (and hence are fully dynamic), based on generalised dis-
tributed list colouring of the conflict graph describing potential
co-channel interference. The first solution (DETDLC) achieves
the equivalent of the best known sequential upper bound for re-
quest satisfiability [2]. By employing a powerful synchronisation
mechanism due to Choy and Singh [3], it achieves low time and
communication overhead, as well as low failure locality. The sec-
ond solution in [4] (RANDDLC) is a first approach towards ex-
ploring the achievable bounds in request satisfiability without use
of extra synchronisation and employs randomisation. The worst-
case guarantee for request satisfiability is not as high as the deter-
ministic solution, but the failure locality is minimal.

The challenge was to see how these guarantees reflect when
applying these methods. In doing so we had to address the fol-
lowing issue: Aiming at maximising the number of satisfiable re-
quests, the best strategy is to assign frequencies to base stations on
demand, leaving the unused frequencies to satisfy calls in differ-
ent base stations. On the other hand, considering minimising the
overhead per connection, it is best for each base station to reserve
some of the frequencies for satisfying as many requests as pos-
sible locally. Our conjecture was that, by designing appropriate
dynamic tuning strategies, the trade-offs involved could be bal-
anced in a way so that the gains are substantial, while the losses
remain small.

The primary goal of our investigation has been to design
strategies forfine tuning the performance of the solutions, mainly
addressing the above decision and without affecting the worst-
case guarantees. The strategies should bedynamic, aiming at re-
taining the dynamic nature of the aforementioned algorithms: the
amount of frequenciesallocated at each base station should fol-
low theoffered load at that station (or afair proportion of it, if the
total offered load in a neighbourhood of base stations is higher
than the load that can be served in that neighbourhood).

To thoroughly study the performance of the original and the
modified algorithms beyond worst-case guarantees shown in [4],
we designed a set of experiments to: (i) model a variety of situa-
tions, including dynamic, non-uniformload and base stationfail-
ures, having the main variable parameter actually be thetemporal-
change-of-traffic-distribution; (ii) measure an extensive range of
performance metrics (includingutilisation, frequency reuse, fault-
tolerance). It should be mentioned that, to the best of our knowl-
edge, neither of the above was done before in the experimental
study of algorithms in this field. This modelling provides also a
way to measure the down-side of the trade-offs and get new in-
sights into the issues involved in optimising key constraints. The
above, besides forming a method to test-under-pressure tuning
techniques, gives a new perspective by suggesting a new, arguably

hard evaluation procedure for dynamic frequency allocation pro-
tocols, and by pointing to new questions that follow from this
study and deserve further analytical investigation.

To summarise some indicative figures of the experiments:
using the proposed strategies, we could achieve 6-7 times faster
response, 3-5 times reduced communication complexity, at the
cost of approximately 1 unit, in the per-cent scale, of requests that
could not be met and of bandwidth utilisation, thus confirming
our conjecture. Furthermore, as we expected, the randomised ap-
proach performs significantly better than the worst-case guarantee
proven in [4]: in particular, its utilisation and frequency reuse fig-
ures are very close to those of the deterministic one. Moreover,
the results reveal the great importance of small failure locality and
the very small influence of failures on the utilisation, which seems
only slightly affected compared with the deterministic.

Comparing DETDLC and RANDDLC with DIST DCA,
we observe, as expected, much better guarantees in request sat-
isfiability, with comparable results in bandwidth utilisation. Re-
garding fault tolerance, the difference is significant: 3 times lower
number of dropped calls, 8 (this is 15 for RANDDCA, which
has minimum failure locality) times lower number of affected
stations. The comparison in response times and communication
complexity in the absence of failures is negative, however, we
contend that as the network size grows, the long waiting chains
expected of DISTDCA will show their impact, making the ad-
vantages of DETDLC and RANDDLC, in which the waiting
chains depend only on local measures, even more prominent.

2. Measures and Experiment Parameters

Below we define the measures we are using to evaluate the algo-
rithms. First, some notation:vi denotes a base station,N�i�
denotes its neighbourhood, i.e. itself and the nearby base stations
with which the potential for co-channel interference exists, and
Usedi denotes the number of frequencies it actually uses each
time in order to serve requests.

Response Time: the implied overhead for the connection setup
time. Both the mean response time for queued requests, and the
mean for all requests are measured.
Direct Connections: the frequency requests that can be serviced
locally, without the need for the base station to acquire more,
thus implying a faster response time. This, combined with the
response time gives a more complete picture of the connection
setup time, as a direct connection will have a significantly faster
response time than a queued request.
Dropped Calls: the number of requests that could not be satisfied.
Total Messages: the total number of messages (or communica-
tion complexity) over the whole network for the entire experiment
execution.
Frequency Reuse: the ratio of the number of calls served in a
neighbourhood over the number of frequencies that are used for

them, i.e.

P
j�N�i�

jUsedj j

jUsedj
, whereUsed �

S
j�N�i�

Usedj . It
is measured when a call is dropped.
Bandwidth Utilisation: the total number of frequencies in use,
divided by the spectrum size, i.e. jUsedj

Spectrum
, whereUsed �

S
j�N�i�

Usedj , providing an indication of the effectiveness of
the tuning strategy used, a higher value indicating that the algo-
rithm is effectively estimating the number of frequencies to ac-
quire and retain. It is measured when a call is dropped.
Number of Affected Base Stations: the number of base stations
which have to wait indefinitely due to the failure of others.



For the experiments we used DIAS, an event-based dis-
tributed algorithm simulator, based on the message passing
model, which is part of Lydian[1]. Having as our main aim to
simulate, the traffic for a real cellular network, the key parameter
we used for capturing this is the use of “hot-cell configurations”
which is a distribution of the load across the network. In each
configuration a cell may behot, normal, orcold, corresponding to
having high, moderate or low load, respectively. The configura-
tions changed throughout the execution, reflecting non-uniform,
dynamically-changing load. The simulation parameters are:
Network size: 49 cells (7x7 cellular grid; internal and border cells
have 6 and 2-3 neighbours, respectively)
Spectrum size: 500 frequencies
Types of cells: hot, normal, and cold.
Changes in hot-cell configurations, modelling dynamic and
non-uniform load: the experiments were carried out for 1 to 10
changes in hot-cell configurations.
Network (message) delay: 1 to 3 milliseconds.
Process (base-station) step time delay: 1 to 2 microseconds.
Mean call duration: exponentially distributed with a mean
��� � � minutes
Mean call arrivals rate �: Poisson distribution, in hot-cells:� �
���min, normal cells:� � ���min, cold cells:� � 	
�min.
Length of simulated execution: 100,000 requests, each one re-
questing one channel (frequency)
Failures: Up to three crash-failures occur at arbitrary stations at
arbitrary points in the execution.

3. Algorithms and Tuning Strategies

A brief description of the algorithms studied is given here; the
pseudo-code presentation of their protocols can be found in the
respective references. The algorithms are based on the modelling
of the cellular network as aninterference graph: vertices denote
cells (base stations), and an edge between two cells denotes the
potential for co-channel interference.

Deterministic Distributed List Colouring: The DETDLC solu-
tion, proposed by Garg et al. [4], models the problem as a gener-
alised list-colouring problem: each node (base station) of a graph
has a list of colours (free frequencies) and is requested to colour
itself with a number of colours (the number of pending requests)
without any conflicts with its neighbours. The solution achieves
the equivalent of the best known sequentially achievable upper
bound for request satisfiability, implied by a theorem due to Alon
and Tarsi [2]. The solution assumes an initial acyclic orienta-
tion of the graph (it can be obtained by a vertex colouring and
orienting each edge towards, w.l.o.g. its lower-coloured adjacent
vertex) and uses it for resolving priorities among competing base
stations. It is based on a mutual exclusion approach - where only
one base station in a neighbourhood is able to select available fre-
quencies at any given point in time. It employs a double doorway
mechanism [3] to ensure synchronisation among the neighbours
with small delay and no starvation. The solution has a failure lo-
cality of 4, worst case response time ofO��� and a messaging
complexity ofO����, where� is the degree of the graph (the
maximum degree among all vertices in the graph).

Randomised Distributed List Colouring: The RAND DLC so-
lution by Garg et al. [4] does not rely on a mutual exclusion ap-
proach. Instead, each base station is able to select a random subset
of the available frequencies, and then, through a negotiation phase
with its neighbours, determine which of the frequencies can be

used. The solution ensures that no frequency can be concurrently
used by any two neighbours. The expected number of frequencies
that a station can acquire is a fraction of������ of the free fre-
quencies at the station. The message complexity of the solution is
��, and the failure locality is 1.

Distributed Dynamic Channel Allocation: In evaluating the
performance of the algorithms in [4] and the dynamic tun-
ing strategies proposed here, we compare with a solution by
Prakash et al [9] (DISTDCA), which: (i) is distributed (based
on a successful centralised technique), and (ii) has earlier been
shown experimentally ([9]) to perform well under stable traffic
(in particular, under traffic whose distribution varies in time only
little compared to the needs which implied a frequency assign-
ment made during the initialisation phase). DISTDCA is based
on a multiple mutual exclusion scheme: a base station attempts
to acquire one frequency at a time, initially getting them from
the local set of available frequencies, and, later, when that is ex-
hausted, borrowing them from neighbouring stations. The mutual
exclusion mechanism is based on a priority scheme that uses time-
stamps based on Lamport’s logical clocks [8], to order the base
stations requests. This method of ordering however has a number
of negative properties, one being the length of the base stations
waiting chain, which can grow to the size of the network. This
also implies a failure locality of the same size, i.e. the size of the
network. However, in a “friendly” environment, where the load
is uniform and does not change frequently, and where there are
no faults, the algorithm performs reasonably well, this being the
reason that we consider it as a benchmark, as mentioned above.

3.1 Tuning Strategies

Frequency Acquisition and Retention
In the default behaviour of DETDLC, a base stationi will
select a subsetS of the free frequencies, such thatjSj �
min�jFreeij� ri�, whereri is the number of frequency requests
for process/base stationi. However, in certain situations a fre-
quency acquisition strategy can take into account that some acqui-
sition/retention of extra frequencies can pay-off. The challenge is
to get the benefits from such a policy without sacrificing thedy-
namic properties of DETDLC.

In the default behaviour of the RANDDLC, a fixed frac-
tion of the free frequencies are chosen. The expected number
of frequencies to be picked without conflicts with neighbours
that are choosing concurrently is maximised using an���� � ��-
fraction. In practical terms, this value ensures that a process will
select a set of frequencies inversely proportional to the number of
neighbours it has. Under uniform load, this is ideal, as the fre-
quencies will be distributed almost equally amongst the base sta-
tions in the network. However, if the load is not evenly distributed
this may be not the best choice; for example a cold cell (one which
has a light load) may acquire frequencies which could better be
used by one of its neighbours which has a higher load. Since fre-
quencies are only made available when no longer required by a
user (in therelease() function), it may be some time until these
unused frequencies are made available again. This calls for the
investigation of acquisition strategies that are able to respond to
changes in the load of the network. In doing so we must maintain
the locality of the solution.

The second observation we can make of both DETDLC
and RANDDLC, is that a base stationvi releasing a frequency
after it has been used, makes it available for other neighbours, but



Parameter Description

�i degree (# of neighbours) ofvi)
Busyi set of frequencies held byvi

�i mean request-arrival rate atvi

T mean call duration
ri actual number of requests in

waiting queue atvi

Little�sLaw mean number of requests esti-
mated atvi ( �iT )

free ratio fraction of frequencies to be left in
neighbourhood for fairness

min ratioi min��iT � �� � observed byvi

LittlesLaw Strategy �iT - jBusyij
QueueRatioi ri��������������free ratio�
QueueRatio Strategy max�QueueRatioi�min ratioi�

Table 1. Definitions Used in Tuning Strategies

it (vi) may have queued requests that require the use of the fre-
quency. The net effect of this is that the call is queued andvi must
acquire another frequency using the respective algorithm. The
challenge here is to develop a fair retain strategywithout starving
the low-load cells.

Parameters for the tuning strategies
We consider two strategies for retention and acquisition of fre-
quencies, outlined in this subsection. The related definitions can
be found in Table 1.

The first and most straightforward strategy is to estimate the
number of frequencies required based onLittle’s Law [7]. This
method gave significant improvements in time and communica-
tion overhead per request, at a very small cost in dropped calls
and bandwidth utilisation compared with the default DETDLC
and RANDDLC solutions studied; the results and the improve-
ments are discussed in the next section.

In our effort of further investigating where the best bal-
ance in this trade-off lies, we introduced a more refined strat-
egy, which is based on the current waiting queue sizeri for a
stationvi and attempts to fine-tune the overall performance of
the solutions through two parameters. The first parameter, called
the free ratio, reduces the number of frequencies acquired (or re-
tained), in an attempt to additionally ensure fairness in frequency
acquisition (in addition to fairness in the competition synchro-
nisation, which is taken care of by the algorithms studied) and
see the effects in the overall algorithm performance. The second
parameter, theminimum ratio, is used when the queue size at a
station is very small. The minimum ratio is calculated as the min-
imum non-zero Little’s-Law estimate encountered so far for the
base station. This attempts to ensure that some frequencies are
acquired or retained, so that cold cells are able to service their
calls directly, without incurring additional communication cost.
The assumption is made that the trade-off is small in this case
(frequency availability vs. response time). These two parameters
are used in order to compute theQueueRatio and the estimate of
frequencies to be acquired/retained by a base station, according to
Table 1.

In the case of RANDDLC, when a frequency is required,
then we attempt to acquire one by picking a subset from the set

of free frequencies known to stationvi. If none are available, we
can either drop the call or retry. Retrying immediately is likely
to produce the same result, so it is worthwhile toback-off and try
again after a set time period. This time period must of course be
determined by the time that a mobile user is prepared to wait for
a connection. For this reason, in this study, one retry attempt was
used, and the back-off time was chosen randomly between 100
and 500 milliseconds.

4. Experiment Results

The results for all algorithms are summarised graphically in the
end of the paper, in an attempt to give a complete overview of
them. These were derived from graphs such as those in Figure 1,
by using the values where the measures seem to converge after 10
changes of hot-cell configurations. Figure 1 shows some key re-
sults regarding improvements and trade-offs implied by the tuning
strategies to DETDLC.
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Figure 1. Indicative figures showing the improvements and
trade-offs using the QueueRatio strategy for DETDLC

Expected Trade-offs and Results
If we take the perspective of trying to maximise the number of
direct connection requests, we can see that for DETDLC this
can be improved dramatically, by as much as

�, as the de-
fault algorithm does not meet any requests directly. There are
trade-offs involved in acquiring extra frequencies and retaining
frequencies, the most important being an increase in the number
of dropped connection requests of 1.8% for the QueueRatio strat-
egy and 1.2% for the Little’s Law based strategy. Here we see
evidence of the trade-off discussed previously. The utilisation
results also conform to this, as the results for the QueueRatio and
Little’s Law strategies are lower (by 1-1.5%) than the default al-
gorithm, which is 100%. There are some other benefits in trying
to maximise the number of requests we can service directly, such
as a great reduction in the number of messages, from	�� � �
� to

 � �
� for the QueueRatio strategy and��� � �
� for the Little’s
Law strategy. The increase in direct connections also results in a
lower response time, an improvement by around	ms for queued
requests, and�ms overall, which is actually approximately 6.5



times lower. Using the tuning strategies we can get results com-
parable to those of DISTDLC —keeping in mind that this is a
relatively “friendly” environment, i.e. no faults.

For RAND DLC, the benefits are not so pronounced. This
is because in the default algorithm the number of frequencies ac-
quired can in many cases be larger than the number of requests,
implying availability of frequencies to service requests immedi-
ately. Using the tuning strategies we can increase the number of
direct connections by�
� for the QueueRatio strategy and�
�
for Little’s Law, with the trade-off being that less requests can be
satisfied in total. As with DETDLC, this reduction in satisfia-
bility is reflected in the results for the utilisation and frequency
reuse, with the QueueRatio strategy faring marginally better than
the Little’s Law based strategy. One negative result is the increase
in response time, both for queued requests and overall. This is
due to the action of the back-off strategy. The reduction in the
availability of frequencies requires that a base station retry the ac-
quisition process more often, resulting in more back-off attempts,
and as a result the response time is higher. We can also note that
the utilisation and frequency reuse is lower for RANDDLC (for
the default strategy the utilisation is
�

� lower), this also play-
ing an important role in request satisfiability.

Fault Tolerance
The presence of faults in the network highlights the benefits of
using not only DETDLC and RANDDLC, but also the proposed
tuning strategies, especially compared to DISTDCA.

As indicated in the description of the algorithms, the failure
locality of DET DLC and RANDDLC is 4 and 1, respectively,
whereas DISTDCA has a failure locality that can potentially be
the diameter of the network. These analytically proven bounds
for the algorithms failure locality and its impacts are reflected
in the experimental results, as it is clear that the number of di-
rect connections and dropped calls, as well as the frequency reuse
and bandwidth utilisation are all adversely affected to a signifi-
cantly greater extent than DETDLC and RANDDLC. The num-
ber of affected stations for DISTDCA is very high, for the case
of three failures the number affected is 43.8, or 89%, being close
to that figure even in the case of one failure. For DETDLC the
numbers of affected base stations were 18.8 (�
�) and 38 (
��)
for the Little’s Law strategy and QueueRatio strategy for one and
three failures, respectively. For RANDDLC the lowest and high-
est number were just 2.45 (��) and 12.9 (	��) for the Little’s
Law strategy and the default solution, for one and three failures,
respectively. Other important measures, such as request satisfi-
ability are affected, with the dropped requests being as high as
���, compared to��� for RAND DLC (default) and�
� for
DET DLC (default).

It should be noted that the effect of failures on the number
of messages is a result of there being less base stations in opera-
tion. We have not estimated theresponse-time figures for the case
of failures, as, similarly, due to the less contention, an algorithm
that serves (significantly) fewer requests is bound to have (signif-
icantly) lower average response time, as computed over the set of
answered requests; if we consider that the response time for the
dropped calls in the affected base stations is actually infinite then
it can be seen why, either way, the figures in this case could not
accurately describe the performance of the algorithms.

An interesting result for DETDLC and RANDDLC is the
positive effect of the tuning strategies on the number of affected
base stations and dropped calls. It is also interesting to note that
for the Little’s Law strategy the number of dropped calls is rela-
tively unaffected by failures. For RANDDLC this is the case; for

DET DLC, there is an increase in dropped calls for the first fail-
ure, and then the number is stable following this. The QueueRatio
strategy has a positive effect as well in most cases, with the ex-
ception of the affected base stations for DETDLC. This positive
effect of the tuning strategies can be attributed to the base stations
making less acquisition attempts. If we note that a base station
can only be affected by a failure if it must send a message to
an affected base station, then if less requests are made, then also
less base stations should be affected, and thus less dropped calls
should be the result. We contend that in a larger network, the long
waiting chains expected of DISTDCA will have a greater proba-
bility of forming, making the advantages of using DETDLC and
RAND DLC even more prominent.

5. Conclusions and Future Work

Perhaps the least obvious property of many frequency allocation
solutions is the manner in which the frequencies are selected. An
algorithm that uses the frequency reuse information, while main-
taining the failure locality and the guarantees of the previous so-
lutions, is the subject of our planned research. Another interest-
ing direction is the continuation of this study together with prior-
ity and/or or frequency reservation schemes for accommodating
hand-offs, in combination with QoS parameters.
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