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Introduction

Peer-to-peer technology has increasingly becommpartant technique in a wide variety of
areas, such as distributed and collaborative comgputith special regards to the Internet.
Both industry and academic interest have beenmpoitdevelopment of new areas for peer-to-
peer technology.

The definition of peer-to-peer technology is ratteeise and there are many different views of
how to best describe it. In general; peer-to-pg@bout sharing: giving to and obtaining from
the peer community. A peer shares some resouneésnaeturn, it gets other resources.
Peer-to-peer could also be about only giving resesjrlike sharing computational power to
help solve a computational-heavy task.

Peer-to-peer is also a way of thinking when tryimglecentralize systems or algorithms. The
world gets more and more connected and distribigaded on the number of users around
the world, centralized systems have a difficulteiserving the amount of data needed;
thinking in peer-to-peer terms solves future loatkbcing issues and scales very good in
rapidly growing user-based systems.

Traditionally, a “peer” is defined as “like eachhet”, hence; a peer-to-peer system must then
imply a system where independent peers dependhen imtdependent peers. We say that a
peer is independent, since it is not fully congdlby one user or system. Because of this fact,
a peer cannot fully trust another peer, or relyl@nbehavior of other peers. It is rather a
“brick” in a bigger “whole”.

Peer-to-peer is a technology along the lines ofraéped and server/client-models; where in
those systems there is typically one server andyrolnts involved. Peer-to-peer got in its
definition no need to involve a server in the pes;anstead all participants are individual
peers. The differences between these systemsrareofa complex than this; but
conceptually this is the fundamental difference.

Peer-to-peer technology is most widely known fa-fharing applications, where the most
famous example is the Napster application. Thexerany predecessors to Napster which is
some of the most downloaded software applicationthe Internet up to date.

This report will try to explain the main advantagégeer-to-peer technology, characteristics
and in depth explanations on the techniques usdidferent peer-to-peer applications.

History

Peer-to-peer technology arose from the researcldevelopment of decentralizing systems.
As Internet and users to systems began to grove thas a need to improve current systems
to let them scale better and broader over the gigerp. This thinking was however held back
by the fact that centralized systems had a cleargdge concerning the management of the
systems and security-measures.



Peer-to-peer however began a new trend all adneswarld with famous applications; such
as Napster, Gnutella and others alike. These pmgyhead such an impact that the words
“peer-to-peer technology” today is associated atraokely with file-sharing applications.
However, these were not the first programs to takentage of the peer-to-peer paradigm.

Two early decentralized networks called USENET EinhNet were using peer-to-peer
thinking early before Napster and such program®werented.

USENET provides newsgroup-service in a distributethner. USENET was started as early
as 1979. The first version of it was the work obtgraduate students Tom Truscott and Jim
Ellis. At this time information wasn’t based “onfdand” as it is literally forced to be today.
At this time, information was transferred in a slamd time-consuming manner; which
usually resulted in downloads during the night wttendistance-rates over the phone-line
were the lowest. To accommodate this, a highly cieakzed structure of USENET was
developed.

FidoNet is also a decentralized system for exchmngiessages. It was created in 1984 by
Tom Jennings.

Both of these systems overcome the obvious probfesnalability among its users; it also
introduced security-measures within the new deaeénéid manner, and both of these systems
are still functioning and are still being used.

Advancing a few year and we reach the steppingestioipeer-to-peer applications, namely
Napster. Napster was created in 1999 by an 18e¢jdatudent, Shawn Fanning. Shawn was
frustrated about how hard it was to swap and stligieal music online. He however believed
that there were many people connected that hachtiséc-files stored on their hard-drives,
just waiting to be copied. Shawn then focused eatang a program which would allow
people to swap and share files with each otherstéapvas born. Napster was an immediate
success, and over a very short span of time, usaes sharing millions of files with each
other world wide. The key to the success was tbetifeat Napster brought free peer-to-peer
technology to every user around the world. Witls tiew availability to share and copy
audio, video and other media-formats, the mediasirg was not as happy about Napster as
its user base. On April 1322000, Napster was sued by the rock band Metadiicha lengthy
process began. In September 2001, an agreememaesthat forced Napster to pay music
and songwriters 26 million dollars.

The enormous media-coverage of this new phenomeowever had a tremendous impact of
the new technology at hand. Many predecessorsifetidNapster and spawned several new
applications that took advantage of the ideas fapster.

Peer-to-Peer characteristics

The aspect of decentralization

One of the most important characteristic of therffegoeer model is the decentralization
aspect. Centralized systems usually carry a sethat paradigm which relies heavily on the
centralized system to help carry the load of compart needed for all the connected clients.
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While this type of system works great for many aggtions and has a very robust way of
handling with security-issues, it introduces ing#ncy with several bottlenecks and wasted
resources. Large-scale centralized systems ane oéigy costly, and there is a limit on the
load a centralized system can handle.

The most powerful decentralized peer-to-peer systequire all participants to be equal and
handle the distributed load. This is however veaydito accomplish since it is hard to
distribute the information equally when there iscemtralized authority that has a global view
of the different peers. Most peer-to-peer impleragons therefore rely on a hybrid of
centralization and decentralization, where them igast one peer that has a more global
view of the connected peers; while the direct tiemaf information is handled peer-to-peer.

A Self Re-organizing Network

The entire network of peers in a peer-to-peer envirent is constantly self-organizing and
changes the form of the network based on numbpe@fs and amount of information. A
peer-to-peer network must always handle the rapahge in peers; as peers regularly “come-
and-go”. Information must be reachable from evaheopeer, nodes and so called super-
nodes (in hybrid peer-to-peer systems) must cotigtbe re-organized to handle the changes.
As opposed to centralized systems where managedstage-organize systems to handle
changes, in peer-to-peer technology, this tasklig fieft to the peers involved.

Scalability

Scalability is a major aspect of peer-to-peer tettyy; this is where the concept of peer-to-
peer technology really shines. Napster could gieesk handle up to 6 million users world-
wide, and there were no stopping there. The mamaratdge of peer-to-peer is that every peer
only needs to know about a small number of nodéisarsystem which limits the amount of
state that needs to be maintained and thereforease scalability. A calculation of lookup-
cost-restrictions among the peers for informaterenls that peer-to-peer systems can scale
to billions of simultaneous users.

Performance at Low Cost

The cost involved in maintaining and “owning” a p&&peer system is interesting;
especially in regards to traditional distributedteyns. Large-scale computational peer-to-
peer software can handle more computational pdueaer the fastest super-computer up to
date; but at only a fraction of the cost. Hence,dbst related to the power of a peer-to-peer
system is very cheap. Maintenance-cost is alsaciidn of the cost in comparison to
centralized systems, since information is storedragithe different peers.

The cost of maintaining a peer-to-peer system iggiards to one of the most beneficial parts
of peer-to-peer systems, namely the performanaéorfAence is usually affected by three
different resources; processing, storage and n&tagrin regular centralized systems,
bottlenecks in network capacity and network-delzas have a significant impact of the
performance of a system. The decentralized nafisigpeer-to-peer system better utilizes
bandwidth and distributes resources among the pkeosder to try to reduce the impact of
network congestion in peer-to-peer systems, theftisentralized information is limited and
information is kept redundant to try achieving iioned performance of the system. Other



important techniques used to achieve optimizedop@dnce includes replication, caching and
intelligent routing.

Replication puts copies of the content on nodeseclto the recipient, which reduces the
connection distance between the sender and rec@radylem with this is handling changes in
the content and propagating of the newer and clibwgesions.

Caching can dramatically reduce the path-lengthistteeve the information/object, and also
the number of messages that is needed to commeieaween the connected peers. A big
problem in peer-to-peer technology involves lateissyes between the different peers; and
how that can serve as a severe bottleneck in stersy Locally stored cache in the peers
between the sender and receiver can help redwaelatssues when retrieving objects or
information.

Smart techniques to build connections between @era major research-area within peer-to-
peer technology. Intelligent routing can “make ogdk” the performance of a peer-to-peer
system. This could be putting peers with similaeiests closer to each other or let “reliable”
peers serve as organizing nodes and interconrssctdéant nodes. This can severely reduce
the number of messages that is needed to be st wisystem to reach a desired result,
hence increasing the performance of the system.

The Freedom of Anonymity

A well-debated characteristic of peer-to-peer systés anonymity. Many peer-to-peer
systems benefit from the fact that the user isgu#ie system without knowing from where
the information is gathered. In many cases therinéion could come from many different
peers and only re-assembled at the user’'s comphftale some industries fight hard to
prohibit this aspect, others propose this to bari fof “freedom of speech”. Information can
freely flow and be spread without explicitly revieglits source. This has many legal aspects,
since information can be published and availabtbauit the author’s consent or approval.

A New Type of Failures

One other strong aspect of peer-to-peer thinkirig esvoid central point of failures. Since
peer-to-peer technology tries to limit the usearitcalized information; there is instead a
strong need to avoid failures caused by failingesoor peers, disconnections or
unreachability. In order to avoid failures becaasan unreachable host, replication of
content, spanning over several nodes is a technisee to not interrupt the process; should a
peer disconnect.

Reliability by Reputation

Peer-to-peer systems share many security-concegbtsraditional distributed programming
schemes, such as trust chains between peers,rskegiexchange, encryption and signatures.
However, instead of “trust” between the peers, {pegreer technology often uses

“reputation” among the peers to determine the trlisé more reliable a node is, the more it
can be incorporated in the system. Some systerpeéss with a reliable “up-time” benefit
from this co-operation by granting it more bandwidhd other benefits within the system,
hence; a peer must build a sense of “reputatiogaio benefits from the system.



Peer-to-Peer Components and Algorithms

Components

The components of a peer-to-peer system usuallgistoof five layers which consist of one
or more blocks. The layers that will be discussethis section are:

» Connection

* Group Management
* Robustness

» Class-Specific

* Application-Specific

Connection

As a base we have the communication layer whiclllearthe communication between the
peers. Handling the communication is one of thgdmsg challenges in peer-to-peer
communication since it has to consider all typebtdrnet connections, such as dial-up
connections, wireless connections and fast opti@ahections.

Group Management

Just above the communication block we have thepgnoanagement layer. The group
management layer handles discovery of other padheicommunity and location and

routing between them. The discovery algorithmsussseveral different approaches, such as
using a centralized directory or using the commation range for mobile or wireless

devices. The location and routing algorithms bdlsi¢ey to optimize the path of a message
traveling from one peer to another.

Robustness

Above the management layer is the robustness laherrobustness layer handles areas
including security, resource aggregation and réitgbSecurity is a big issue in peer-to-peer
communication and a big challenge since the pe#raat as both a client and a server.
Running a server with the same security paramatefar the client can have huge impact on
the security of the system.

The basic idea of the peer-to-peer model is foirtteracting peers to aggregate resources
available on their systems. To classify the archite of the peer-to-peer resource
aggregation is not trivial since the resource caofomany different types.

To handle the reliability problem in peer-to-peetworks one can use many different
solutions depending on what the task at hand isirffstance, if the task is to perform a heavy
computation and if a peer goes down the task caediarted on a different peer or it can be
initially started on several peers simultaneousiya file sharing network, data can be
replicated across many peers.



Class-Specific

In the class-specific layer there are four blosk$ieduling, meta-data, messaging and
management. The previous layers can be appliekdnimsaevery application using peer-to-
peer technology but here it is far more applicaipacific. The scheduling block is used for
computational-intensive applications. Computatiangdnsive tasks are broken down to
pieces and are solved in parts on different pééesa-data is used for content and file
management applications where data is stored attreggeers. Messaging is widely used
wherever messages need to be sent between the [deeagement is used to control the
underlying structure.

Application-Specific
This layer has three blocks; tools, applications services. All these implement application
specific functionality and use the underlying clapsgcific layer where it is needed.

Algorithms

In this section we will discuss three common peepéer algorithms for finding specific
information in a peer-to-peer network. The alganghwe will look closer at is

e Centralized directory model
e Flooded request model
e Document routing model

Centralized Directory Model

The peers of the peer-to-peer community connect
to a central directory where they can publish
information about the content they will offer to
others. When the central directory gets a searc
request from a peer it will match the request with
the peer in the directory and return the resule
best peer could be the closest (though this could
be hard to determine), the fastest, cheapest or the
most available. When a peer has been selecte
the transaction will follow directly between the

two peers.

Centralized
directory

+“—>
______ Search

<----p
Download

This algorithm requires a central server which is Figurel

a drawback in peer-to-peer systems. It is a singie

point of failure and it can produce scalability Iplems. However, history shows that this
model is quite strong and efficient even in largystems.



Flooded Request Model

Unlike the centralized directory model this modell
is a pure peer-to-peer model without any central
parts and without any advertisement of availablg
resources. Instead, the flooded requests model
floods each search request on the network, mugh
like a broadcast, where each peer forwards the
request to its directly connected neighbors until
the request is answered or a preset maximum
number of flooding steps has been reached.

The obvious drawback of this model is that it
requires a lot of bandwidth and that it therefore
scales badly. However, in small networks it has

<4—» Search

been proved to be very efficient. To improve <----» Download
scalability, development has been made to the
model. Some improvements involve super-peers Figure?2

that concentrate lots of the search requests to the
super-peers. One may also consider caching thesexjto improve performance.

Document Routing Model
The document routing model uses a different

approach that has been used more recently. V\Ilhen Node 1 request data with
. . . hash = 016 which is stored gt
a peer connects to the community it is assigned a node 4

random ID and each peer also knows a numbef of
other peers. When data is stored or shared on a
system using this model, an ID is assigned to the
data based on a hash of the data in question. E
peer will then forward the data to the peer with
the same ID (or the one closest to it) that it
knows of. This is repeated until it reaches the
peer with the same ID or the closest peer ID is
the current peer’s ID. During this process each Id: 204

peer that is involved in the routing also keeps a Figure 3

copy of the data. When a peer requests the data

from the system, the request will be forwardedchtpeer with the ID that is closest to the ID
of the requested data. This is repeated until § cbphe data is found and the data will be
transferred back to the requester the same wadlidriransfer process, each peer that is
involved will store a copy of the data as it imsgerred.

1d: 010

This approach has several advantages and drawbdekdiggest advantage is that this
model scales very well. It is very efficient indar, even global, communities. However,
there are some drawbacks. The biggest one isttisatiore complex to perform a search than
with the flooded request model since the requesie®y must know the hash of the requested
data.

Several algorithms have been implemented that ms&ef the document routing model.
They all differ but the goals of each are quiteigimAll of them try to reduce the number of



hops that must be taken to locate the data aretiiece the amount of routing information
that must be stored at each peer.

Peer-to-Peer Systems

In this section we will discuss three categoriessHge of peer-to-peer systems. The
categories to be presented are

» Distributed computing
* File sharing
» Collaborative systems

Distributed Computing

To use peer-to-peer systems in distributed comgutas been a success and has been in use
for quite some time. Successful projects have shivamit is possible to get high

performance by using solely standard machines.nfdia focus right now is to use the idle
time of internet connected standard computersttthem perform some calculations while
not being used. This requires a large number efett connected standard computers that
run specific client software and a centralized catgr. The central controller is responsible
for splitting the problem into smaller parts angtocess the results. To make the
performance optimal the task to be solved neecteeby large or very hard. To solve it, the
client software on the standard computers fetchemsall part of the task, solve it and report
the result to a results database.

Unfortunately, the tasks have to be of the kind thia possible to split them into smaller
individual parts that do not require communicati@tween the peers. This rules out super-
computing like processing such as linear algebollpms or matrix computations.

Distributed computing is nowadays instead usegbfoblems that need to be processed with a
high number of different input parameters, suchkiamilations, validations and biotechnical
research.

File Sharing

File sharing is probably the area where peer-to-pgstems have had the most success. File
sharing applications like Napster where amongitisewidely used applications that use
peer-to-peer technology. The benefits of using-pegreer instead of traditional models are
mainly the lower network bandwidth consumption,usgg and search capabilities that peer-
to-peer offer. File sharing applications use onthefmodels described in the previous section
(centralized directory, flooded request, documenting), but there also exist variations to
these models. It is also important to realize these models were based on the assumption
that the files that are transferred are small, dildocument or a picture, but now the trend is
leaning towards larger file transfers such as mus@vies and software. To deal with this
situation, several modifications and additions ha@en made to the models. Software makes
more intelligent decisions regarding where to daadlfrom and which way should it be
transferred.



Application Examples

Napster was the first peer-to-peer file sharindiapfpon and was the application that started
the whole peer-to-peer file sharing revolution. Blap used a centralized directory model to
store information about shared music files on therp. When a user connects, that users
shared files will be added to the directory and mvtte user disconnects, the entries will be
removed. Search requests are given to the cemtatizectory which will answer with the
peers that are in possession of the requestedHfiever, the actual file transfers will not go
through the centralized server. Instead the fildisbe transferred directly between the peers.

Morpheus is a file sharing application that is éamio Napster but the developers has made
some improvements where the Napster model was vmestkad of only searching for music,
Morpheus can search for all media files. The resofithe search are also easier to overlook.
The actual file transfer mechanism has also be@nawved in several aspects. Morpheus is
able to handle broken connections as well as isargdahe download speed by using multiple
sources.

File sharing application Kazaa was among the firsttroduce supernodes. The protocol
behind Kazaa is called FastTrack. Supernodes ar@dales on fast connections and these
nodes are assigned automatically. The supernodassgponsible for keeping track of local
nodes contents and handle searches. Kazaa usasligant download system that
automatically chooses the best connection andraségle sources. To make sure that the
downloaded file segments all match, Kazaa uses Wi3bes. Unfortunately, the company
behind Kazaa decided that Kazaa should be finabgedivertisements and is therefore
bundled with adware/spyware. Kazaa was blacklistédarch 2006 by the organization
www.stopbadware.org.

Collaborative Systems

The idea of collaborative peer-to-peer systems alow collaboration between users on the
application level. The span of the type applicat®large, ranging from applications of
enjoyment such as instant messaging, chat progaachsnline games to more business
oriented applications. Most collaborative systenestesed on events. That is, each time an
event occur at a peer, that will send an updatesagesto all the other peers in the group and
then update the application’s view (can be dorteeeibefore or after an acknowledgement
has been received).

Unfortunately, there are some difficulties involiedmplementing collaborative systems.
The biggest challenges are location, fault toleeaaned real time constrains.

The location problem involves solving the locatadrother peers. The easiest way to solve
this is to keep a centralized directory that ea@ér gan consult. This is the most common
solution but variants exist for smaller groups.

The fault tolerant problem is another challengembmy applications it is essential that all
messages sent is received properly by all peesorire systems, the order of the received
messages is also important. Most systems havedstiieproblem by queuing up the
messages that could not be sent. These messagsewibe delivered when the peer comes
back online.



The real time constraints are harder to resolveesive cannot know how long it will take a
message to be delivered (or if it has been logsherway and will not be delivered at all).

How to deal with this is up to each applicationelrly implementations, applications like
network games didn’t update the screen until &léopeers had acknowledged the messages.
In small groups that were located on the same loetlork this solution was sufficient but
with longer distances and larger groups it failewdr applications have more of a client-
server solution for communication.
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