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2022: Language models saw a popular breakthrough

The technologies already existed. What has changed now?

This was a HCI breakthrough: The models have become
user-friendly, easy to access, and developed to do many things
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What is the key difference?

GPT-1/2/3, OPT, …

InstructGPT, ChatGPT, PaLM, …
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What do we use recent language models for?

Not just chatbots!
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Language models are becoming components

How that changes engineering practices is an open question

As of 2023, natural language is used to control the models and to
give inputs and outputs
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Workflows
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How much can we get for our data points? (General idea)

Main significance is in ease of prototyping?
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Ways to control the behavior of LLMs

Prompting: all information about the task (instructions, examples)
are in the prompt

Fine-tuning: we make some (small) adaptation of the model
parameters, based on a dataset
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Cost models of API-based LLMs

Capabilities of the underlying model

Number of tokens in prompts

Number of tokens in generated output

Whether or not the model is fine-tuned
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“Hallucinations” in language model outputs

The output is plain false, or somewhat false

OR: The output is unrelated to the input
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(As of 2023): Poor metalinguistic capabilities

“How many occurrences of the word ’the’ are there in this sentence?”

“Please write the following sentence in the opposite order”

“Please write a text about Gothenburg in exactly 20 words.”

“Write a sentence about Chalmers, where the last word is ’bananas.’ ”
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Next: How to train LMs to follow instructions
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