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Abstract

This paper studies a connection between intuitionistic type theory and coherence problems in
the sense of category theory. We first show how a Curry-Howard interpretation of a formal proof of
normalization for monoids almost directly yields a coherence proof for monoidal categories. Then
we formalize the coherence proof in type theory and show how this proof relies on “metacoherence”,
that is, the unicity of certain proofs of equality in intuitionistic type theory. This formalization has
also been checked in the mechanical proof assistant ALF.

Let M be the set of binary words with variables in X, that is, the least set such that e € M, if
a,b € M then a®b € M, and if z € X then z € M. Write a ~ b if a and b are congruent with
respect to associativity (a ® (b ® ¢) ~ (a ® b) ® ¢) and unit laws (e ® a ~ a and a ® e ~ a). Hence
M/ ~ is a free monoid.

Let N be the subset of normal binary words, that is, the least set such that e € N and if n € N
and z € X then n ® x € N. We can prove the following normalization theorem: there is a function
Nf : M — N, such that a ~ b iff Nf(a) = Nf(b).

To get a proof of coherence for monoidal categories we analyze the formal proof objects of this
proof of normalization, that is, we use a ‘Curry-Howard interpretation’. First construct a category
M with objects binary words and arrows in M (a, b) formal proofs of a ~ b. With a suitable notion of
equality of such proofs this category becomes a free monoidal category (generated by X'). Coherence
for monoidal categories states that any two formal proofs of a ~ b are equal. Since a ~ b implies
Nf(a) = Nf(b) we can extend Nf to a functor from M to N (the set N considered as a category).
Moreover, we can check that the proof of a ~ Nf(a) is a natural isomorphism v,. Hence coherence
follows in the usual way: all proofs of a ~ b are equal to llb_l 0 Vaq.

Note how the proof of coherence for monoidal categories is more or less implicit in the normal-
ization proof for monoids. Given the Curry-Howard interpretation of this proof the extra work is
limited to a fairly mechanical check that v is a natural transformation.

1 Introduction

MacLane [17, pp 161-165] proved a coherence theorem for monoidal categories. An important ingre-
dient in his proof is the normalization of object expressions. But it is only one ingredient and there
are several others needed to get the proof through.

Here we show that almost the whole proof of this coherence theorem is hidden in a proof of
normalization for monoids, provided we consider proof objects for equality of monoidal expressions,
and equalities of such proof objects for equality.

Discussions with John Power revealed that the extracted proof is essentially a logical version of
the proof of coherence for monoidal categories obtained as a special case of the proof of coherence
for bicategories given in the recent paper by Gordon, Power, and Street [9]. Their proof relies on
Street’s bicategorical Yoneda lemma. The interest of our proof is that it is a nice application of
the Curry-Howard interpretation. It was discovered independently and uses only some elementary
category theory and the elementary reasoning needed for a proof of normalization for monoids.

The paper is organized in the following way. In section 2 we prove a normalization theorem for
monoids. In section 3 we introduce the notion of a monoidal category and prove coherence for it.



The this section a standard informal mathematical metalanguage is used. In section 4 we show how
the proofs can be formalized in intuitionistic type theory. Section 5 contains a few remarks about
our experience of implementing the proof in ALF. Section 6 refers to some related work.

2 Normalization for monoids

Let M be the set of binary words with variables in the set X, that is, the least set such that e € M,

ifa,b € M then a®b € M, and if x € X then x € M. Write a ~ b if a and b are congruent with

respect to associativity (a® (b®c) ~ (a®b) ®c) and unit laws (e®a ~ a and a®e ~ a). The subset

N of normal binary words is the least set such that e € N andifn € N and v € X then n® x € N.
We have the following “obvious” normalization theorem (see Hedberg [10]):

Theorem 1 There is a function Nf : M — N, such that a ~ b iff Nf(a) = Nf(b).
A simple way to construct such a function is by making use of the monoidal structure of NV, So
let Nf(a) = [a](e) where []: M — N is defined by
[a ® b](n)
[el(n)
[s](n) = ngs

[61([a](n))

n

It follows (by induction on the proof that a ~ b) that if a ~ b then Nf(a) = Nf(b). Moreover,
n ® a ~ [a](n) by induction on a. Hence a ~ Nf(a). Hence a ~ b iff Nf(a) = Nf(b).

3 Coherence for monoidal categories

3.1 The generalized algebraic theory of monoidal categories

To fix notation we present the definition of a monoidal category as a generalized algebraic theory in
the sense of Cartmell [5]:
There are two sort symbols:

Obj : sort
a — b:sort [a,b: Obj]

the sort of objects and the sort of arrows indexed by two objects.
There are the following operator symbols:

e: Objy
a®b: Obj [a,b: Obj]
gof:a—c [a,b,c: Obj;g:b—c;f:a— 1]
id:a—a [a : Oby]
fQg:a®@b—d @b [a,a’,b,b': Obj; f:a— a';5g:b— V]
a:a®(b®c)— (a®b)®c [a,b, c: Obj]
a_lz(a®b)®c—>a®(b®c) [a,b, c: Obj]
[
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We have used infix notation and omitted arguments. Without these conventions g o f would be
written o(a, b, ¢, g, f) for example.



The equational azioms are those for a category, for bifunctoriality of ®, for expressing that a, A, p
are natural isomorphisms with inverses =, A7, p™!, and finally the following coherence equations:

a®(b®(c®d))—a> (a®b)®(c®d)—a> (a@b)®c)®d

d @« a® id

a® (b c)©d) (@@ (b@e)ed

a®b

In our proof we do not use the third coherence equation A. = p. given by MaclLane [17, pp 158-159]
which was later proved to be redundant by Kelly.

3.2 The coherence theorem

We first construct a free monoidal category M generated by the set X. Its objects are binary
words with variables in X, that is, elements of M. Its hom-sets are equivalence classes of arrow
expressions. We inductively generate the family of sets of arrow expressions (indexed by objects) by
interpreting each operator symbol for arrows in the definition of a monoidal category as an inductive
clause. Similarly, equivalence of arrow expressions is the least congruence relation satisfying all
the equational axioms for a monoidal category. (We will use an arrow expressions f to stand for
its equivalence class [f]. In intuitionistic type theory this is not just abuse of notation, since one
does not form quotients by taking equivalence classes. Instead one uses pairs of sets together with
equivalence relations. See the discussion on quotients and setoids in the type-theory formalization
in section 4.)

It is easy to see that M is a groupoid and that a ~ b in M iff a 2 b in M. Indeed, the operator
symbols for arrows in the definition of a monoidal category correspond to proof objects for the
axioms of equality in a monoid (except that there is no general ‘inverse’ operator corresponding to
the symmetry law).

Moreover, let N be the set N (of normal words) considered as a category.

The coherence theorem refers to M:

Theorem 2 If f,f' :a — b, then f = f'.
For the proof we extend the normalization function to a functor

Nf M= N

and construct a natural isomorphism

va : a2 Nf(a)

witnessing the fact that a term is congruent to its normal form.
The theorem follows immediately: if f, f' : a — b, then f = l/b_l ove = f.
First, we extend the function []: M — N¥ to a functor

[]: M= AV,
since it follows by induction on f that if f € a — b then [a] = [b]. Hence
[/1= idpay = idpy

is well-defined.
Then we let

Nf(f) = [f]e = idns(a) = idng o)



and
-1
Vg = Ea,e oA
where the natural isomorphism

§an :n®@a = [a](n)

is defined by recursion on the form of objects of M:
a €a,n@:d éb,|[a]]n
aghn i@ (a®@b) —> (n®@a) @b ——— [a](n) @b ——> [B]([al(n))

P
enin@Re —> e
id
f:c,n:n@.’lf—’ nYx

(Note that there are dual definitions of the inverses vyt and E;}L)

Naturality of ¢ is proved by induction on the structure of an arrow expression of M. For each
case we draw a commuting diagram. In these we indicate explicitly when we have used an induction
hypothesis (ind), a coherence equation (coh), functoriality (fun) of ®, or naturality (nat). When
there is no explicit indication we have simply unfolded the definition of ¢ or used a basic category

law.

Case go f.
d \
n@a e (g ° f) ng@c
Ec,n
[el(n)
Case 1d.

id ® id
n@a

n@a
Ea,n (fun) Ea,n

[al() ——— [al(n)



Case f ® g.

n®(u®b) n®(ul®bl)
\ (nat) /
(n®u ®b (Zd@f)@g (n®ul)®b’
€a®b,n éa,n ® id (ind) ol ® id Ea’@b’,n
[al(n)® b Py [[a’]](n) Qb
& ind e
o " %,
PA(Ga() . )
Case a.
n®(a® (b c)) dQo »n® ((a®b)®c)
\ (coh) o
(nea)ebo) > (nogehec 22" me@a))ac
€a®(b®c),n, ga,n ® id (nat) (éa,n & ld) ® id §a®b,n ® ud §(a®b)®c,n
al(n’ bec) — ([a]l(n)®@b) @c ——— [b]([a](n))® c
[) & (8 0) —= ([ad(n) 81 & ¢ g P &
<
7
‘ 5//&7(@)
AEA() . AEICalr))
Case A.
d@ A

n® (e®a)

£e®a,n

[a](r)

Q

(n®e)®a

od

n@®a

[a](r)



Case p.

. id
n®(a®e) e n®a

Ea@e,n, é’a,n ® ld (Ilat) éa,n

[al(r) [a](r)

vd

In the last diagram the top triangle is the derived coherence equation (9) in MacLane [17, p 159].

4 Formalizing the proof in intuitionistic type theory

We have formalized the coherence proof in Martin-Lof’s intuitionistic type theory using the proof
assistant ALF developed in Goteborg by Coquand, Magnusson, Nordlander, and Nordstrém [2].

It is significant that ALF is an implementation of intenstonal intuitionistic type theory. The
treatment of equality in this theory forces us to consider “metacoherence” problems: we shall need
to use the fact that certain proofs of equality of objects are unique. As Hofmann and Streicher
[13] has proved, it is not generally the case that there is a unique proof of intensional equality in
intensional type theory. However, unicity holds for decidable intensional equality, see Hedberg [11].

The formalization will make the connection between normalization in monoids and coherence for
monoidal categories precise. We will see formally how a monoid defined in type theory is almost like
a monoidal category, since we introduce explicit proofs that two elements a and b of a monoid are
equal and these explicit proofs correspond to arrows from a to b in a monoidal category. A “whole”
monoidal category is then obtained by introducing an equivalence relation on such proofs.

We can also view the present formalization as part of the larger enterprise of developing a formal
constructive category theory inside intuitionistic type theory, see for example Aczel [1], Huet and Saibi
[15], and Dybjer and Gaspes [8]. We can compare this category theory to Rydeheard and Burstall’s
[18] Computational Category Theory. An essential difference is that the programming language of
type theory, with dependent types and Curry-Howard interpretation of the logical constants, is much
more expressive than a simply typed functional language like ML.

Below we explain the essential features of the formalization in type theory, but we do not re-
capitulate the whole proof in type-theoretic notation. In fact the description below is a rational
reconstruction of the actual implementation. The interested reader can retrieve the implementation
from ftp.cs.chalmers.se in the directory “ilya/FMC, see the README-file for details.

4.1 Equality in intensional type theory

We need to consider three kinds of equality in intensional type theory.

Firstly, we have definitional equality expressed by the equality judgement a = b: A. Two expres-
sions are definitionally equal iff they have the same normal form. When normalizing an expression
we use both 3, n, and equations coming from recursive function definitions. Definitionally equal
objects can be substituted for each other everywhere:

a=b:A Jlda]
Jb] '

where J[x] is an arbitrary judgement depending on .



Secondly, we have basic intensional equality expressed by the equality proposition I(A,a,b). This
relation is inductively generated by the reflexivity axiom:

a: A
r:1(A a,a)

(As for generalized algebraic theories we allow ourselves to omit arguments: proper notation for r is
r(A,a).)
1 1s an intensional equality, since we cannot prove
Vo : AL(B, f(x),9(x)) = 1(A— B, f,9).
We have the following rule of substitutivity of equality for intensional equality:

c:I(Aq,b) d: P(a)
I — elim(c,d) : P(b)

Note that the conclusion depends on the proof ¢ of equality. This is the source of the “metacoherence
problem” we shall encounter later.
There is a definitional equation for [ — elim:

I —elim(r,d) =d

Thirdly, it is often necessary to introduce a special equivalence relation which will play the role
of equality on a certain set (a book equalityin AUTOMATH terminology). Extensional equality of
functions in a set A — B is one example. We shall follow Hofmann [12] and call such pairs of sets and
equivalence relations setoids. It is necessary to work with setoids, since one cannot form a new set
by taking the quotient of a set with respect to the equivalence relation. In intuitionistic type theory
the term setis reserved for something which is inductively generated by “constructors” in essentially
the same way as a “datatype” in a functional programming language. (We consider only “total”,
“well-founded” elements however.) (The situation is similar in Bishop’s constructive mathematics
[4], but he uses the terms preset and sef, where we use set and setoid respectively.)

Furthermore, given two setoids (A, ~4) and (B, ~g), we will be interested in pairs of functions
from A to B and proofs that the function preserves equivalence. We call such pairs setoid-maps (or
just maps).

4.2 Monoids

A monoid in type theory can now be defined as a setoid M = (M, ~ ) with an element e : M and
a binary setoid-map o on M, such that the laws expressing that e is a unit and o is associative are
satisfied up to ~jps.

Why could we not just have defined a monoid to be a set M together with an element e : M and
a binary function o, such that the laws expressing that e is a unit and o is associative are satisfied
up to intensional equality? The problem is that this would have ruled out certain constructions of
monoids which are relevant to us. Both the free monoid M of binary trees under ~ (as defined in
section 2) and the monoid of endofunctions under extensional equality have setoids but not sets as
carriers. There is in fact reason to believe that intensional equality between functions or between
elements of transfinite sets, where branching is indexed by a function, is quite useless.

However, some monoids will be strict in the sense that the identity on the carrier setoid really
is intensional equality. (This choice of terminology is intended to suggest that the distinction strict
versus non-strict for algebraic notions in type theory is reminiscent of the distinction between strict
and non-strict categorical notions, such as strict and relaxed monoidal categories.)

4.3 The normalization proof for monoids

The monoid N of binary words in normal form is an example of a strict monoid. However, there are
no subsets in intensional type theory so we cannot define N C M. Instead we define N as the set of
lists with elements in X and introduce an explicit injection J : N — M. Hence the the normalization
function is defined as follows:

Nf(a) = J([a](e))
Apart from this there is no difficulty in principle in formalizing the normalization proof for monoids.

See also Hedberg [10].



4.4 Monoidal categories

We follow Aczel, Huet and Saibi, and Dybjer and Gaspes and formalize a notion of category in
intuitionistic type which does not have equality of objects as part of the structure. A category thus
consists of a set of objects, but sefoids of arrows indexed by pairs of objects. There is a family of
identity arrows indexed by objects (that is, a function that to each object assigns a arrow), and a
family of composition maps indexed by three objects.

Hence the object part of a functoris a function between object sets, whereas the arrow part is
a map between hom-setoids in the appropriate way. Hence a functor can also be viewed as a triple:
the object part, the arrow part and the part which witnesses the preservation of equality of arrows.

A natural transformation is defined as a family of arrows together with a proof of commutativity
of the naturality diagram. Two natural transformations are equal iff their arrow components are
extensionally equal. We can prove that functors and natural transformations under this equality
form a category.

We have thus gone through all notions that the definition of a relazed monoidal category refers
to. Hence it is also clear how to define this notion inside type theory.

We end this subsection with the remark that a setoid in type theory is a notion which lies
between the notions of set and category/groupoid. Similarly a monoid lies between the notions of
strict monoid and monoidal category. This is the fundamental intuition which this paper is based
on.

4.5 The coherence proof

Since there are no subsets in type theory, there are no subcategories either. So analogously to the
monoid case we have to construct M and N independently and then define an injection functor
J : N = M. The objects of NV are lists and the arrows are proofs of intensional equality:

N(a,b) = I(N,a,b)

When we define J on morphisms, we do it by equality elimination, that is, by induction on the
(unique) proof that I(N,a, b):
J(r) = id 5(a)
for r: I(N,a,a)!
The proof that if f:a — b and n: N then I(N,[a](n),[b](rn)) is a natural transformation

[£1n - N([al(n), [](n))

that is, the arrow part of the functor [ ]. Observe that we cannot simply put

[f1n = idgay(n) = idpep(n)

as in the informal account, since we do not have the definitional equality [a](n) = [6](n). The point
is that even though [f], = id for any fixed f and n, we cannot write the general statement.

This forces a slight modification in the formalization of the proof of naturality of {. All base
cases go through exactly like in the informal account, but the induction steps need to be modified
as follows.



Consider first the diagram for the case of composition in the proof above:

d \
n@a ! ®(g0f) ng@c

n®b

ga,n gb,n Ec,'n,

[61(r)

[a](r)

The corresponding type-theoretic diagram is

id
n@a ! ®(g0f) ngQc

éa,n éb,n éc,n

J([61(n))

o 7
7
§§ %@

Ial(n) — I )

(lgo /1)

Note the difference between the two lower triangles. Previously commutativity followed directly from

the identity laws. But in the type-theoretic formalization it depends on the functoriality of J and
[ 1. Differently put, we can say that the lower triangle presents a metacoherence problem. It relies
on the fact that there is a unique proof that two objects in M or in A are intensionally equal. Hence

there is also a unique arrow between two intensionally equal objects in N



We next consider the case for multiplication:

d®(f®g)

n® (a®b) n®(a'®b')

(nat)

(id® f)og

(n®a)®b (n®al)®b'

fa@b,n fa,n ® ed (lnd) 5a’®b’,n

L) © b ——

(ind)

vd

In the type-theoretic formalization this becomes

n@(a®hb) id®(/©9) n@(a @b
¢ (nat) y
(n®a)®b (d8/)®g, (n®ad)eb
§agb,n fan ® id (ind) batn @ id Earblom

J(alm) &b J([)(m) @

(I eg

& (ind)
@\

0°
“

¥

J([61([a](n))) TEES J([6T([a'](m)))

The difference is in the lower square. To prove that it commutes we analyze the type-theoretic

version into

(e o6 LU @8,

&b, Lal (n) )

J([61([a](n))) T od J([1([a"T(n)))

It may seem as though the type-theoretic proof is significantly more complex, but this is not quite
true. Any formal proof would need to perform some reasoning, which is not explicitly represented in
the original diagram, about substitutivity of equality.
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5 Experience of the ALF-implementation

The basic message of this paper is that a proof of coherence for monoidal categories is implicit in a
proof of normalization for monoids. The additional work just involves checking the naturality of v.
This work is fairly “mechanical” for a human — no ingenuity is required. The reader should not be
mislead by the size of the diagrams here, they analyze each case in great detail.

What did we then learn from mechanizing the proof in ALF? Firstly, we had to understand the
issue of metacoherence. This was the essential theoretical insight which was needed. But there were
also several practical problems, which made the task of mechanizing the essentially “mechanical”(!)
proof quite tedious. These problems arose in part because ALF is not tailored for equational reasoning
and for handling the large terms which arise in a type-theoretic formalization of category theory.
But there is reason to believe that there is scope for improvement here — these deficiencies should
not be intrinsic problems of type theory.

For example, an essential part of our proof consists in chasing a few non-trivial diagrams. When
doing this each equality inference had to be given explicitly to the machine including informally
trivial steps using transitivity, congruence, associativity of composition, etc. which are hidden in the
diagrammatic notation.

ALF stores proof terms in their full “monomorphic” form, even if some subexpressions can be
deduced from others. For instance, the frequently used rule that expresses congruence with respect
to composition is

A,B,C:0bj f,f :Hom(B,C) g,g': Hom(A,B) p:Eq(B,C,f,f') q:EqA B,g,4")
Eq(A,C 0(A,B,C,g, f),0(A B,C, ¢, f'))

in the full form maintained by the implementation. Only the last two parameters (p and ¢) matter
here, the others are not controlled by the user and usually hidden. In the present application the
hidden parts of terms tend to dominate (the internal representation of a term can be 20 times bigger
than the “polymorphic” term displayed on the screen).

6 Related work

The present work can be seen as an instance of a certain approach to normalization in logical calculi:
so-called “reduction-free” normalization [3, 7, 6]. The idea is to construct an appropriate model of
the calculus and a function which inverts the interpretation function. Here the appropriate model is
the category NN and the inversion functor is application to the unit. Another proof of coherence in
this style is Lafont’s for cccs [16].

We would also like to mention the proof of coherence for monoidal categories by Huet [14]. In
contrast to ours his approach is reduction-based and uses the method of Knuth-Bendix completion
from rewriting theory.

Acknowledgement. The authors wish to thank Michael Hedberg for his thorough analysis of
normalization of the associative law which formed the basis for the present work.
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