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Abstract. The rise of the Internet of Things brings about various chal-
lenges concerning safety, reliability and dependability as well as security
and privacy. Reliability and safety issues could be addressed by using dif-
ferent verification techniques, both statically and at runtime. In particu-
lar, migrating monitors could effectively be used not only for verification
purposes, but also as a way to gather information and to enforce certain
policies. The addition of monitors, however, might introduce additional
security and privacy threats. In this extended abstract we briefly sketch
ideas on how to combine migrating monitors with a public cryptographic
scheme named Attribute-Based Encryption as a way to ensure monitors
are run by the right devices in a secure and private manner.

1 Introduction

The Internet of Things (IoT) is used to refer to the pervasive network of intercon-
nected devices embedded in everyday things —sensors, actuators, devices, and
applications for sharing information among them. Usual devices on the IoT in-
clude RFID (Radio Frequency IDentification) tags, smartphones, smartwatches,
Implantable Medical Devices (IMD), and many other gadgets with communica-
tion capabilities.

ToT inherits most of the challenges of distributed systems due the non-locality
of data collection and computation. In particular monitoring of such systems
presents a wide range of challenges [6, 5, 4, 20] since monitors might need infor-
mation from other devices in order to duly perform their tasks.

The fact that monitoring cares about what goes on in different locations,
it is clear that a monolithic local monitor is not enough. Different monitor in-
strumentation strategies have been proposed in the literature (e.g., [12]). The
approaches can be largely split into two categories: (i) centralised or orches-
tration approaches in which the monitor is centrally located, receiving all rel-
evant data and event-notification from the different nodes (e.g., [3]); and (ii)
choreography-based approaches, in which the monitor is statically split into lo-
cal parts instrumented in the different locations, and communicates only when

* Corresponding Author.



as required (e.g., [7]). Both approaches, however, pose challenges when applied
to IoT environments. The former approach suffers from increased communica-
tion (with the central monitoring node), which grows as the number of nodes
increases, resulting in slowing down of the overall system and an increase in
power consumption. The major challenge with the latter approach is that for
many logics, splitting the monitors in an effective manner can be difficult [4, 20].
Furthermore, when nodes might be discovered at runtime, static decomposition
of properties can be impossible to perform [12].

Migrating monitors is another approach proposed in the literature [11] based
on dynamic choreography —instrumenting monitors locally, but giving them the
ability to migrate to other locations when the need to access data or events from
elsewhere becomes necessary. This last solution can be particularly suited for
IoT environments where most of the correctness can be established locally. This
approach avoids a blow-up in the amount of communication of generated data
from IoT sensors.

Note that we have so far mentioned monitoring IoT without specifying in
detail what the tasks of the monitors are. We should distinguish here three
different applications of monitoring: (i) Proper monitoring, where the monitor
collects data, possibly performing side-effect free computations (e.g., calculate
an average during a specific amount of time) other than logging the information
or sending it to another device, monitor or node in the network; (ii) Runtime
verification, where the data is used for verification with respect to properties
specifying what the expected behaviour of the system should be. Given the de-
centralised nature of IoT networks, such properties may be enacted by any of the
devices or parties participating in the network, with the monitor usually being
automatically generated from the property (e.g., [14]); (iii) Runtime enforcement
takes this one step further by having the monitors carry code to be executed in
the monitored system, send specific commands to control the system, in order to
enforce a given property (as mentioned in runtime verification) by not allowing
the system to act differently than the specified property (e.g., [10]).

The complexity, and degree of intrusion increase with these levels of moni-
toring. Since monitors can effectively leak information about the state of other
entities on the system, we envisage a policy (or policies) which comes with the
IoT scenario, and which specifies what types of properties can be enacted by
which users e.g., a policy in a hospital context may state that no patient may
enact a property that monitors events occurring on another patient’s device.

Besides all the above issues, IoT monitoring is challenging due to the nature
of the sensors: they are highly constrained in terms of computation, memory,
battery and storage capabilities. As a consequence, monitors should be able to
run under those constraints. Another challenge is that the IoT topology changes
continuously over time because new sensors might be added and others are re-
moved from the network. Migrating monitors might help here since they could
automatically migrate to the new nodes when added, and they might eventually
be killed when nodes disappear, without affecting the overall monitoring system.



There is, however, a problem when using migrating monitors in both or-
chestration and choreography-based approaches if deployed in an IoT scenario:
security and privacy concerns. Migrating monitors are small software compo-
nents that travel from one node to another one to either collect data and per-
form small computations (proper monitoring), verify some properties (runtime
verification) or enforce some properties (runtime enforcement). IoT systems are
networks composed of subnetworks each containing confidential local informa-
tion, therefore the migrating monitors should not leak that information nor the
architecture to the rest of the system.

Security and privacy concerns on IoT have been considered to be amongst
the most challenging open issues nowadays (e.g., [15,2,18,21]), and Attribute
Based Encryption (ABE) has been identified as one of the more promising cryp-
tographic schemes to secure such systems [1,22]. ABE is a form of public key
encryption where the information is encrypted under a boolean formulae (called
access policy) which other parties must satisfy in order to decrypt the ciphertext.
This cryptographic scheme is particularly useful on IoT since it simultaneously
provides fine-grained access control and encryption [17]. Even though many the-
oretical proposals have been published in this area, only few works have deployed
this cryptographic scheme on high-constrained IoT devices [13, 16, 22, 23].

2 Combining Migrating Monitors and ABE for Secure
IoT

The use of migrating monitors provides a way of augmenting IoT functionality,

side-by-side with ABE which provides guarantees that there are no additional

threats (in terms of security and privacy) due to the newly injected functionality.
Our proposed approach to achieve secure and private migrating monitors in

TIoT would work as explained below:

(i) We provide a monitoring policy specification language, which will specify
which users! are allowed to enact what type of monitors on the network.
This will be used to regulate monitors which will be enacted dynamically.

(ii) We provide a formal language to define migrating monitors integrated with
ABE in such a way that it is possible to define which monitors will be exe-
cuted and where. Monitors can be encrypted under certain access policies
(made of attributes and represented as a boolean formulae) such that only
those users in the system holding those attributes can satisfy the access
policies and thus decrypt the monitors.

(iii) Monitors will be encrypted using a variant of ABE named Multi- Authority
Attribute-Based Encryption (MA-ABE) [19]. With this scheme, networks
and subnetworks are modelled in the MA-ABE scheme such that we can
define the scope of the monitors and thus different subnetworks can share
information privately and securely.

! Note that in this context, the term user may refer to sensors, software components
or persons.



(iv) Monitors will statically be checked for the specific purpose they are cre-
ated and thus identified as proper monitors, runtime verifiers or runtime
enforcers. A secure runtime environment to manage monitor control-logic
migrating from one IoT device to another is added to the IoT system,
which also guarantees that monitors can only be executed following their
main purpose. For instance, if a specification is tagged as a proper monitor
(and not, for instance, as an enforcer), it will not be allowed to change the
state of the devices and actuators, and will be limited to send control-flow
messages to other monitor managers.

(v) By allowing users to arbitrarily create new monitors according to the moni-
toring policies in place, an authentication system must guarantee that only
certified monitors can be run in the system.

3 Conclusions

We believe that there is great potential in using migrating monitors on IoT,
combined with ABE to guarantee that monitors do not pose new security and
privacy issues. In this paper, we have only presented some initial ideas and
sketched a general way to achieve an IoT architecture were such monitors may
run increasing functionality while not adding new security and privacy concerns.
Although here we have not presented a formal argument to show that in this
manner we do not introduce any new security and privacy threats, we believe
that the cryptographic properties of ABE, and additional measures added at the
architectural and monitoring management level, can ensure this to be the case. A
more technical presentation of this work would require formal proofs to show that
the combination is not vulnerable to attacks. In what concerns the practical side,
we are considering the implementation of the above into the tool Larva [9], by
extending DATEs [8] (the underlying automata-based specification language of
Larva) with primitives from ABE. One aspect of combining migrating monitors
and ABE that has not been addressed in our paper, and thus left as future work,
is the use of our approach in order to provide additional security and privacy
guarantees to the IoT.
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