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from single inputs to generative models!
from here and into the future!
from the academic lab to the real (industrial) world!
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Thanks to my many collaborators and friends!

Shin Yoo & his many great and 
talented students!

The late Simon Poulding who was a 
real intellectual and personal friend!

My closest SBST colleagues Felix 
Dobslaw, Francisco Gomes, Greg Gay, 

& Richard Torkar at Chalmers/GU!

…and many more/others…



Some kind of outline of today…

1. Future SBST (based on some pet peeves of mine… :))

2. What does AI/ML bring to the table?

3. A Manifesto for “Industrial SBST”



Part 1: 
Let’s start from the pet peeves :)



PP1: We (still) use mainly (a few) EvoAlgs



2015: EA’s and GA’s are used in 60-80% of papers

We checked 39 SBST papers from: 
- SBST 2013 & 2014 
- GECCO SBSE 2013 & 2014 
- SSBSE 2013 & 2014

%



2015: Flexibility of EvoAlgs not always called for!



Population-based EvoAlg + Traditional “local” tuning!

https://github.com/jonathanBieler/BlackBoxOptimizationBenchmarking.jl



PP2: We often search only for single inputs

SUT(           ) => Individual input:

Sets: map(SUT,                   )

Models:



PP2: Search for higher-level models instead!



PP3: Minor variations instead of fundamentals



PP3: Minor variations instead of fundamentals

https://en.wikipedia.org/wiki/
List_of_metaphor-
based_metaheuristics



PP3: Minor variations instead of fundamentals

Maybe SBST/SBSE/AI4SE venues should have similar restrictions!?



Part 2: 
What does AI/ML bring to the table?



AI/ML very aligned with SBST!

1. Fundamental connections and opportunities: 
• Soft/fuzzy objectives/requirements 
• Embarrassingly parallel 
• Few existing, good solutions for testing AI/ML

2. Many challenges though: 
• How avoid costly loop within costly loop? 
• More complex “inputs” than for traditional SW 
• Practical tools and not only papers 
• …

3. Key solutions & “Killer apps”: 
• Hybridize search “into” the AI/ML model workings 
• Complex generative models to set up “scenes” and 

simulations 
• Search4SE but also SE4Search!?



Example: SINVAD searches the latent space



Example: Finding high-risk simulation scenarios 
Old funding application:



SE4AI

AI4SE

Think about: Relation AI <-> SE <-> Search

Search4SE

SE4Search



AI-in-SE applications have different levels of risk/gain

Process

Product

Runtime

Point of
Application

Automation
levelManual Autonomous

Start here!

SBST quite “mature” so  
time to push up here??



Part 3: 
A Manifesto for “Industrial SBST”



Technology Transfer Model



SBST has stayed mostly within academia!



Manifesto for Industrial SBST 0.1

Augmenting humans over automating them away

Trusting & listening over data extraction & “preaching”

Information focus over search/algorithm focus

Through systematic research we are  
uncovering a science of search-based software testing 

so that we can better help software practitioners.  
Through this work we have come to value:

Adaptive toolbox & hybridisation over one-alg-fits-all

Patience over quick results or low-hanging fruits

Information costs over time over include-it-all and search

Multi-objective over single-objective

Interpretability & Scalability over accuracy & complexity



Information costs over time over include-it-all and search

1. Many SBST/SBSE/AI4SE solutions include: 
• multiple 
• relational 
• diverse info sources.

2. This leads to 
• high up-front costs 
• very high maintenance costs  
• requires synchronisation between many parts of org 
• requires high edu/training costs, and 
• makes interpretation of results more complex and costly.

Real-world example: One company I worked with tried dynamic approaches 
(instrumentation) then formally BANNED their use in the company!



Information costs over time over include-it-all and search

3. So we must be SUPER-sure: 
• that each added information source is motivated 
• and its value/cost trade-off is known and clear.

4. Proposal: Information Source Ablation (ISA) 
• empirically investigate sequence of more complex 

models (using increasingly more/complex information srcs) 
• and show practitioners the trade-off in value vs cost/

complexity, and 
• let them select the best trade-off for their org. 
• Researcher with no industry access: Do ISA anyway so 

practitioners can see it in your paper.



1. If you think your problem can be meaningfully captured 
in a single objective, think again!

2. In industry nothing is ever that simple 
• There are always many conflicting objectives 
• 2-3 are rarely enough

Multi-objective over single-objective

3. So we just use NSGA-II, right? 
• Sure, maybe that is fine but 2-3 objectives are rarely enough 
• and NSGA-II is rather old, we should be more aware of S-O-T-A

4. Meaningfully handle the non-dominated result set!! 
• NOT: MO & then select one solution to compare to baselines! 
• Better: Define a few realistic use scenarios and consider parts 

of “Pareto front” that caters to each one 
• Best: Get feedback from practitioners



Real-world objectives in test selection / prioritization:

1. ChangedFunctionCoverage (Maximize) 
2. SubsetSize (Minimize) 
3. AggregatedFailRate (Maximize, predicted or historical) 
4. TestFeatureCoverage (Maximize) 
5. HardwareSetupCoverage (Maximize) 
6. TestExecutionTime (Minimize, predicted or historical) 
7. DaysSinceLastTestExecution (Maximize) 
8. ChangedFunctionCallTimes (Maximize)

Multi-objective over single-objective



Summary

Hybridize search/opt into AI/ML!

Philosophy & attitude as important as technology/search!

Use multiple different SOTA searchers and hybridise them!

Search4SE now old but what about SE4Search!?

First consider info sources and (multi) objectives!

Search for models (and models of models), not single datums!

Focus on fundamental questions, not minor (search) variations!

Investigate flexible, probabilistic models for generating complex inputs!

Then consider representations and search algs!

Keep it simple & optimise value vs complexity/cost (w. feedback)!


