Abstract

This tutorial examines simple physical models of vehicle dynamics and
overviews methods for parameter estimation and control. Firstly, tech-
niques for the estimation of parameters that deal with constraints are
detailed. Secondly, methods for controlling the system are explained.
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1 Introduction

Statistical estimation can be used to estimate unknown quantities given
a model for the world, when there some noise or uncertainty is admitted
into the measurements or process. One of the first examples of the use
statistical methods was the estimation of planetary movements in the so-
lar system. This involved the following problem: while the trajectory of
a planet can be found exactly by solving a system of equations given only
a small number of observations, the observations were noisy: fitting dif-
ferent sets of observations would give different trajectories. The solution
was to find a single set of parameters that made the equations induced
by the application of the planetary laws of motio approximately match all
our observations. In general, this principle can be stated as follows: given
a parametric model and some observations, find the parameters that best
explain the observations. The field is ultimately an application of statis-
tics, whose techniques are used everywhere from physical modelling to
artificial intelligence.

The purpose of this paper is to give a tutorial on model estimation and
its application to vehicle control. A number of motivating examples will
be used throughout the text, with particular emphasis on the relatively
simple problems of estimating the physical properties of a braking model
and the necessary controls for executing braking manoeuvres.

We first give an overview of a parametrised braking/acceleration model
and we outline how it can be employed in a lapped race framework. Such
a framework is particularly interesting because it allows for taking re-
peated measurements around the track. Furthermore, it admits a simple
parametrised model for properties of the track surface. We specify the
given quantities and parameters of the model and explain how they can
be used to build an accurate prediction of the acceleration that results
from the application of car controls. Subsequent sections are more general
in scope, however the initial model parametrisation is used throughout.

Section 3 outlines how to perform parameter estimation and how to
use the estimated parameters to solve the control problem when an in-
verse solution available in closed form. This section begins by viewing the
problem of parameter estimation as an optimisation problem and provid-
ing gradient-based optimisation techniques for solving it. Subsequently it
touches upon more advanced estimation topics, such as the estimation of
parameters with constraints or with a given prior probability distribution
and it explores the relations between the two.

Section 3 deals with the case where given a model, it is possible to
solve for the optimal control and the task is to determine what the model
is. A complementary situation occurs when the model is known but there
is no closed form solution for the optimal control. In that case, if a cost
can be defined analytically, the problem can be formulated as that of
optimising the cost function with respect to the free parameters. Section
4 focuses on this view of control as a deterministic optimisation problem
and gives two examples: firstly, that of determining the optimal braking
input such that we stop after a given number of meters — secondly, that
of determining the optimal trajectory of a vehicle around a track.

The hardest case occurs when the model is unknown, and neither



the optimal control nor the cost function can be formulated analytically.
Section 5 considers this extreme case and compares the different method-
ologies.

Finally, I would like to note that this paper will be expanded and
corrected as necessary. Please feel free to email me with corrections, sug-
gestions and questions, especially about sections which seem particularly
unclear.

2 Modelling the car

We will first try to estimate the acceleration that results from the appli-
cation of the brake or gas pedal at different speeds. We have some given
quantities, but the model is too complex for us to be able to model every-
thing: different parts of the race track might have characteristics that are
easy to throw off any model that we might care to make. Furthermore,
a very detailed model has the disadvantage that it then becomes difficult
to solve. In the end we will wish to calculate appropriate braking values
for various situations using our model, so this an important fact to keep
in mind.

We try to estimate the following model, which ignores all but the
simplest vehicle dynamics. In particular, the variability due to terrain
conditions, road curvature and inclination and other factors, are not taken
into account; building an explicit model for this purpose can be error-
prone. The following equation is our model of the car’s acceleration given
the current speed, the mass, the horse and braking power, some known
physical constants and some free parameters:

WqTq

_ Crlulu
max(u, 10)

)

Cpu?

du/dt = dtan (wbwb + ) (w+wu)(G+

where x4,z are the acceleration and braking input respectively, p is an
a priori given friction coefficient and G is the assumed gravitational ac-
celeration. The vehicle speed is denoted by u, and Cp, Cr represent the
aerodynamic coefficients for downforce and resistance.

A lot of the system’s state is not taken into account in this equation.
We attempt to model this unknown variability by introducing additional
terms: scalar functions which depend on the state. What the “state”
is a design issue. In some cases, a single scalar value, rather than a
function, will be sufficient. In our application it was decided to use linear
functions that depend on a representation of the track position. This
implementation is described below.

2.1 The parameters

Our purpose is to estimate wq,wsy, w,. These are not scalar quantities,
but parametrised functions of the form w = 6Tp, where 6 is a parameter
vector and p summarises information about the position.

The predominant application we have in mind is racing multiple laps
on a single track. To apply the method in this case, the track is split into n
logical segments and we define p to have the form (1,0,...,0,1,0,...,0)



and length n + 1, where n is number of logical segments in which the
track is split. Thus, the first component of each parameter vector will
be globally adjusted for the whole track, and the others will describe
local variations. It is possible to use smoother functions, but we are not
concerned with those.

2.2 The model

Before we derive updates, we explain equation (2.1) in a bit more detail.
The first factor describes the accelerating effect of gas or break pedal
application. The terms z,,xy € [0,1] measure the amount of gas/break
pedal application. The term w, models the car’s available power. Since
F = P/u, this offers a natural way to model the possible force. The
maximum value of this force is clamped to be that available at a speed
of 10 ms™*. The term web is the maximum braking force possible. Both
wWa, Wy are implicitly scaled by the car’s mass.

Since the maximum possible fricative force is given by the second and
third multiplicative terms, we use the dtan function to clamp the magni-
tude possible acceleration to this value. It is defined as:

-1 z< -1
dtan(z) =<1 =z >1

T otherwise

with derivative
ddtan(z)/0x = {1 e [_1.’ 1
0 otherwise

The clamping of the acceleration force is essential. Correctness notwith-
standing, it will be possible to fit many equivalent models to the same
observations ! if this constraint is not introduced.

Why do we need to model these quantities? Firstly, these might not
be easy to measure a priori. But even if they are, the simplicity of our
model means it can be thrown off by variability in track layout. By using
position-varying functions we can model effects such as the reduction in
acceleration due to climbing an incline without explicitly modelling the
incline itself. This results in firstly a significant reduction in computation
and secondly, and most importantly, the ability to approximately model
unknown, or difficult to compute, physical effects.

The following section outlines methods of estimating those parameters
and derives an inverse control solution for our model.

3 Parameter estimation and inverse con-
trol

We wish to estimate the parameters of our model from observations. Since
our model can make predictions, a good measure of how good our param-

IFor a model of the type du/dt = xpwyp, it is possible to scale down p N times and scale
up wp by the same amount to obtain an equivalent solution. In that case p will not have the
physical meaning that we would expect.



eters are is how close our predictions are to the observations.

For the above model, we consider the case of measuring the speed
u(t) at different times ¢. From these measurements we can calculate
du(t)/dt = a = (u(t + A¢) — u(t1))/As, the acceleration. Formally, these
accelerations will be our observations. Our prediction will be our estimate
of acceleration, which we will call G(w). Our purpose is to have a as close
to a as possible. The prediction error can be is written as a — a(w). We
can measure the magnitude of the predicition error over all the observed
data through the mean squared error

f(w) = El(a - a(w))’]

the expected value of the squared prediction error. Now we can formulate
our parameter estimation problem into a minimisation problem where we
try and minimise the average square error. In order to estimate the 'true’
parameters for our model, we will try to find the parameters that minimise
this function?. To do that, we employ one of the many methods for the
minimisation of functions: stochastic steepest gradient descent, possibly
the simplest online estimation method.

3.1 Minimisation with gradient descent.

Gradient descent methods are among the most commonly used methods
for optimisation tasks. This short tutorial will offer an exposition to
the simplest available gradient methods for statistical estimation. For a
further look into optimisation techniques [4] offers a good overview, with
a healthy amount of mathematical rigour, while [5] additionally refers to
the use of optimisation techniques for statistical estimation.

First, we give some definitions:

Definition 3.1 (Gradient). The gradient of a scalar function f with re-

spect to x = (z1,...,2n) is defined as the vector of partial derivatives:
af/a;r:l
_of _ .
Vaof = B = :
Of /0xn

For a function f € R™ the result is a matriz.

8f1/a$1 e 8fm/811
Vaf = : : :

QJ‘QJ
g

Ofi [0z - 9 Fn )0

Gradient descent methods attempt to minimise a function by moving
in the direction of the gradient, i.e. “downwards”. For smooth functions
they are guaranteed to find at least a local minimum. For convex func-
tions, such as quadratic functions, if there exists a minimum it is unique.

2We assume that the true parameters will be close to the parameters that minimise f.



Definition 3.2 (Steepest gradient descent). Given a vector x: € R™, and
f:R™ — R, update parameters in the steepest descent direction:

Tt+1 = Tt — OétVf,

where o 1S a step size or learning rate parameter.

It might appear difficult to apply such a method in our case, where
our function to minimise is a statistical expectation (the expected squared
prediction error). However, this is far from being true. On the contrary,
it is quite trivial to do so. Remember that the expectation of a random
variable Z is defined as:

Definition 3.3 (Expectation). For a random variable Z with realisation
Z(t) at time t, the following holds:

N
E[Z) = Jim_ % > z().
t=1

The expectation is also frequently called the mean. For a limited number
of samples N, the quantity + 21{\]:1 Z(t) is called the sample mean.

Hence, the solution is to only take a limited number of samples of
our variable and attempt to minimise the sample mean instead of the
true expectation. Let’s say that f = E[Z], where Z is some stochastic
function that depends on parameters z and that we try to find x such as
to minimise f. We can instead minimise

F=EZ] <Y Z().

The derivative of this is simply

N
Vi) VZ().

So we only need to find the gradient with respect to each sample of Z.
However, we need to collect N samples before we can apply our method.
How can we get around that? The simplest way is to use what is called
stochastic gradient descent. Instead of waiting to collect a lot of data and
performing the parameter updates later, we simply perform a parameter
update everytime we have a new Z. If we use a sufficiently small step size,
this will not be a problem.3

Example 3.1 (Mean square estimation). In our particular case, where

the random variable Z is the prediction error, we have Z = ||a — a||* and
thus we try to minimise the cost function
f=EZ] =) (ai— ), (3.1)

i
where, since we are minimising over multiple instances, the index i denotes
index of the predictions of and observations.

3Stochastic gradient descent can be viewed as “gradient descent with errors”. The errors
normally have a mean of zero and do not affect convergence in a bad way. In fact, as far
as first-order gradient methods go, stochastic steepest gradient descent seems to perform the
best in a wide range of applications.



3.2 Application of gradient descent.

Let’s consider again our model: we have a function a, a model of the
acceleration and observe values a. We have parameters wy, wq, w,,, which
we can collectively call w for convenience. We want to minimise the sum
of prediction errors, which can be done by moving in the descent direction
for each individual prediction error. The only thing we need to find is the
descent direction of function f for an observed value @ and a prediction a
for each of the parameters in w.
To determine the derivative we need the derivative chain rule:

of _ 0foh

dg Ohdg’
Using this, we can calculate the gradient of our cost function for each pair
of observations and predictions.

Now we have to continue applying the chain rule until we have terms
that do not contain any gradient operations and that directly relate to
our parameters. So we need to compute Va.

L Walq Cpu? Crlulu
Vwa = Vw dtan ('Ll)bxb + m) (I,L + 'LUH)(G + m ) Vw m
= V., dtan (wyzy + —oote (r+w )(G+0Du2)
v bto max(u, 10) ® H ’

We substitute some terms to simplify the look of this:
Vuwa = Vo, dtan(f)(g)(h)

Now, recall that w = (we, Wa, wy). We have:

I ddtan(f) O
04,/ 0wq 7ad%}f( >ﬁgh
Vwa = |0a/ow, | = | 2952 2L gp
|04/ 0wy, dtan(f) a%h
Tagh i
Bdtan(f)x gh- -’Ebgh f € [_171]
_ adgn(f)xa nl = dtan(f)h]
af b9 0
dtan(f)h 0 fé-11]
|dtan(f)h |

Remember that the full gradient is 2(¢ — a)(Vwa). The update rule
will be

w(t+1) =w(t) + 2(a — a)(Vwa),



with each parameter in the vector w updated separately. When one looks
upon the meaning of this update, it is easy to see that the system works
nicely: when our estimated values indicate that the braking/accelerating
force is beyond the limits of the current friction estimate, only the fric-
tion coefficient is updated. In experiments, it was possible to calculate
values for the friction coefficient, motor power and braking force with er-
ror around 5% (see figure 1). In experiments with TORCS [6], it was
found that the error in modelling is smallest when we completely ignore
the addition of the downforce to the reaction force. This suggest that we
need to add additive and/or multiplicative parameters to G and/or Cr.

Further to the above, it is also possible to have each one of the compo-
nents of w itself be a function, with parameters 6. In that case we have to
calculate 2(a — a@)(VwaVow). For our problem, we do what was initially
outlined in section 2.1. We have w = #Tp, where the elements of p are
in {0,1}. This causes p to effectively select elements from 6. These are
summed together in the model prediction. Furthermore, the gradient is 0
for all those elements of w which correspond to elements in p which are
0. This makes the implementation very simple.

A step further from this method is to use allow the elements p to take
values in R, and even further than that, to allow w to be a nonlinear
function. We will not attempt to derive updates for other cases, however
the reader should not be afraid to try. The method remains the same. All
that is necessary is to repeatedly calculate the derivatives until a simple
parameter update can be computed.
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Figure 1: Ratio of modelling error to actual value of acceleration. The system
was initialised with very poor parameters.
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3.3 Control using estimates

The difficulties begin when we consider controlling the system. Herein
we will make use of the simplest control method: taking the differential
equation that we use for a model, and solving it to determine the quantity
of interest. In a lot of cases there is an analytic solution.

We consider the following simple model:

du/dt = —(ax + b),

where we have a current speed u(0) need to find x such that we stop after
s meters, x € [0,1] (if z € R, the problem becomes ill-posed). We have:

u(T) = u(0) — /o (az + b)dt = u(0) — (az + b)T.
And from this,
qn:A1mm:A(mm4m+w)
_ /T w(0) dt — /T(ax 4 bt dt = u(0)T — %(ax L HT? (3.2)

It must hold that T' = u(0)/(az+b) if we stop at time T'. We substitute
this and obtain

_ u(0)? u(0)?> u(0)?
s(t) = ax+b  2(ax+0b)  2(ax+b) (3:3)
2az + b) = O (3.4)

r= %(Zio(g - b) (3.5)

This is quite a useful equation. Given a desired stopping distance, we
can calculate x, the brake control. Or, we can calculate the minimum
stopping distance by setting x = 1. However this calculation relies on the
assumption that our model is correct. This is never the case. There are
two types of possible errors for our model: errors in parameter estimation
and errors in model selection. Both types can cause problems. We first
consider parameter estimation errors. More specifically we analyse our
solution in the presence of additive errors €,, €, on a,b.

aya— (“(0)2 —(b+eb)> —z

a+ €q \ 25(t)
1 [u(0)? 1 u(0)?
= —(b _ = _p
a+ €q \ 2s(t) b+ Eb)) a ( 2s(t)
€a %—b) + e(a+€)
- (a+€a)a
u(0)?

_ €a 2s(t) b+ e (3 6)
a+ eq a ’
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Figure 2: Squared estimation error dependence on ¢,.

In figure 2 we can see that the squared error of estimation ||z’ — z||?
depends linearly on the parameter error for positive errors, but geomet-
ricaly for negative errors. This can be a serious cause of instability for
control and in fact arises in a lot of cases where we must perform inversion
of a function whose parameters we are estimating. Its occurence in such
a simple model is disturbing.

The problem arises mainly because our model makes an implicit as-
sumption which has been ignored: namely that a is positive definite. To
get rid of this problem, we must place constraints on our parameters.

3.4 Estimation of constrained parameters

There are a number of ways to deal with assumptions that force con-
straints on parameters. Within the framework of operations research,
there are three main methods for solving constrained optimisation prob-
lems: projection, penalty terms and boundary methods.

Within a probabilistic framework, constraints are expressed as an prior
probability density or distribution function for the parameters of interest.
We may assume a non-uniform distribution of a parameter over a given set
(or over the whole of the real line). Making such an assumption is usually
called placing a prior distribution over the parameters and is the subject
of Bayesian methods. As shall be seen later on, the three constrained
optimisation methods mentioned above correspond to placing an implicit
prior over the parameters.*

41f there is no prior (meaning that the prior distribution is uniform) all parameter values

12



3.4.1 Projections

Suppose that we want to estimate a quantity a in some set S, where
S represents the possible values that a can take. Imagine we have an
estimation algorithm with parameter + € U O S. Instead of directly
setting x = Ela], we can define a function g : Y — S which projects any
parameter value of z into the constrained set S. This means we will try
to estimate g(z) = FElal.

Example 3.2 (Mean estimation of an unknown parameter). Possibly the
simplest case is to calculate the expected value E[A] = a of some random

variable A with realisations (A1, Aa,...,An). One can say that these
realisations represent noisy measurements of a. Then the sample mean
gives us

E[A = E[A|A1,...,AN] = ﬁ:Ai/N.

This is elementary, but imagine we have the constraint that a > 0 and
that, additionalyl, the measurements can take any value, i.e. A € R. One
way to solve this problem is to estimate x € R and use a projection g
to put obtain a value in the constrained set. Two different examples of
suitable projections follow.

Example 3.3 (Square root estimation of a strictly positive parameter).
We havg a > 0, with realisations A; € R. We need to estimate x € R :
g(z) = E[A] where g : R — RT defines the following projection:
2
g(x) =z~
This is called a square root method because the parameter x corresponds
to the square root of the value that we need to estimate.

Example 3.4 (Logarithmic estimation of a strictly positive parameter).
We havf; a > 0, with realisations A; € R. We need to estimate x € R :
g(z) = E[A] where g : R — R" defines the following projection:

g(z) =e”
This is called a logarithmic because the parameter x corresponds to the
logarithm of the value that we need to estimate.

In order to apply either method we will find z* : E[||A — g(z*)|*] <
E[||A — g(x)||* V2 € R. To do that we simply minimise the sample square
error between the realisations A; and g. Thus, our problem becomes the
problem of minimising f(z) = 3, ||A; — g(x)||*. For each sample A;, we
have:

of _

oL =204 - (-5

Ox )
are equally likely and we are doing a “maximum likelihood” estimate. On the other hand,

an estimate that uses both a prior and the data is called a maximum a posteriori (MAP)
estimate.

13



Method Mean squared estimation error | Squared error variance
Linear 0.0989 0.0184
Square root 0.0879 0.0110
Logarithmic 0.0768 0.0092
Table 1: Estimation errors for a = 0.5
Method Mean squared estimation error | Squared error variance
Linear 0.0986 0.0192
Square root 0.0812 0.0139
Logarithmic 0.0718 0.0113

Table 2: Estimation errors for a uniforly distributed in [0.01, 1.1]

In the first case, % = 2z and in the second case % = ze(x) so we
have:
% =-2(A-g) for g(x) = =z, (3.7)
of
% = —4(A; — g)xz  for the square root method, (3.8)
of . o
% = —2(A; — g)e® for the logarithmic one. (3.9)

We now perform a small experiment to test the performance of those
methods. We need to estimate a > 0 from 10 random measurements A;
which are drawn from a normal distribution with mean a and variance 1.
We run 1000 experiments, for which we estimate a with the three above
methods. The linear method sometimes estimated a negative value for a.
The tables summarise the results.

As can be seen from tables 1 to 3 on this page, the projection methods
not only are free from the possibility of violating the imposed constraints,
but can also exhibit better average performance. Whether or not they do
depends upon whether the distribution from which a is drawn agrees with
that implicitly defined by the method.

3.4.2 Penalty and barrier methods

Penalty and barrier methods are conceptually similar. In some sense, they
both penalise solutions that are beyond, or merely close to, a boundary

Method Mean squared estimation error | Squared error variance
Linear 0.0986 0.0192
Square root 0.0977 0.024996
Logarithmic 0.11544 0.10461

Table 3: Estimation errors for a > 0 drawn from f(a) = exp(—a).

14




that defines the constraints. Although related in this way, the optimisa-
tion problem is formulated differently in each case. Herein we consider
only the penalty formulation with gradient descent.

Our problem in general is to minimise f(z), with constraints g(z) < 0.
We may formulate the problem as the minimisation of the cost function:

C(x) = | f(x) = BIA]|I® + eB(g(x)),

where h(-) is monotonic increasing, bounded from below, and ¢ > 0. Con-
trary to the other methods, there is nothing to prevent x from assuming
invalid values. The two main methods in this framework are:

1. Penalty methods penalise solutions that are not feasible. In that
case, h should be 0 for all z such that g(z) < 0. In that case, one
should start with a small € and increase it to infinity.

2. Barrier method penalise feasible solutions that are close to the bound-
ary of the feasible region. In such methods, h is only defined for =
such that g(z) < 0 and h(xz) — oo as g(x) — 0. With such methods,
one should with a large € and decrease it to 0.

Usually B(y) £ ||y||>. Tt is of course possible to use other functions
than the euclidean norm. These can be better understood in the proba-
bilistic framework, described below.

Another important method is that of Lagrange multipliers.

3.4.3 Lagrange multipliers
Consisder the equality constrained minimisation: Minimise f(z) subject
to h(xz) = 0. We define the Lagrangian

L(z,\) = f(z) + Nh(z). (3.10)
and the augmented Lagrangian

Le(z,\) = f(x) + Nh(z) + gB (h(z)). (3.11)

Under some conditions, there exist \* and ¢ such that for any ¢ > co,
there exists v, e > 0 such that

Le(2,3) 2 Le@® X)) + Sz —a"[P,  Voifo—a"| <e

Thus, i A & \*, a good approximation to ™ by unconstrained minimiza-
tion of L. can be found.

Of course, we can also achieve the same effect by taking c very large,
even if A is not close to A\*. In fact, we could just take A = 0, and obtain
the original penalty method.

However, one approximate approach is the following;:

The schedule for updating c, e can be different. In general, it is suffi-
cient that the following conditions hold

0<ck<ck+1, c — o0

Ofek, er — 0.

15



Algorithm 1 Approximate Lagrange multiplier method

for k=0,1,..., do
Find zy, : ||V L k(a: AR < e
AL = Ak 4 R (2F)
L= Bck.
et =a/(k+1).
end for

Inequality constraints can be handled by this method by converting
them to equality constraints through the use of slack variables. Thus, the
contraint h(z) < 0 can be converted to hi(x) 4+ 22 = 0 for all i. It is
possible to perform a closed form miminisation over the slack variables.

3.5 Bayesian methods

Here we make use of a probabilistic framework. We assume a prior dis-
tribution p(x) for our parameters. We then create a model of the form
p(Alz) and attempt to find the most probable parameters by mazimising

p(z|A) o< p(Alz)p(x). (3.12)

Let us first consider the case where p(x) is uniform, i.e. all possi-
ble values of x have equal probability. That means we have to find x
that maximises p(A|z) = p(A1, A2,...|z). Firstly, we assume that the
measurements are independent and we have:

p(Alz) = HpA |z).

So we need to calculate the density for each individual measurement A;,
and find parameters that maximise the product. For the particular case
where p(A;|z) o« exp(—||A; — z||?), we have:

p(Alz) = Hexp (—llAi —z|*) = *exp (=D llAi =2l

where Z is a normalisation constant. Now, let’s turn this into a minimi-
sation problem. First of all, an x that minimises f(xz), will also minimise
g(f(z)) for any monotic increasing function g. In this case, we can use
the log function to obtain:

logp(Alz) oc =Y || Ai — .

Now, we reverse signs to turn the maximisation problem into minimisation
one, and.. it turns out we are minimising 3, ||[4; — ||*, which is exactly
the same as before. So, how is that useful?

Firstly, nothing limits us to using a Gaussian for the densities p(A;|z).
We may use different densities in order to specify our beliefs about how
the observations are related to the unknown parameters x.
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3.5.1 The prior as a penalty term

Secondly, we can make use of the density p(x). Observe the following:
p(z|A) o p(Alz)p(z) *Hexp —[lAi—a||*) = *exp > llAi—z])p

If we now let p(z) = exp(—Ah(z)), we have:

p(x|A) o exp(= Y | Ai — z||*) exp(=Ah(z))

and finally
—logp(z|A) o< Y || Ai — ||* + Ah(x).

Here h is a penalty term, i.e. a function that is monotically increasing and
bounded from below by 0, and A > 0. If we choose h to represent some
sort of constraints, then e”*(®) will represent the prior probability of
the parameters being . For values that violate the constraints, h(z) > 0,
meaning that this probability drops for such values. The probability drops
faster the larger A is and the more we violate the constraints.

Thus, adding a penalty term view to constraints is equivalent to spec-
ifying a prior distribution for the parameters, i.e. the optimisation and
probabilistic viewpoints are mathematically equivalent.

3.5.2 The prior as a projection

We now consider the case where x is a function g of some parameters 6.
We write

p(@]0) = fy(z —g(9)),
where 8 is the density of a zero-mean distribution. We consider first the
case where it is equal to the delta function, i.e.

p(x|0) = 6(z — g(0)),

with p(z) having singular density at x = g(#). This means that the rela-
tionship between 6 and x is determined solely by the deterministic function
g, the projection. Now, let us go back to determining the distribution of
x given our data. We have

p(z]A) oc p(Ala)p(z) = p(Alx) /p(w|9)p(9)d9-

For our choice of distribution, we have:

— [ & - g@pio)as.

We set § = g~ *(t) = h(t) to obtain

/695—15 n(e) D gy

Let’s say we have a uniform p(6):
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ple) o [ oo - 00 4y — g(60) 20

Also, equivalently,

) [ ot~ 0) o =00 (%)

do

t=g(6o)

6=0¢

where g(6y) = x.

Further on, we are going to delve deeper into equivalences. As it turns
out, estimation, control and minimisation are all intrinsically related, in
the sense that they are different views of the same problem. The prob-
abilist framework is a good, general formal way to represent our beliefs
about reality and to represent knowledge. Although the differences be-
tween the different views are only conceptual, in some cases some problems
are easier to tackle than others in different frameworks.

4 Control and optimisation

In this section we shall describe how to control a known system dy/0t =
f(v,y), where y is the system’s state and v is some controlling input. In
the discrete case the system can be defined as: dy = f(v,y)dt, i.e.

Yetar = Yt + f(ve, ye)dt

The classic control problem consists of choosing the control v such that
we are close to some desired state. However this view has a few problems,
such as defining closeness, and the need to impose additional constraints,
such as constraints on time taken and energy consumed. Sometimes even
defining the desired state might be difficult. More generally, however,
we can view control problems as the set of problems whereby we select
controls v such that some particular cost is minimised. This means that
we can use optimisation techniques to solve control problems. For the
case when it is possible to define a desired state, the cost will be simply
some measure of the distance from the current to the desired state®. We
will now take the braking control cases again as an example.

4.1 Braking example

Previously, we wanted to select a value of braking input such that we stop
after s meters. In our previous exaple we could calculate this directly.
Alternatively, however, we can formulate it as an optimisation problem
by saying that we wish to find a control v such that E[(s—§)] is minimised,
where § is the actual stopping distance when we apply the control v.
According to (3.3) our model predicts a stopping distance of s’ =

We will minimise the sample error mean:

c=T o= (- yry)

%

__u
2(az+b) "

5Which is why a lot of control problems can be formulated as shortest-path problems.
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The question is, what should z; be? It could be many things: A fixed
value, a different, independent value for every different desired s;, or some
kind of smooth function depending on s;. In all of those cases, it can be
said that z; will be a function of s; and possibly other variables. In the
following we shall be writing Vz; to indicate the gradient of z; with some
parameters. (If there are no other parameters, then Vz; = 1.)

By taking the derivative

VO, = 2 . u? \v4 1 Vi
z = U | Si— 2(az;+b) Ti az;+b i

— w2l s — uf a Vi
A 2(az;+b) | (az;+b)?2 Li-

Now it is possible to apply gradient methods to optimise for some
z that will minimise the average squared error between the desired and
actual stopping distance. Probably the most convenient representation is
one close to the inverse solution (3.5), such as for example, the following

2-parameter model:
2
x= 9—1(“—+92 —b>.
a \ 2s

4.2 Trajectory optimisation

Trajectory optimisation is the problem of finding the trajectory of a par-
ticular car through the racing course so that the total time is minimised.
It is a constrained variational optimisation [7] problem and intuitively has
a solution which should depend on the traction of different parts of the
track, the track’s inclination, the acceleration and braking power of the
car and inherent delay between changes in control input due to driver
reaction times and inertia of components. In this case however we will be
concentrating on minimising a surroagte cost, the squared lateral acceler-
ation of a car driving with constant speed on the trajectory. This is much
simpler to optimise, since it does not take into account neither the car’s
nor the track’s characteristics. In practice, it gives a good trajectory for
cars with a very high horsepower.

4.2.1 Trajectory representation

Because the trajectory is in fact a complete function, the problem is a vari-
ational optimisation problem. For this reason we are approximating the
trajectory with a discretization that parametrises it with a finite number
of control points around the track.

We split the trajectory in i = 1,...,n segments in the track, with each
point being defined as a convex combination of the left and right border
of the track p(i) = I1(1)w(i) + 7(3)(1 — w(:)). The values I(7), (i) € R?
represent the coordinates of the left and right points of the current track
segment, while the parameter w(i) € R represents how close to the left
edge of the track the trajectory should be. We also say that the tangent
vector is
p(i+1) —p(i)

“0 = e D) = pal
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p(i-2)e

Figure 3: Trajectory discretisation

which is a unit vector that describes the direction of movent, while the
lateral acceleration is

_ou(@) —u(i—1)
Ip(i) —p(i = DI’

i.e. it’s the amount by which the speed vector changes between points ¢
and 7 — 1, if we assume that it changes instantaneously at each point p(3).
Thus the lateral acceleration vector describes the amount by which the
tangent vector changes direction. This discretisation is shown schemati-
cally in Figure 3

a(i)

4.2.2 The cost function

Because we have chosen to look at tangent vectors, we can try and min-
imise is the average square of the lateral acceleration. This is a quite
natural quantity to minimise and has the advantage that it does not rely
on knowledge of the car.

€= @),

4.2.3 The gradient

In order to use gradient descent to minimise this cost, we first need to
calculate the derivative

Vo C =Y Vuwlla@* =Y Vu@pVyuVua(j)VaiyC

J
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This is not as complex as it seems. The term w(i) appears only in the
expressions containing p(¢), which in turn appears only in u(¢) and u(i—1).
Thus, it also appears in a(i — 1), a(i),a(i + 1). This means that the full
gradient is only

i1
VuiC= Y Vu@p(i)Vpia(i)Vai)C
j=i—1
We will take the elements one by one.
Vau(@yp(i) = 1(i) — r(i);

Let d = p(i) — p(i — 1). Then,

. d
Vp@u(z) = Vp(z)d Vdm
_ {1 0} [Hd||+dz/||d|\ dody/||d| 1
0 1] [ dady/lldll  lldll +dy/l|dll] [|d]]2
Then

the identity matrix. Finally,

Vai)C = 2a(i).

So, the cost derivative (dropping the is for simplification)

009 00 _ gyl [l e/l el ],
5w (i) Dal?) T [ dady/ldl - l1dll + dy/lld]

[\

-l gy [l el ] o]
R y T dedy ) )+ dy /] o

_ 2 [(lz*Tz)(\ld\l+dz/||d||+dzdy/||dll)]'[Zz]

(ly = ry)(dady /|||l + lld]| + dy/l|d])
= az(le —r2)([[d]l + da/|dl| + dudy /||d]))
+ ay(ly —ry)(ldll + dy/[|d]] + dzdy /| d]])-

The other terms are similarly derived. Note that this cost function
suffers from the problem that it does not take into account the constraint
that w(i) € [0,1]. There are, as we previously saw, three ways to fix that.
Through a projection, a penalty, or a barrier. In this case we’re going
to be using a combination of a barrier term and a projection so that we
always have a viable solution. The penalty term is

Cp = max(0, c(w(i) — (b))*, c(w(i) — (1 —b))?),

where ¢ > 0 and b € (0,0.5) determines at which point from the boundary
the penalty term is applied.
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4.2.4 Results

A gradient descent method was used, with an incremental Gauss-Newton
method (using a A of 0.9). The step size was initialised at a” = 0.01 and
the following step-size reduction rule was used

e _ {ak iV C(wk ) dk < 0,

Ba®  otherwise.

with 8 = 0.9. While not strictly necessary, the above modifications are
essentials for fast convergence. This can be provided by to some extent
by applying either method on its own. The method was applied on a
track consisting of 132 discrete segments, and thus an equal number of
parameters. The resulting trajectory is shown below:

450 T T T T T T T T T

400

350

300 -

250

B VIV e s Sl
A O KKK KKK e
ot

*

/

200 -

**%*%*%

KKK

1 1 1 1

50 100 150 200 250 300 350

o

0
-150 -100 -50

Figure 4: Optimal trajectory calculated by minimising the mean square lateral
acceleration that must be applied on an object moving with constant speed on

this trajectory.

For larger tracks, or tracks that are split into more segments, it will be
advantageous to use a method whereby the positioning for each segment
is determined by many parameters and where each parameter affects the
positioning for many segments, with the aim being to have a small total
number of parameters. A possible model would be

w(i) = Z Kijx(5),

where there is a total of m parameters and K is some fixed matrix. For
the case reviewed before, m = n and K is the identity matrix. Possible
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options for the K matrix are a random sparse matrix, or a kernel with
some spatial signficance.®

4.3 Improving the trajectory cost function

We now consider the case where the cost is the total time on the track
C= Zr(i), subject to |lallec < 1. (4.1)

We have now dropped the constraint that ||u(é)|| = 1 and introduced an
inequality constraint on the acceleration instead. The time spent in each
segment of the track is

o ot 1) = p(0)]
0 e TG T (42)

Since this depends on the speed u, we have

C(w) ol ”OO<1Z Hp i +1 ( )” ) (43)

[[u(?)

Of course, the maximum speed is such that it equals the inverse of the
acceleration.

This cost function can no longer be minimised with classic gradient
descent methods directly because it involves a further minimisation. In
fact, the general form is

C(w) = min J(u, w), lw|ls € [0,1]. (4.4)
uelU
However, in the expression g—g = g—?g—i, the term g—g is in fact a varia-

tional derivative [7] which complicates things somewhat. One possibility
would be to minimise a strict lower or upper bound on J. However, the
simplest method is to optimise simultaneously over w,u directly. This
requires only the the calculation of 8.J/0w,dJ/0u.

4.3.1 Problem statement

Let u denote the velocity, v £ ||u|| the scalar speed, d 2 u/v the direction
vector at each point, i.e. the curve tangent, p the point, and s; £ ps11 —ps
the difference between consecutive points. We furthermore have d; =
si/|lsi||. We now need to minimise

Z HSzII

subject to
[wllee € 0,1],  laljc < 1.

6 A simple such kernel arises naturally by associating each parameter x(j) with a position
in the track and then have the kernel related to the track-based distance between the jth
parameter and the ith track segment. For example, if I;(j) is the distance from the startline
of parameter z(j) and I (¢) is the distance from the startline of segment %, then a suitable

kernel would be Kij = exp(—B|lw (%) — lz(4)])-
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4.3.2 Handling the inequality constraints

We need to convert these inequality constraints to equality constraints.
One possibility is to use additional slack variables z; and reformulate the
problem as an inequality constrained problem [4, Sec. 4.2]: Minimise
J(u,w) subject to gi(u,w) — 2z = 0, where g;(u, w) = a;(u,w) — 1.

Then we can write the augmented Langragian with a quadratic penalty

Le(u,w,\) = J(u,w) —&—Zn;in{)w (gi(u,w) +z¢2) + g |gi(u,w) + zf‘Z}

(4.5)
The interesting thing is that the minimisation over z can be done in closed
form. This is because, by setting = 22, we have a constrained quadratic
minimisation problem in z;. For this reason,

6 (wyw, A, ) = max {gi(u, w), —ﬁ} —gww) to. (46)
C

since if the unconstrained minimum is & < 0, then «* = max{0,z}. We
can now substitute this in the augmented Lagrangian (4.5) to obtain

(9 (u, w))

(4.7)

N o

Le(u,w, A) = J(u,w) + Z)\ig;r(u, w) +

— J(u,w) + % S (max {0, A + egi(w, W)}’ — A2 (4.8)

k3

4.3.3 Calculating the derivatives

The acceleration can be written as

oo = Ter = will _ sl = wi
' t . .
And then
Si ViV llsill = 118 | Vwvs
va:vaH fll —yu wllsill 2“ Vs
i Vi . V2

For the second term, we have V,u = 0. The first term is V||| =

EAN .
1“31'1)" ¢ where w € R™, s; € R"?, Vs, € R"*™, and we obtain
k3

!
Vo =3 SV wsi (4.9)
[[s:lvs
The derivative with respect to speed is
[EA viVoullsill — llsil Vovs
’UJ = v = . 4.10
\Y Z Vo Z 2 (4.10)

Equations (4.9) and (4.10) can now be used as the basis of a gradient
method gradient methods.
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5 Stochastic control

Similarly to the previous section, we are solving an optimisation prob-
lem. However, this time we are hampered by a lack of knowledge. We
need to both optimise the control parameters according to our estimates,
and to improve our estimates. In the stochastic control case we are in-
terested in both model-based and model-free approaches. In model-free
approaches, one is merely interested in inferring the best control input
from the system’s observable state. In model-based approaches, we infer
the best control input from the system’s observable state and from our
estimated model.

The major problem with stochastic control is that initially the model
is inaccurate. This leads to a need to balance the behaviour of the con-
troller between two modes: (a) an exploration mode, where the system is
controlled in order to improve our model and (b) an exploitation mode,
where the system is controlled in order to minimise our cost function as-
suming our current model is correct . The exploration is usually achieved
by inducing some sort of stochasticity in the system, through the control
inputs, although in some cases the inherent stochasticity of the environ-
ment is sufficient.

A good overview of the classical theory of optimal control is given
in Stengel [8], while Bertsekas [3] focuses more on modern approximations
of the classic Dynamic programming approach [2]. In control problems it
is also frequently the case that not only the model can be unknown, but
also the cost function and its derivatives. A gradient-based technique for
solving this kind of problem is given by Baxter and Bartlett [1] in the
context of policy-gradient methods in reinforcement learning [9].

The remainder of this section is organised as follows: Section 5.1 will
examine the case where the model of the system is not known, but where
the cost function is known. This occurs for example when we are at-
tempting to determine the braking force that we should apply in order
to become stationary at a particular location in as little time as possi-
ble. Section 5.2 considers the case where the model is known, but the
cost function is not. The simplest example of such a problem is that of a
gambler who is betting money simultaneously on a number of one-armed
bandits and whose objective is to win as much money as possible (or lose
as little money as possible) without knowing a priori what is the payoff of
each bandit. Finally, Section 5.3 will examine the case where there exists
uncertainty both about the system and the model is known about the
system apart from perhaps some a priori knowledge about its structure.

5.1 Control with an unknown model, but known
cost
Consider the following system
du/dt = 2601 — ubs (5.1)
ds/dt = u, (5.2)

where u and s are the speed and position relatively to the target respec-
tively of some object, controlled by some input = € [—1,1], defined as
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some function of the speed and position, for example
z = tanh(wis + waou + wa||ul|lu). (5.3)

The goal is to find a function z such we stop at the target position in
the minimum time possible. This corresponds to solving the following
constrained optimisation problem:

f(@) =TI, (5-4)

under the conditions that s(7) = 0, uw(T)) = 0. In a perfectly known
system we could simply try and solve for an x that minimises f, however
this cannot be done now. We could, however, reformulate this as an
unconstrained minimisation problem:

F(@) = ITI + ells(DI” + (D). (5.5)

The free parameter ¢ > 0 adjusts the balance between stopping in mini-
mum time and stopping as close to the target as possible, while we gen-
erally take A — oco. Due to uncertainty, however, these values are merely
expectations, so we write:

F(@) = E[ITI*] + cEllls(T)|I”] + AE[Ju(T)]|*]. (5.6)

In order to be able to calculate this cost, we must perform a number of
approximations. Firstly, we shall discretise our system

Utgs = Ut + (2101 — usb2) (5.7)
St+5 = St + due,

¢+ = tanh(wi st + wausr + ws|uel|ut). (5.9

The next step is to calculate the cost.

5.2 Control with a known model, but unknown
cost

5.3 Control with unknown model and cost

A Notation

E[-] denotes the expectation operator. E[X|Y] denotes the expectation
of random variable X given variable Y. We will use this notation for
our calculated expectation of X given some measurements Y. Frequently
this is written in shorthand as E[X]. When we are sampling X under a
distribution 7 we will alternatively use F[X|n] or E.[X], depending on
context.

A function f : X — Y will be written as y = f(z), z € X, y € Y, with
derivative evaluated at zo with respect to any variable z being written as

of 9f (xo)

0z |, 0z

=zq

= V. f(zo).



B Spline curve acceleration estimation

B.1 In one dimension

Let the trajectory be described by a twice differentiable spline curve y(z),
with  : R — R. Let s(t) 2 (x(t),y(z)) be a column vector describing the
position at time ¢. The corresponding velocity along this spline will be

u s Vs = (Viz, Viy) (B.1)
Let v be the scalar speed. Then, v* = ||u||?, so
v2 = (Viz)? + (Vey)?. (B.2)
Since Viy = VizVy,
v? = (Vi) [1+ (Vay)?] - (B.3)

If v(t) = ¢ for some neighbourhood around z then

Vig=-—©% (B.4)

1+ (Vay)?

Note that since y(x) is twice differentiable, V,y, Vi2y should exist (and
be known). All that is left is to calculate the acceleration.

a® V=V (Viz, VizVay) = (szx, Vi Vey+ Viz - Vizy) ,
(B.5)
where we used the fact that Vi,y = Vi Vey = 0 as V,y is not a function
of t. Finally, we must project the acceleration vector a to components that
are collinear with and perpendicular to the velocity vector u = (ug,uy).
Let a = (as, ay). Then the collinear and perpendicular components to the
tangent velocity part will be

1 1
ap = Z(ayuz — azuy)a Ac = ;(azuz + ay“y)~ (BG)

Substituting, we obtain the following simple expression for the perpendic-
ular acceleration

ap = % (Vt$)2 Vizy. (B?)
Finally, by substituting (B.4) for Viz, we obtain
v2
ap = 7,0 22Y 3 (BS)
L+ (Vay)

As an aside, for a constant speed, the speed gradient, given below, equals
0:
_ VaVaz+ VyViy

(Viz)® + (Viy)®

Vtv

(B.9)
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B.2 Multi-dimensional splines

Let z(z) be a spline, curve, defined on points x; with intervals h; £
||zit1—x:]|. Additionally, let H,, = >-"_, hi and reparametrise with a local
parameter w(z) = (z— Hi—1)/hs, so that w(z) € [0,1) and s(w(z)) = z(2).
Then the velocity vector u at z is

uw(z) 2 Viz(z) = Viz - Vow(z) - Vws(w(z)), (B.10)

with V,w(z) = 1/h;.
Subsequently, the acceleration will be

a(z) & Vaou(z) = V., [Ves(w(2)) - Vow(2)]
= V.Vus(w(z)) - Vow(z),= Vias(w(z)) - (Vow(z))?,  (B.11)

as VZw(z) = 0.

However, there is a problem with the reparametrization since there
may exist z,2’ such that ||u(z)| # |Ju(z’)]|. Thus, we must use a vector
which will have a guaranteed constant speed, the tangent vector: 7(z) =

IIZEQH' We now need the derivative of the tangent vector, the curvature:

c(2) & V.71(2) = Vou(2)Vur(2) = a(2)Vur(2). (B.12)
Finally,

lu(z)]l = 2llu(=)]*
Vur(z) = . (B.13)
[[u(2)[”
(Note: for some reason this does not work very well)
A simpler method for s : R — R" is to simply project the acceleration
on the normal to the velocity. This results in

¢ = [y (2)7a(2) — @z (2)7y () W (B.14)

C Invariant cost function

The cost functions in sections 4.3 and 4.3 have a few major weaknesses.
Firstly, that when a the problem is re-parametrised with a greater or
smaller number of control points, there is a jump in the cost due to the
fact that we assume the vehicle is moving in a straight line. Secondly, that
we do not take into account the characteristics of the car when designing
the trajectory.

Without further ado, let us examine the case where a vehicle which
can attain maximum acceleration g is moving in a circle of radius r.

C.1 Movement on a circle of fixed radius

Our vehicle moves is at the point p with speed u = (uz, uy), where z, y are
colinear with the tangent and co-tagent vectors. When necessary, we shall
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specifically refer to the time, i.e. wug(t). As a reminder, the centripetal

acceleration is )

du v
A x
= = —. C.1
dt T (C.1)
In addition, a vehicle with power P > 0, irrespective of the gearing, must
satisfy:

Qy

du, P
£ 72 <2 C.2
dt — u (€2)
Finally, the vehicle’s movement must obey the following condition at all
du

times:
—I <g. 3
‘ ; (C )

The above conditions ignore all aerodynamic effects.
This leads to the condition:

Ay

du
at = VI r2
We can turn the inequality to an equality, but thendifferential equation
has no closed form solution, as can be seen:

> —ub /)2 du, = dt.

wa(T) 4, 2\—1/2 r
/ (g° —ug/r7) duz:/ dt="T.

= (0) 0
However, we can always write that

it =+ [ B
Sug(t) +hyfg? — @

We can also obtain a lower bound, which will be however trivial.

C.2 Dynamic programming time calculation

When moving in piecewise spline curves we can perform a simple dynamic
programming computation to estimate the traversal time.

Let P be the car’s horsepower and m its mass. Finally, let vmin be
the first gear maximum power speed. Then the forward acceleration when
moving at speed v is bounded by

ap(v):min{g,é}.

m max{Umin, vV}

Let ¢(z) be the curvature at length z. Then the maximum forward accel-
eration at point x, when moving with speed v, is bounded by

ac(z,v) = /g% — vic?, with g > v”c(x).

Finally, the maximum speed at z is bounded by
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Algorithm 2 Time estimation: forward pass

1: Input Ay, vg, x1,¢, P,m, g.

2: fori=1,...,do

3: ci = c(x;)

4: a; = min{ap(vi,l), ac(l'i, ’Uifl)}
5: v; = min(ve(z;), vie1 + a;Ay)

6: Tig1 = T + UiAt

7 t=1t+ A,

8: end for

9: Return t, {c;}, {z;}, {vi}

The algorithm performs a time-based discretisation and returns a
space-based discretisation, consisting of a list of curvatures ¢, path lengths
r and maximum speeds v. Note that Step 6 can be replaced with a
quadratic estimate of = for better accuracy:

A .
Tig1 =0 A+ 7t(vZ —'), v = min{v;—1,ve(z:)}-

For the backward pass, we need to bound the speed taking into account
how much the vehicle is allowed to brake. To do this, we shall start from
the last point xx and see how much we are allowed to increase our speed
when going backwards to xx_1. The only constraint here is g, but we

could add the influence of wind resistance easily.

Algorithm 3 Time estimation: backward pass

1
2
3
4
5:
6
7
8

 Input Ay, g, {c;}, {ai}, {vi}-
cfori=K, K—1,...,2do

§ = max{0, g* — u}|c;|*}.
v =v; + VA,
vi—1 = min{v’,v;_1}

: end for
=0
: Return ¢.

Both algorithms can easily be applied to a looped track, by replicating
the track three times. The trajectory of the first replicate can be used for
start (especially if we have a specific starting position), while the second
replicate can be used for all other laps.
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