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Summary

This deliverable presents work on Task 1.6 in the TALK prbjethe research task focuses on multi-
modality and multilinguality for the Information State Ugteé (ISU) approach in the in-home domain,
with particular attention paid to a unified approach to nmadtdlality and multilinguality. Such a unified
approach involves contributions in different modalitiesl aifferent languages as concrete realisations of
common abstract representations, creating coherent,rdwand efficient dialogue systems that allow
rapid development and porting.

The deliverable showcases three system®©b (S, the Linguamatics Interaction Manager, and MIMUS.
GoDIS is developed for four different applications, the contblights, an mp3 player, a calendar, and
public transportation information. The Linguamatics hatgion Manager allows the control of a large
number of different devices in the home, such as lights aledigton sets. MIMUS includes a talking
head, and lets the user control different devices in the haddaDIS and MIMUS are both multimodal
and multilingual, for input as well as for output. The Linguatics Interaction Manager is also multimodal
for both input and output. The integrated approach to multiality and multilinguality for @DI1S has
been developed by connectingpB1S to the Grammatical Framework (GF), which supports rapitinp

of GoDIS to new domains, modalities, and languages. For instameepfathe GDIS applications has
been developed for seven different languages, of which ®iigei non-Indo-European language Finnish.
Languages can be changed on the fly, in the middle of a diaJaglbeth MIMUS and ®DIS. The two
systems together show two different ways of achieving lagguchange: either by pressing a button for
the desired language, or by naming the language using spBecimg language change, the Information
State maintains language-independent knowledge of tmerdistate, so it is possible to switch languages
in the middle of a task.

Version: December 22, 2006 (Final) Distribution: Public



Chapter 1

Introduction

An in-home interactive system that allows maximal flextgiand user-friendliness, and is accessible to
a wide variety of users, is one that handles several diffdegrguages, and that enables communication
in the modalities — speech, graphics, gestures, and so onst-matural to the user and the interactive
activity in question. Such an interactive system does dihisfin an efficient and powerful way, not only
from the perspective of the end user, but, of equally highartgmce to our concerns, from a design and
implementation perspective.

One way in which this can be achieved is through the unifioatfonultimodality and multilinguality in a
single framework, such as through the use of a single absapiesentation for languages and modalities.
In this way, the same information can be used to generatee@nepresentations, both in various natural
languages such as English, Spanish, and Swedish, and @énediffmodalities. From an interpretation
perspective, linguistic and non-linguistic informaticendoe unified into an abstract representation that can
be handled by the same dialogue management and other comtpaméhe system. Thus, unified abstract
representations allow for a coherent view of multilingtyaéind multimodality, giving the dialogue system
designer and implementer a very powerful environment, hachd user an integrated system.

Coupled with an information state update (ISU) approachitea approach to multimodality and multi-
linguality creates a particularly potent approach. The Eplgroach utilises structured information states
to keep track of dialogue information. These informaticatest can be read and updated by several differ-
ent modules which access precisely the information that tleed. This enables a modular architecture
which allows generic solutions for dialogue technologyr &mample,

e different language modules can interact with essentiathjlar information states, enabling rapid
porting of dialogues systems from one language to anottettecreation of multilingual dialogue
systems

e coding of dialogue behaviour is supported independentrafuage and domain, thus allowing for
the rapid porting of dialogue systems to different domains

e the use of structured information states allows straighifod implementation of flexible dialogue
systems which can access and modify information in the imé&ion state in varying orders and
with varying means

Treating multimodality as additional “languages” in thestgym thus does not require a significant rebuild-
ing of an ISU-based unimodal system since the ISU technadrgiady allows for the modular addition of

2
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new languages. Among other things, we show in this delilerhbw a unimodal system can be rapidly
extended to a corresponding multimodal system.

We showcase a variety of systems, all implementing our reBean multimodality and multilinguality in
the in-home domain and with respect to the ISU approach.eRted in alphabetical order, we discuss
GoDIS, the Linguamatics Interaction Manager, and MIMUSBS, in Chapter 2, is concerned with
the integration of the Grammatical Framework (GF), for thastruction of grammars, withRINDIKIT

and GDIS, for the ISU approach to dialogue. Four differerd® S applications are showcased, show-
ing multimodality and multilinguality in relation to the w8 abstract representation, as well as rapid
prototyping for new languages and new domains, and advatiekmjue management.

The Linguamatics Interaction Manager, in Chapter 3, fosusedomain reconfigurability, and explores
the relationship between reconfigurability on the one hand, multimodality and multilinguality on the
other. Domain reconfigurability and multimodality are batiplemented in the showcased system, and
a unified approach to all three of reconfigurability, multoabty, and multilinguality is explored from a
theoretical viewpoint.

MIMUS, in Chapter 4, explores a unified approach to multinidglaand multilinguality using OWL
ontologies. Different approaches to multimodal fusion séminput are investigated and evaluated, and
several Wizard-of-Oz studies have been carried out, thdtsesf which have fed into the multilingual and
multimodal development of MIMUS.

Version: December 22, 2006 (Final) Distribution: Public



Chapter 2

Multimodality and Multilinguality In
GoDIS

This chapter addresses the issue of a unified approach tamoddlity and multilinguality in ®DI1S
using the Grammatical Framework (GF). The issue is tackiecklation to four ®@DIS in-home ap-
plications: GTGODIS for information about public transport, ENDATALK for interaction with an
electronic calendar, DJ-@IS for the control of an mp3 player, ando®1S-DELUX for controlling
lights in the home. The chapter also includes1Gis, a hon-@DIS-based system implemented as a
form of baseline system for multimodality and multilingitialin GF. This system was converted into the
GoDIS application ®TGoDIS to illustrate the dialogue management behaviour oDGs.

Section 2.1 tackles general issues that concern dialogumageanent for multimodality and multilin-
guality in the context of ®DIS. Section 2.2 then traces the development of GF grammarssdan S,
detailing multilingual and multimodal grammars foro®Tis and the ®DIS applications, and Section
2.3 describes the four @S applications and how they illustrate multilinguality amdltimodality.

2.1 Dialogue management for multimodality and multilingud-
ity

This section briefly describes dialogue management aspéatsiltimodality and multilinguality as im-
plemented in @DIS. Dialogue management in the ISU approach has three comigonaformation
state, update rules, and overall system architecture amtlotoDialogue management modifications to
enable multimodality and multilinguality will thus be defied in terms of extended information states,
update rule modifications, and architectural/control rficdiions.

2.1.1 Dialogue managementin GDIS

This section offers a very brief introduction to dialoguermagement in @DIS in relation to current
state of the art. For a more detailed description ofD3S, see [13] and [12]. BDIS implements Issue-
based Dialogue Management, a general theory of dialoguweesong based on the notion of dialogue as,
essentially, raising and addressing questions (or “i$sL€ke current version of GDIS is implemented
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in the Information State Update approach using TrindiKit4.

One of the main challenges addressed in this WP is to combaexisting advanced flexible dialogue
management and rapid prototyping capabilities of33S with multimodal and multilingual dialogue.

The domain-independentd®1S Dialogue Move Engine (DME) provides general solutionseeesal
generic problems of dialogue processing: grounding, faekllclarification, multiple simultaneous tasks,
sharing information between tasks, user initiative, lbel®ision, and more. In current industrial state-
of-the-art dialogue system platforms such as VoiceXML sthgeneric problems have to be addressed
individually in each new application, while in@®1S they are solved by the domain-independent DME.
Also, the dialogue management capabilities @3S go beyond VoiceXML in several aspects, such
as grounding on multiple levels, dealing with multiple sltaneous tasks initiated by the user, belief
revision, and plan recognition (dependent accommodation)

The modular structure of @DIS clearly separates dialogue management, overall systetrocand
domain-specific resources. In combination with generaltgnis to general dialogue management prob-
lems, this enables rapid, and thus cheap, prototyping ofapplications. The main application-specific
resources are domain knowledge (ontologies and dialoguespand GF grammars. The latter are com-
piled into grammar formats or SLMs which can be used for AS&gd&ding both of these components,
GoDIS uses pre-existing methods and resources to minimise tHengeded for developing and local-
ising new applications. Dialogue plans can be based onirgistenu interfaces, which thus provide
basic dialogue designs while allowing for advanced flexibldtimodal dialogue. Using a generic GUI
for graphical interaction minimises the need for develgmew GUIs for new applications. Finally, using
GF resource grammars and automatic ASR grammar generationGF grammars minimises the work
needed for localising applications to new languages.

2.1.2 Multimodality in GoDIS

This section describes multimodality ind®1S. First, we briefly review the Multimodal Menu-based Di-
alogue (MMD) approach implemented in severad S applications. We then describe how theB S
information state (IS) has been extended to handle multanioteraction. Next, we outline how@1S
has been madified for asynchronous control to adequatelyndigethe complexities of multimodal inter-
action. We also describe DynGUI, a generic MMD interactiddl@sed by several applications, as well
as the use of application-specific GUIs for multimodal iattion. Finally, we explain how GDIS deals
with multimodality across multiple domains.

Multimodal Menu-Based Dialogue (MMD)

Three of the UGOT TALK applications (6T GoDIS, GoDIS-DELUX and DJ-®DIS) are based on
an approach to multimodality, developed in the TALK projeefferred to as Multimodal Menu-based
Dialogue (MMD). A more detailed description of this apprbaan be found in D2.1 [18].

By converting existing graphical menu-based interfacés dalogue plans, GDIS applications can be
built which use the same basic menu structure but in addéilomvs flexible spoken dialogue interaction.
By keeping graphical and spoken interaction in sync, the Mfiproach allows the user free choice
of modality as well as mixing modalities. The MMD approacts lieeen used in the @i1S-DEL UX,
DJ-GoDIS and ®TGODIS applications. AENDATALK has not been built with the MMD approach
as it does not use a menu-based interface. HoweveENAATALK makes use of many of the features

Version: December 22, 2006 (Final) Distribution: Public
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described in this section.
Features of MMD interaction include the following:

e MMD GUI interface can be used "as usual” (no speech)
e Application can be controlled using speech only
e Modalities can be freely mixed and changed at any point

¢ A novice can follow the menu structure step-by-step to legplication capabilities, and an expert
user can bypass menus by asking questions or giving reqdiestsly, or by just providing some
piece of information relevant to her goals (in which casesygem will accommodate the user’s
goal or ask a clarification question)

Extended information state for multimodality

This section describes how theo®1S information state (TIS) has been extended to deal withimaidtal
utterance interpretation and generation.

Utterance interpretation in GoDIS can be regarded as a function from TIS variakieuT to TIS
variablesLATEST_MOVES andLATEST_SPEAKER

Prior to TALK, GoDIS used simple representations of utterances and uttenatecpretations.

e utterances represented as a string of text -
INPUT : String

e utterance interpretations represented as an open queisdagfue moves -
LATEST_MOVES : Oqueue(Move)

e non-integrated moves represented as an open queue ofukatogyes -
IS/PRIVATE/NIM : Oqueue(Move)

e interpretation of latest utterance represented as a réndichting speaker and a set of moves -
SPEAKER : Participant

IS/SHARED/LU : MOVES : Set(Move)

e interpretation of previous utterance as an open queue tf pbspeaker and move -
IS/PRIVATE/NIM : Oqueue( Pair( Participant,Move ) )

However, these representations are insufficient to deblmittimodality, where moves can be realised us-
ing different modalities. To improve feedback in multimbatderaction, G@DIS has also been improved
by assigning ASR score to each individual move, and by afigviticreased system reconfigurability by
running several applications simultaneously (describddd.2 [19]). Taken together, these developments
require a more complex utterance representations, and veedpaed for representing utterances and in-
terpretations as records containing several fields. Oneradge of this record-based representation is that
it can be extended without disrupting or requiring modifmas to existing dialogue processing.

The INPUT variable represents utterances observed by the systemussia gf records containing three
fields. The value of th&eoKEN field is a string of text, regarded by the grammar as a compléteance.

Version: December 22, 2006 (Final) Distribution: Public
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The string can contain both spoken words and GUI input. MbeALITIES field is the set of modalities
used to express that move (eitspeech or gui), andscoREis the ASR score (in case the speech modality
was used; otherwise, it is set to the maximum valué)1.0

TOKEN . String
(1) INPUT: Queue( MODALITIES : Set(Modality) |)
SCORE © Real

In LATEST_MOVES, theMOVE field is a GoDIS dialogue move resulting from interpreting some segment
of input:

MOVE : Move
(2) LATEST_MOVES: Oqueue( MODALITIES : Set(Modality) |)
SCORE : Real

In GoDIS, utterance interpretations fratnTEST_MOVES are added to the queue of non-integrated moves,
where they stay until integrated or discarded. The reptaen of non-integrated moves is identical to
that of LATEST_MOVES, except for the addition of aPEAKERfield (with valueusr or sys):

SPEAKER . Participant
) MOVE . Move
(3) ISIPRIVATE/NIM : Oqueue MODALITIES : Set(Modality) )
SCORE : Real

After integration, utterances are represented as parteo$liared 1S. To represent the latest and previ-
ous utterances in theHARED part of the @DIS IS, somewhat truncated representations are used. In
IS/ISHARED/LU, a TURN_CONT field (representing all contents communicated in a turevatice) groups
together all moves and corresponding scores.I$/6HARED/PM (representing the contents of the moves
in the previous utterance) only the theRN_CONT field is retained:

SPEAKER . Participant
(4) ISISHAREDILU : | TURN.CONT : Set( No'E - Move )
SCORE : Real
MODALITIES : Set(Modality)
(5) |S/SHARED/PM:Oqueue£ MOVE - Move})
SCORE : real

To cater for these TIS extensionspB1S update rules have been modified. These modifications are of
limited theoretical interest and will not be discussedHarthere.

Utterance generation in GoDIS can be regarded as a function fromxT_MOVES : Oqueue(Move)

to oUTPUT : String andoUTPUT_GUI : String. This function implements “modality fission”. In the
MMD approach, a very simple method of modality fission is ugggherate everything both as speech and
graphically, as far as possible.

The TIS variableouTPUuT : String holds the text to synthesise, and TIS variallerPUT_GUI : String
holds MMD menu constructs as described above under “Dyn@géneric MMD interaction GUI agent”.

1This encodes an assumption that click input is always ctiyrperceived by the system.

Version: December 22, 2006 (Final) Distribution: Public
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Asynchronous control for multimodal interaction

The MMD approach puts certain requirements on the dialogsées architecture. In many single-
modality spoken dialogue systems, barge-in capabilitiesvahe user to interrupt system utterances.
To allow the same freedom when the user is interacting matlatfly, it is important to be able to inter-
rupt spoken utterances using other modalities, e.g., bkiolj on a button which answers a question that
the system is currently asking using speech. This meandénge-in cannot be handled internally by a
ASR/TTS agent, but must be handled by the dialogue manabersyistem must listen for spoken as well
as point-and-click input at the same time as it is speakitngs dan be handled in an architecture allowing
for asynchronous control, i.e., running several systempmrants simultaneously.

TRINDIKIT4, developed in TALK, builds on RINDIKIT3.2 but adds important features, including asyn-
chronous control. RINDIKIT4 is more OAA-centered than previous versions, and featartbseaded
control module. Apart from enabling multimodal barge-imstalso enables a degree of incrementality in
input processing. Even if the system starts working on inghe user can add more information at any
time. If the system was just going to say something, and tkee instead continues her turn, new input
will be processed before the system takes the turn.

To handle asynchronous utterance processing, thiIS IS has been extended with two variables:

TOKEN . String
(6) INPUT_BUFFER: Queue( MODALITIES : Set(Modality) |)
SCORE : Real

(7) ACTIVE_INPUTS: Set(String)

The asynchronous @IS applications uses queues for communication between e&ddictive input
agents monitor input continuously, and write to a singleitrqueuaNPUT_BUFFER This variable (which
has the same type as thePuT variable) allows several input agents to function indejgertigt by writing

to the same TIS variable. When the user has not provided gt in a certain amount of time, the
INPUT_BUFFER contents are considered as constituting one user turn arabpied to thenPuT variable.
Then, theINPUT_BUFFER is cleared and the system proceeds by parsing the input afsteturn and
updating the information state.

SinceINPUT_BUFFER is cleared before starting the interpretation and updaseses) it is easy to keep
track of any new user input. If new input arrives, the systeithhandle it separately as a new turn after
integrating the previous input. Also, this architecturenpiés any number of input agents. The DME agent
need not know anything about them, they operate indepelgdamthe TIS.

When the user starts speaking or clicks on the GUI, the ingentalso adds an element to the TIS variable
ACTIVE_INPUTS, which is a set of strings identifying input agents curngttbing used to provide input.
The setting oACTIVE_INPUTSto a non-empty value triggers the controller to send a messdtpe output
agents to stop all output (barge-in). The recognised stiingpresentation of the click is pushed to the
TIS INPUT_BUFFER variable, and the element is deleted from At IVE_INPUTS Set.

DynGUI: a generic MMD interaction GUI agent

DynGUI, a generic GUI agent (written in Java) for graphicama-based interaction, has been developed
in TALK to enable Multimodal Menu-based Dialogue. This aiggisplays multimodal output in the form

Version: December 22, 2006 (Final) Distribution: Public
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you want to add a song to the playlist, is that correct?

add a song to the playlist

delete a song from the playlist

clear the playlist

shuffle the playlist

Figure 2.1: DynGUI screenshots

of menu constructs, when called by the output module. Whenigler interacts, e.g., by clicking a button,
the agent sends an OAA request transmitting multimodaltitgothe information state.

Two screenshots of DynGUI are shown in Figure 2.1.
The protocol for this interaction contains the following MeConstructs (MC$)

e button(Text Input)

— Display button withText
— If clicked, sendclick(Input)

e menu([MCq,MCy,, ..., MCy]) or menu(Text [MCy1,MC,,...,MCy))

— Display menu (optionally with a text label)
— MC; (1 <i < n)isamenu construct (usually buttons)

e label(Tex): OutputTextmessage
e textentrybox(Text):
— Display Textand text entry box

— When user presses "return”, selmgput werelnput is a string of text written by the user

Constructs in this protocol are generated by multimodal @&fngnars (see Section 2.2.2). This ensures
that button text, labels and messages are rendered in thepaigpe language. The input to generation of
MMD constructs, and the output from interpretation of MMDnstructs, are @DIS dialogue moves. As
an example, the GD1S move

2Additional menu constructs not currently implemented is firotocol include scrollable lists. The motivation
for this is that such constructs have not been necessarygement the UGOT applications. For example, the
DJ-GoDIS uses an application-specific GUI to handle scrollable tishtaining playlist songs.
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(8) ask({ ?action(control_playback), ?action(manageplaylist) }) (“Do you want to control play-
back or manage the playlist”)

is converted into the following corresponding multimodatpmut construct:

(9) menu([ button( 'handle the player’, answer(action(control_playback))), button( ‘'manage the play-
list’, answer(action(manageplaylist)) ) 1)

Multimodality in application-specific GUIs

In addition to DynGUI, which handles menu-based interaitibis often useful to have an application-
specific GUI to deal with interactions which go beyond simplenus. For example, thed@ GoDIS
application displays a map of tram stops where the user taatolselect departure and destination stops.
DynGUI input is generally unambiguous to the system. Howeweapplication-specific GUIs, there
are cases when a click can mean different things dependinbeospoken input occurring in the same
turn. For instance in the GI'GoDIS system (see sections 2.2.3 and 2.3.3) the clicks in thewfwly
two multimodal utterances end up having different meanadtgsr being parsed by the multimodal GF
grammar:

(10) Usr> | want to go from here [clicks on chalmers] to brunnsparken
(11) Usr> | want to go here [clicks on chalmers] from brunnsparken

In the first case, the click is interpreted as providing a depa stop énswer(dept_stop(chalmers)),
whereas in the second case it is interpreted as providingtad#&on stopgnswer(dest stop(chalmers)).
The difference in interpretation is caused by the phrasesrifhere” and “here”, where the former leads
to interpreting the click as indicating a departure stop thiedatter indicating a destination stop.

Multimodal dialogue across multiple domains

In TALK, GoDIS has been extended to allow for offline plug-and-play andigihppplication switching
(see D2.2[19]). The DynGUI is used by all applications inmpéating the MMD approach.

When running several applications simultaneously, twatexl fields DOMAIN and PHRASEID are
added to the records representing individual moves inAtesT_MOVES queue. TheoMAIN field is set
by the parser based on the subgrammar that was used to @itdrprmove; it is assumed that the move
is intended as input for the corresponding domain. FinalygASE ID assigns a single unique number to
all moves in an utterance derived from the same phrase (dig#tly maximal unit) in the input string.

Multimodality in A GENDATALK

As the calendar GUI is not a menu-based interface the MMDaampr for the development of FEN-
DATALK was not appropriate. Therefore, th& BNDATALK application does not use the MMD approach
per se but still makes use of many of the features describ@eealf-ollowing the same approachGAN-
DATALK has asynchronous control of multimodality and uses the s#teeance representation with an
extended Information State with ASR scores assigned twiohehl dialogue moves. However, utterance
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generation differs as we do not want to generate speech aptiigal output in parallell but instead im-
plements advanced context-dependent modality fissions Whrk is described briefly in Section 2.3.4
and extensively in D3.1 [7]. Also, BENDATALK does not make use of the DynGUI agent.

2.1.3 Multilinguality in G oDI1S

This section briefly describes dialogue management aspeuotsltilinguality in GoDIS applications.

The ISU approach, as implemented irIWDIKIT, allows modular dialogue systems where language-
specific information (including multimodal grammars) igpkseparate from dialogue management and it
is therefore easy to preserve smooth dialogue manageméatsmlitching between languages at runtime.

The core of @DIS can thus be used for different languages, graphical atesf and operating situations,
and can therefore be easily adapted to different applicaiticJGOT have implemented two different
methods for changing language. In D®GIS, GoDIS-DELUX and GOTGoDIS, language is changed
by clicking a checkbox in the DynGUI (see Section 2.1.2). IGENDATALK, language switching is
accomplished verbally by naming the desired language. ppeach taken in AENDATALK is the same
as the approach to language switching in MIMUS, see Chapter 4

Concerning dialogue management, no extensive modificati@ne needed to handle multilinguality. The
TIS variableLANGUAGE keeps track of the current language used in ASR, interppatageneration, and
TTS. Using the asynchronous processing implementedindi K174, GoODIS sets up triggers to handle
language switching. When the NGUAGE variable is set to a new value, triggers send requests t@ehan
language to the modules and agents concerned.

One advantage of using GF grammars for multimodal outputasthe text components of multimodal
output (e.g., text on buttons) will be generated in the gppate language, without any additional pro-
gramming effort.

2.2 GF grammar work related to GoDIS applications

The tools we use for multimodal grammar development areethdsich have been exploited for multi-
lingual grammar development in the Grammatical Framew@k)(developed by Aarne Ranta. GF is
described in more detail by [23], in TALK deliverable D1.Z4,[and on the GF homepage:

http://www.cs.chalmers.se/"aarne/GF/

The GF Resource Grammar Library contains grammar rulesiftariguages, plus some more under con-
struction. These languages are Arabbanish, English, Finnish, French, German, Italian, Noraeg
Russian, Spanish, and Swedish. It aims to maintain an appataly equal coverage in syntax and mor-
phology libraries for all the languages. The coverage of#iseurce grammar is comparable to the Core
Language Engine as described in [24].

One of the UGOT tasks in TALK has been the integration of Gl dialogue system development
toolkit TRINDIKIT.# This has involved the development of a library of multiliajand multimodal gram-
mars related to some of the showcases involved in TALK. Tigemmmars have related abstract syntax to

3The Arabic grammar does not cover the full resource API yet.
“http:/www.ling.gu.se/projekt/trindi/trindikit/
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several different concrete syntaxes corresponding terifit natural languages and non-linguistic modal-
ities. Another UGOT task has involved extending these gramsrto integrate several modalities, such as
speech and pointing gestures. This has essentially cedgi$extending existing concrete syntaxes with
multimodal information.

One of the main reasons to use GF in connection witfDGS/TRINDIKIT is the possibilities for rapid
prototyping and fine-tuning of dialogue system<[BS/TRINDIKIT is well suited for rapid development
of dialogue systems, and to this we now can add rapid devedopaof grammatically correct, multilingual
and multimodal grammars for@1S dialogue systems.

To connect the application grammars with the@S dialogue manager, we have developed a multi-
lingual and multimodal resource grammar which containdiegion-independent utterances, pointing
gestures and combinations thereof. This common resouatergar reduces the sizes of the application
specific grammars by 25%-75% in our showcase systems.

The common ®DIS resource grammar is in turn implemented by using the GF lResdGrammar
Library. Of the 11 languages existing for the Resource Gramlabrary, we have implemented 7 in the
GoDIS resource grammar. These languages are English, FinmafgH; German, Italian, Spanish, and
Swedish. One of the showcase systems, thd GoDIS Tram information system, described in section
2.2.3, is multilingual in all 7 languages.

Multilinguality

The separation of abstract and concrete syntax makes GFswitdt for developing multilingual gram-
mars. Each language becomes one concrete syntax of a conbsach syntax. Also, it is possible
to write language-independent grammars, where the granmutes are represented as syntax trees of a
multilingual resource grammar.

The common @DIS resource grammar is designed with the purpose of makirgsit ® write multi-
lingual application grammars. This means that the onlyghimat has to be provided when adding a new
language is a lexicon of a few application-specific lexenk@s.our example applications, four out of five
are written as language-independent grammars.

Multilinguality is described in more detail in deliverabl®1.1 [16] and D1.5 [14].

Multimodality

The possibility of several concrete syntaxes also openBaipdssibility for multimodal grammars, where
each modality is a separate concrete syntax. For thBI1S applications we have implemented two kinds
of multimodal utterances, parallel and integrated multiadidy (see deliverable D1.2a [5] for definitions).
Parallel multimodality is when an utterance can be presenteither modality separately. In thea®1S
resource grammar there is support for multimodal systeerarites, both via text-to-speech and through
a GUI. This is made solely in the resource grammar, which m#zat the application grammar does not
have to contain any multilingual utterances.

Integrated multimodality is when the meaning of an utteearen only be deduced from looking at several
modalities simultaneously. This is implemented in theB3S resource grammar by making it easy for
the application grammar writer to specify when e.g., a diicthe GUI can be combined with an utterance.

Multimodal integration is described in more detail in deliables D1.2b [15] and D1.5 [14].
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Application switching

Since there is a common resource grammar foDES applications, it is very straightforward to combine
the grammars for two (or more) different applications int@ anified grammar. One only has to write a
wrapper grammar importing the different application graansn

In GoDIS there is always orectiveapplication which listens to what the user says. Sometimesvwuld
not want to recognize all possible utterances for the imactpplications, but only e.g., the main requests
and questions. This is solved by splitting each applicagi@mmar into one global and one local grammar,
where the global grammar contains all utterances whichldhmel recognized whichever application is
active, and the local grammar contains utterances whighaam be uttered when the application is active.

Application switching is described in more detail in defagle D2.2 [19].

Compilation to low-level formats

From any GF grammar it is possible to create grammars in ddreralisms, e.g., context-free gram-

mars. The possible context-free output formats includendearammar Specification Language (GSL),
JavaSpeech Grammar Format (JSGF), and the W3C Speech Rieco@nammar Specification (SRGS).

This means that the same GF grammar can be used both for sieeeghnition and for parsing the recog-

nized utterance. This is described in more detail in dedivky D1.1 [16].

Another possibility is to create a corpus of utterances feo@F grammar, which then can be used for
training an SLM, which also can be used in speech recognitidhis is described in more detail in
deliverable D1.3 [30].

Structure of this section

The rest of this section contains short descriptions of tiaengnars for our example applications. First
a non-@DIS application is presented. Then there is a descriptioneottimmon grammar library for
writing grammars for @D1S applications. Finally there are descriptions of the gramsifor four GDIS
applications: @TGoDIS, AGENDATALK, DJ-GoDIS, and ®DIS-DELUX.

2.2.1 Grammars for GOTTIS

This section briefly describes a multimodal and multiling8& grammar that has been developed for the
GOT Tram Information System (GOTTIS). GOTTIS was one of tihgt #xample systems developed in
the TALK Project, and is described in more detail in delizeaD1.2a [5].

GOTTIS is not a ®DIS application, and thus has a very limited dialogue managér still include a
description in this chapter, as an example of a “baselinstesy with respect to dialogue handling capa-
bilities. The system has been rewritten into @B S application called GTGoDIS, which is described
later in section 2.2.3.

Multimodal input

User input is done with integrated speech and pointing nitielal The user may use speech only, or
speech combined with pointing gestures on the map. Poigestures are expected when the user makes
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a query containing “here” (though “here” might also be uséitheut gestures, see below). The supported
pointing gestures are clicks on stops, and drawings arowwed @f stops.

A pointing gesture is represented as a list of stops thatéiseuge refers to. For a click, this is normally
a list containing a single bus/tram stop, but some stops tnhigftlose enough that a click could refer to
more than one stop. The set might also be empty if the clickneéslose to any stop. For map drawings,
the list of stops contains the set of stops in the area drawtheomap.

In the concrete syntax, the pointing data is appended topibech input to give the parser a single string
to parse. These are some examples using the English cosgrige:

¢ “i want to go from brunnsparken to vasaplatsen;”
¢ “i want to go from vasaplatsen to here; [Chalmers]’

¢ “i want to go from here to here; [Chalmers] [Saltholmen]”

Indexicality

To refer to her current location, the user can use “here” autia pointing gesture, or omit either origin
or destination. The system is assumed to know where the siserdted. Examples in English concrete
syntax:

e “i want to go from here to centralstationen;”
¢ “i want to go to valand;”

¢ “i want to come from brunnsparken;”

Ambiguity

Some strings may be parsed in more than one way. Since “heag’b@ used with or without a gesture,
input with two occurrences of “here” and only one gesturanbiguous:

¢ “| want to go from here to here; [Valand]”

A query might also be ambiguous even if it can be parsed urguobsly, since one click can correspond
to multiple stops:

e “I want go go from Chalmers to here; [Klareberg, Tagene]”

The current application fails to produce any output for agubus queries. A real system should handle
this through dialogue management.

Multimodal output

The system’s answers to the user’s queries are presentegdpeech and drawings on the map. This is an
example of parallel multimodality as the speech and the maywidgs are independent.
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The information presented in the two modalities is howewsridentical as the spoken output only con-
tains information about when to change trams/buses. Theaugqut shows the entire path, including
intermediate stops.

Parallel multimodality is from the system’s point of viewsjua form of multilinguality. The abstract
syntax representation of the system’s answers has onestersyntax for the drawing modality, and one
for each natural language. The only difference between #teral language syntaxes and the drawing
one is that the latter is a formal language rather than aalatue.

Multilinguality

Currently, speech input and output in English and Swedishraplemented. The dialogue system itself
accepts input in either language, but speech recognizersften only handle a single language at a time.
System output is linearized using the same language asdeelsnput was in.

Adding support for a new language requires writing concsgtgaxes for the user and system grammars.

2.2.2 Grammars common to all @D1S applications

We have created a unified GF grammar library covering all ooD& applications — GTGoDIS,
AGENDATALK, DJ-GoDIS, and ®DIS-DELUX. Much work has been spent on the design of the li-
brary, making it simple to write a grammar for a new domainea tanguage, or a new modality.

The reason why the GOT Tram Information System (GOTTIS) tamdduded in the library is that GOT-
TIS is not based on the @IS dialogue manager.

The grammar library is split into two main parts — systemnaitees and user utterances. The dialogue
system has many different ways of talking about issues,igatsb, actions, feedback, etc. e.g., a predi-
cate can be mentioned in a wh-question, y/n-question, ameana report, or several different feedback
moves. Thus the grammar for system utterances must be a gmnamith a wide linguistic coverage,
which produces grammatically correct utterances for dhffie dialogue moves.

This would be useful for the user grammar too, if it hadn’tibéar speech recognition. The main focus

of the user grammar is to restrict the number of utterancesliothe ones that are really used, to be able
to improve speech recognition. Also, in some applicatiomdims there are commonly used utterances
that are not grammatically correct sentences, but shoutddmgnized anyway. Thus the user and system
grammars are quite different in their design, but there &hetlsings that can be shared between the
grammars.

System utterances

An utterance in ®DIS consists of a sequence of dialogue moves. For the systenmga each dialogue
move is a separate utterance, which is mostly realized astars®, but other forms are possible, e.g.,
noun phrases.

Entities in GODIS such as actions, predicates, propositions, and questithigve their counterpart in
the grammar. For each way of building an entity, such as imgjld proposition from a predicate and an
individual, or building a y/n-question from a propositidhgre is one or several corresponding grammar
rules. e.g., there is a rule for applying a predicate to aiviiddal (forming a proposition), and there is a
rule for turning a proposition into a y/n-question.
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Many GoDIS entities can be used in several different ways by the di@@ystem. e.g., an action can
be uttered as a request (“play a song”), as a y/n-questianyd want to play a song?”), as a report (‘I

am playing a song"), or in feedback and grounding moves (‘want to play a song, is that correct?”).

In some languages all these different phrases can haveetiffecalizations, which means that it is not
possible to store the action as a pure string. Instead we oskef the GF Resource Grammar Library to
define the realizations for eachoB1S entity.

Here is a small list of the main @IS entities, and the corresponding grammatical categaridsei GF
Resource Grammar Library:

Dialogue movesare realized as sentential phrases (which can consist ¢érgms, questions, noun
phrases, etc.)

Actions are realized as verb phrases
Propositions are realized as declarative clauses including all tenses
Questions are realized as question clauses including all tenses

Short answers are realized as noun phrases

How to form a realization of a dialogue move from e.g., anactiepends on many variables — things
such as politeness level (e.g., should we use the polite”“gothe second person “you” in German or
Swedish), which exact words to use (e.g., should we use “Itwanor “I would like to”), and how
informative we want to be (e.g., should we say “what” or “I'@riy, | didn’'t hear what you said”), play a
role and are often different for different languages. Tfarethe specific grammar rules can be fine-tuned
for different languages.

The fact that the common system grammars are specializethdor different languages also has the
effect that application-specific details can be made verguage-independent. Thus, it is often simple to
implement the application grammar as a language-indepe¢mgiammar.

Multimodal system utterances

We have extended the system grammar to automatically gengtarances in a tailor-made GUI descrip-

tion language. Different kinds of dialogue moves are redlias different GUI elements. As an example,
an alternative question is realized as a menu of choicesieabe wh-question is realized as a text entry
box.

The multimodal grammar reuses the previously describedartte grammar for producing the text inside
buttons, menus and labels. This means that multimodalraysteput comes for free when designing a

new application grammar, in all languages for the applicatiomain.

User utterances

The common grammar for user utterances has a simpler steudhere are only four kinds of user utter-
ances — questions, actions, answers and short answerse©th#r hand, each utterance can correspond
to several dialogue moves in sequence. A user utterancelsaoantain partial answers to some of the
follow-up questions. An example is the utterance “turn amltedroom light”, which is categorized as a
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user request, but which also gives partial information &fdhich light to turn on. One part of the utter-
ance (“turn on the ... light”) corresponds to ®BIS request move, while another part (“the bedroom”)
corresponds to a @D1S short answer.

The application grammar then has to list the possible useranices, and connect them to a sequence of
dialogue moves. In many cases the system grammar can be sisetsource for specifying either the
dialogue moves or the utterances.

It is not necessary to specify the user grammar as a langondgpendent grammar. However, by doing
this it becomes very simple to add a new language for thegdjuin domain. The only thing that has to
be done is to translate an application-specific lexiconctvim our example domains consists of not more
than 30-50 lexicon entries.

Multimodal user utterances

Multimodality is added to user utterances by adding a nevstitoient to the linearization categories of
guestions, actions, answers and short answers. The netiteensholds the pointing gestures and clicks
the user makes during the input phase.

Several useful operations are defined for making it possidpecify that some utterances (e.g., “play this
song”) should have an associated click, while other uttare.g., “play a song”) should not be uttered
in association with a click.

2.2.3 Grammars for GOTGoDIS
Implemented languages

All grammars for the @TGoDIS domain are written as language-independent grammargewhe
utterances are specified using syntax trees from the GF Res@rammar Library. For the language-
specific lexicon entries there is a lexicon grammar with a26uentries.

The GoTGoDIS domain is implemented in 7 different languages, of whiah @tinnish) is not an Indo-
European language. The time it takes to implement a new &gegtor this application is less than one
day, for a fluent-speaking person who is a fairly competeng@mmar writer.

Tram stops and tram lines

The stops and lines of the trams, busses and ferries of tHee@mirg public transport system, are stored
as a multilingual grammar resource which is used by bothykem and the user grammar.

Each line and stop has a corresponding grammar rule, whiliheiarized in different ways in different
languages. Especially for stops this can be very languagerient — some places can have natural
translations, whereas others should be kept (e.g., pr@ees).

The system grammar

There are only three predicates and two actions@T GoD1S. Of the predicates one can be asked for by
the user (“what is the shortest route?”) and two by the sy¢tesinere do you want to go to?” and “where
do you want to go from?”). The actions are general actionsdstarting the system, and requesting help.
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When the system answers the question about the shortest rioahswers with a list of lines and depar-
ture/destination stops. The system utters this list as mmyatically correct sentence, while simultane-
ously drawing the route on the map.

The user grammar

The user grammar consists of different ways the user haseoffgmg departure and destination stops, by
clicking or speaking.

The grammar recognizes simple departures and destinasank as “from Chalmers” or “to Klippan”,
but also combinations of these, such as “from Chalmers topél”. Clicks in the map, and combinations
of clicks and utterances, are also recognized by the samangama e.g., “from Chalmers to here” together
with clicking in the map is a valid utterance.

Furthermore, the grammar recognizes underspecified nttesai.e., uttering only a location (“Chalmers”),
and combinations of underspecified locations and dep&iestnations, such as “Klippan from Chalmers”.
As before, clicks and combinations of clicks and utterapaesrecognized by the grammar, e.g., “Klippan
from here” together with clicking in the map.

There are several alternative ways of saying the same thisth, by combining clicks and utterances in
different ways, and by saying things like “I want to go to Kiam” or “to Klippan, please”.

2.2.4 Grammars for AGENDATALK

The goal for the AENDATALK GF grammars was to generate a corpus for SLM creation foruisar
ances without standing in the way for more extensive usedrfuture. Thus the grammar is based on
the common @DIS resource grammar, making use of the unimodal structuckgemeral functions. As
focus is on the creation of an SLM, there is no extensive GEesygrammar for in use @ENDATALK .
System output is instead handled by alfBS Prolog resource.

Implemented languages

The foundation of the AENDATALK grammar is a minimal language independent structure bsiitigu
the resource grammar. It is then implemented in two langsjdgeglish and Swedish.

The Booking resource

The Booking resource is a domain specific collection of itémas are used in order to compile th&AN-
DATALK specific concept of a booking. It contains the classes Tinage Bnd Event.

Event consists of actual events suchrasetingor lunch
Time consists of time related items like four, nine o’clock in the morning

Date consists of date related information includibgcember fifteentiMonday the sixth

A booking, in other words, is a composition of one or more a@isth classes, for example the following
which is made up of an Event, a Time and a Déteeeting at four on the fifth of December”
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In the future, other classes such as Location and Persod beuhcorporated, allowing for bookings such
as the following, which makes use of Event, Person, Locafdate and Time?lunch with Peter at Plaza
tomorrow at noon’

The user grammar

As opposed to the other grammars presented here, HENBATALK grammar is not used for parsing at
runtime and the goal is to focus on coverage. The user uttesaare written to be as extensive as possible
to form a large enough corpus for SLM generation. The gramasawhole covers ten short answers and
their combinations, five predicates and six actions and thiferent combinations with answers. In its
current state, disregarding negations, this means adi#e 4 million utterances for the English corpus
and just under 2 million for the Swedish.

Because of the structure of thesANDATALK system as a whole the user utterances are considered uni-
modal. As the common resource library is adapted to allowrfaltimodal grammar building it is nec-
essary to explicitly call a function which marks the differenodalities of a certain type of utterance. In
the case of SENDATALK they are all to be considered unimodal, and has been markaathdy using

the noClick function supplied by the resource library. Segecexample below where we show a simple
delete request without any embedded answers to be recddgmnjzéoDiS.

delete =
noClick (variants{ reql delete variants;
reqVP agenda_delete;
reqlx delete_variants
(optStr(a_booking_variants ++ from_agenda))});

This code shows the function "delete” which defines the dhifit ways the user can prompt the system to
initiate the delete plan without also supplying answers.mfentioned before we have defined the delete
function as unimodal using the noClick function. The uttees are then linearized in several different
variants. Apart from agenddelete, which is defined using theGANDATALK lexicon, we have a list of
possible synonyms to initiate the delete action, deletevariants The deletevariants is a list of verbs
such agemoveor erase They are all specified with additional functions: reql,WBcand reqlx which
are functions from the common grammar resource’s systeepimtient framework. This adds, among
other things, to the utterance structure including théahit would like to” and the closingplease”.

These can then be followed by things that have no semanigpidfisance to the systerfisomething”, "a
booking”, "to the agenda” or "to my calendar” for instance. These differ from the structural additions
inherited from the resource library in the sense that theyagplication specific.

The resulting user utterances in English for a simple deletemand then include:

"delete”
“remove an event please"
"i would like to delete something from my agenda"

Diverting from the structure Earlier we presented the general structure of the resoussergar.
Among other things we defined aoB1S question as question clauses. In tieEADATALK User gram-
mar there are severald®IS questions that are not at all posed as questions by the leseexample
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"show me the schedulg’which is an ask(Xschedule(X)). These are easily added to the user grammar
without running into problems with the underlying struetur

Pronoun resolution The AGENDATALK system has a solution for pronoun resolution. The user has
the possibility of implicitly referring to the object in digssion. If, for example, it has been established
that user and system are talking about a meeting the useiroply prompt the system téadd it” and it

will be interpreted as "add meeting”. This type of resolatie easily handled in the GF grammatr.

An interesting side-effect of this grants us the possipilitiet the user say things like "put it back”, which
will indicate the booking that was just manipulated.

2.2.5 Grammars for DJ-GoDI1S
Implemented languages

The grammars for the DJ-@1S mp3 domain have a language-independent backbone impiednesing
the GF Resource Grammar Library. Two languages are thereimgited as extensions of the obtained
syntax trees, Swedish and English. This is done by usinggu&ge-specific lexicon of roughly 40 words.

Musical resources

The musical resource for the mp3 domain consists of two parts for artists and one for songs. The
songs are defined as Song and the artists as Artist. So “LuaRyisa Song and “Madonna” is an Artist.
Song and Artist are then used when defining the functionsarsyistem and user grammars. Both songs
and artists are linearized using the GF Resource Grammaarlib NP type in order to easily fit them
into the concrete syntax.

System utterances

The system grammar consists of 15 predicates, three shewieasm and 16 actions. Four of the predicates
are for grounding issues when the user has clicked in the DS GUI. The other predicates deal with
guestions about adding, deleting and playing songs arstsariurthermore there are predicates for what
the current song is and which songs or artists are available.

Short answers can be a song, an artist or a song and an a&bbg”, “Waterloo” and “Waterloo by Abba”
are all possible short answers.

Of the actions two are the generabB1S actions for returning to the top menu and giving the usqy.hel
Then there are two actions representing the next level imrtbiBu structure; controlling playback and
managing the playlist. Controlling playback can be done layipg, pausing, fast forwarding/rewinding
or controlling the volume (which in turn can be done by lowgror raising the volume). Managing the
playlist can be done by adding or deleting an item or cledmgffling the playlist.

User utterances

The user side of the grammars has predicates for asking abailsble songs and artists and the name of
the song currently being played. There are also two presidat when the user clicks in the DJeBI1S
GUI.
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There are three ways of giving non-spoken input in the ussmngrar: The first alternative is by clicking
the DJ-@DIS GUI, the second alternative is to click the generic DynGhd the third alternative is to
write in DynGUI’s text field which corresponds to giving sgokinput through the TTS agent.

Combining the two modalities gives three possible modalityfigurations:
e Speech only: “| want to play a song by madonna”
e Graphics only: “click(answer(artigb_play(madonna)))”

e Speech and graphics: “Can you play this artist ; click(amvst to_play(madonna)))”

User utterances for multiple applications

Since the DJ-GDIS mp3 application is used together with th@B S-DELUX application the user
utterances are split into two grammars, a global grammedc®dP3Global and a local called MP3User.
MP3User is an extension of MP3Global.

The division used for the MP3 user grammars is done by résgithe help and top questions to MP3User
together with the predicates for available artists and sombis means that the currently active application
has to be the MP3 player in order to ask for help or get an anewwhat songs there are by Madonna.
Also, all short answers are declared in the local grammaediney need the context of the mp3 domain
to be meaningful.

MP3Global has all functions that can be accessed while aiyglications are in focus. That means that
the global grammar holds all other actions together withghestion for finding out the name of the
current song. Furthermore MP3Global is where the click~qmedicates for playing or deleting a song in
the playlist and playing or adding a song in the media libiay be found.

MP3Delux is then obtained by combining the MP3User grammiéir the DeluxGlobal grammar. For
English all that is needed are the following two lines:

--# -path=..../DeLux:../Common:prelude:alltenses
concrete MP3DeluxEng of MP3Delux = MP3UserEng, DeluxGloba [Eng ** {}

The resulting grammar covers all possible user actionst sinswers and predicates for the mp3 domain
and all predicates and actions (except the requests folofhenenu and help) for the @1S-DELUX
domain.

2.2.6 Grammars for GoDIS-DEL UX
Implemented languages

All grammars for the @DIS-DELUX domain are written as language-independent grammarsgvither
utterances are specified using syntax trees from the GF Res@rammar Library. For the language-
specific lexicon entries there is a lexicon grammar with a26uentries.

This domain is implemented in 2 different languages, Swealigl English. Since the language-dependent
parts of the grammars are about the same size astié&36GD1S grammar in section 2.2.3, the time it will
take to implement a new language for this application shbeltess than one day, for a fluent-speaking
person who is a fairly competent GF grammar writer.
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Lamps and rooms

The rooms and lamps in thed®1S-DELUX domain are stored as a multilingual grammar resource which
is used by both the system and the user grammar.

The rooms grammar contains the different rooms in the exampuse, e.g., “the bedroom” and “the
kitchen” The are even two grammars for lamps — one with umeeified, general types of lamps which
the user can say, e.g., “the floor lamp” and “the ceiling lamphere is also a grammar containing the
specific lamps in the example house, e.g., “the bedroom ftoop! and “the kitchen ceiling lamp”.

Each room and lamp has a corresponding grammar rule, whigtearized in different ways in different
languages.

The system grammar

There are five actions and four predicates. Of the actioresja general action for returning to the top
menu. The other four actions are about turning on and off damaning and undimming, lights. The four

predicates are used when the user asks which lamps are, an/bf& specific lamp is on/off.

There are also a couple of auxiliary predicates which are frerequesting information about which

lamp a given action is supposed to act on.

The user grammar

The user grammar consists of different ways the user hathgfregequesting things to be done with lamps,
or asking about the state of lamps. This can be done eithgrdaksg, or by modifying the lamps directly
(i.e., turning on/off physically).

The grammar recognizes action requests, both simple (e&ugn, on the light”) and combined with ad-
ditional information (e.g., “turn on the floor lamp in the dtien”). There are only minor differences in
how the four modification actions are uttered (e.g., “turingn“turn off”), and therefore we have unified
all four actions into one single grammar rule taking an eangument specifying the action to use. The
grammar also permits the user to specify simple quantifioatiamely to mentioall lamps orall rooms

in an action request.

The user can ask questions about the state of lamps, i.ehverps that are on/off, or if a specific lamp
is on/off. This can be done as a simple utterance (e.qg., ‘whaimps are on”), or combined with additional
information (e.g., “which lamps are on in the kitchen”). &rthere is only a minor difference between
asking whether a lamp is on or off, the on/off questions haenttombined into one single grammar rule.
Furthermore, the grammar recognizes underspecified ntiesa i.e., uttering only a room (“the bed-
room”).

User input for multiple applications

The GoDIS-DELUX domain is intended to be used together with other applisati®ome of the domain-
specific user utterances are only supposed to be recogniremltive ®D1S-DEL UX application is active,
e.g., short answers consisting of only a room or a lamp shmtithe recognized when another application
is active.

This is solved by splitting the user grammar into two gramsnane global and one local grammar, as
described in more detail for the DJe®1S application in section 2.2.5. The global grammar contalhs

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 23/121

utterances which should be recognized whichever appiicasi active. The local grammar extends the
global utterances with e.g., short answers. Finally ther@ wrapper grammar which imports the local
GoDIS-DELUX grammar and the global grammars from the other applicatiand this becomes the
multiple-application @DIS-DELUX grammar.

2.3 GoDIS applications demonstrating multimodality and mul-
tilinguality

2.3.1 Introduction

This section describes thed®TIs and GoDIS in-home applications demonstrating multimodality and
multilinguality. We also provide examples of runningoB1S with multiple domains. While all applica-
tions are useful in an in-home environment, several of themldvalso be useful in other environments.
For each application, we describe a scenario, the apgitaifrastructure, the research issues addressed,
application functionality, multimodal and multilingua$gects of the application, and the application re-
source implementation. We also provide transcripts of gtanmteractions.

2.3.2 GOTTIS

GoTTIs is a multimodal demonstration system for finding the shonteste through the Gothenburg
public transit system. GTTIS is not a GDIS application, but its purpose is to clearly demonstrate the
grammar-based approach to multimodalityo1@1s forms the basis for @TGoDIS and is described in
more detail in deliverable D1.2a [5].

Scenario

For example, a user might be at Brunnsparken, and wants w tioch is the shortest route to Lind-
holmen. She tells the system that she wants to go from Bramksp to Lindholmen. She can give this
information to the system using speech only, or a combinadibspeech and clicks on the map. The
system responds with the route she should take. The routevason the map and spoken by the system.
Infrastructure

GoTTIS uses the Embedded GF Agent, NuanceWrapper and the Map Agemgrammars used by the
Embedded GF Agent are produced by the GF system.

Research issues addressed

This system is the main demonstrator for the grammar-bapptbach to multimodality described in
D1.2a.
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Functionality

GoTTIs can find and present the shortest route through a publicittr@etsvork, given information about
the origin and destination stops, and a database desctifsngetwork. The system has a concept of a
fixed current location, which is assumed to be the locatidgh®itiser when indexical expressions are used.

Multilinguality

The system supports English and Swedish input and outpus. ig lachieved by having multilingual GF
grammars for user and system utterances. Nuance GSL granamgagenerated automatically from the
user grammars.

Multimodality

User input is done with integrated speech and pointing nitbekal The user may use speech only, or
speech combined with pointing gestures on the map. Poiggstures are expected when the user makes
a query containing “here” (though “here” might also be uséitheut gestures, see below). The supported
pointing gestures are clicks on stops, and drawings arowwed @f stops.

The system’s answers to the user’s queries are presentegdpeech and drawings on the map. This is an
example of parallel multimodality as the speech and the mayidgs are independent. The information
presented in the two modalities is however not identicahasspoken output only contains information
about when to change trams/buses. The map output showstiteepath, including intermediate stops.
The map is a generic OAA agent for displaying graphs withtomsd nodes and a background image.
Other agents can highlight paths in the graph and query theeageant for node selections made by the
user.

Implementation of application specific resources

The transit network information represents a subset of thinéhburg transit network. The shortest path
between two stops is calculated use Dijkstra’s shortest aigiorithm. The database only includes stops
and time between stops, not departure and arrival times.

Dialogue examples

English The user says “i want to go from chalmers to here” and clickErimamnen.

The system produces the speech output “Take 6 from Chalm&fasaplatsen. Take 2 from Vasaplatsen
to Brunnsparken. Take 5 from Brunnsparken to Frihamneralsth draws a path on the map, as shown in
figure 2.2 on page 25.

Swedish The user says “jag vill aka fran chalmers hit” and clicksFsihamnen.

The system produces the speech output “Ta 6 fran Chalnlev&asaplatsen. Ta 2 fran Vasaplatsen till
Brunnsparken. Ta 5 fran Brunnsparken till Frihamnen.” g Bnglish translation for this example corre-
sponds to the English example given just above). The maslaskn the previous example.
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Figure 2.2: The map showing the path from Chalmers to Frileamn

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 26/121

2.3.3 GOTGoDIS

GoTGoDIS (Gothenburg Tram GD1S application) is a multimodal, multilingual route plangigystem

for the Goteborg tram/bus network for public transpoadiati Using speech and map clicks the user can
supply a departure and a destination stop and the systeneenauth a description of the shortest route
to take between the two stopsoBGODIS is based on the GOTTIS system described in D1.2a [5], which
does not use the @S dialogue manager, .

Scenario

In an in-home setting, the & GoDIS application can be used to quickly get tram route inforomati
using multimodal interaction. However, for a slightly maneciting scenario (requiring some additional
functionality compared to the current prototypave can imagine the application being available in a
public place. This is also a setting where multilingualgyektremely useful.

(12) The application is located in the Gothenburg bus termindhwai touch screen interface. An
English tourist wants to find the best way to travel with peibtansportation from the terminal
to his hotel. The screen reads “Hej, Vad kan jaiyg for dig?” (Eng. “Hello, What can | do
for you?”

U: [user presses a button to select English as language]

S: What can | do for you?

U: I need to go to Quality Hotel 11

System assumes that the departure stop is the bus terminal
S: Okay. What time do you want to leave?

U: As soon as possible

S: Take Bus 17 at 13.21 from Centralstationen to Nordstam thke Bus 16 from Nordstan
to Eriksberg.

S: Would you like to download this information to your moljikone?
Being new in town the user feels it is a good idea

U: Yes

Graphically indicates that downloading has begun

S: Download finished

A route planning application, enabling interaction in,,s&§ or 15 different languages, could be very
useful for helping people, in their own native language,@bagound using the local public transportation
network.

Infrastructure

The application uses thed®1S dialogue manager and the Trindikit4 dialogue system toatid consists
of a collective of OAA agents organized as in figure 2.3. Thet@idler agent, DME agent, and the

5Specifically, adding timetable information and the abifity the user to download relevant information to her
mobile phone.
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MMD, ASR, and TTS agents areRINDIKIT agents, which communicate using the Trindikit4 OAA API
described in deliverable D1.2a [5].

e The controller agent coordinates the different modulesagyeahts by executing a set of serial control
algorithms in parallel.

e The timeout agent is used by the controller to determine whemiser’s turn is over.

e The DME agent holds the total information state (T1S) andcthre dialogue management modules,
update and select, as well as interpretation and genenaibotules.

e The actual interpretation and generation is done by the @Rtawhich is called over OAA by the
interpretation and generation modules.

e The DynGUI input/output module agent is used to dynamicadhyder graphical menus which can
be used for graphical input.

e The ASR module agent continuously listens for input andesrthe recognized result to TIS.

e The TTS module agent reads output from TIS and synthesizssdspeech, when called from the
controller.

e The Map agent graphically draws the route description omihp and also offers a possibility for
the user to provide graphical input by clicking on the trard bas stops displayed on it.

e The Graph agent is used to compute the shortest route to ¢dkedn two stops.

Research issues addressed

The GoTGoDIS application addresses the following research issues:

Multilinguality and Rapid Application Localisation  Using GF resource grammarspG&GoDIS
has been localised to 6 languages in addition to English:d&leGerman, Spanish, French, Italian, and
Finnish® As mentioned in Section 2.2.3, localisation of theT@oDIS prototype application to a new
language takes about a day for a fluent speaker of the languamis also a fairly competent GF grammar
writer. Related work is reported in D1.1 [16].

IBDM and Rapid application prototyping The GoTGoDIS application is implemented using a

single dialogue plan. Nevertheless, because of the domdépendent theory of Issue-Based Dialogue
Management (IBDM) implemented in thed®1S DME (see also D5.1.2 [3], D2.2 [19]), a wide range of
advanced dialogue management features are available apfhieation.

Integrated approach to multilinguality and multimodality By deploying multimodal (and mul-
tilingual) GF grammars, GTGoDIS demonstrates the integrated approach to multimodalidynauti-
linguality described in Section 2.2 as well as in D1.2b [154 £1.5 [14].

5For some of these languages, ASR and TTS are not readilyablgiinstead, text input and output facilities are
provided.
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Figure 2.3: ®TGoDIS system as a collective of agents
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Functionality

The only functionality of @TGODIS is to answer user questions about the shortest route betwee
stops. In the GOTTIS system, the user could do this by comiapeech and map clicks, e.g.:

e | want to go from brunnsparken to vasaplatsen
e | want to go from vasaplatsen to here [user clicks on brumksipg

e | want to go from here to here [user clicks on brunnsparkenvasdplatsen]

As mentioned above, GOTTIS has no real dialogue managechwasults in problems when interacting
with GOTTIS using speech. For example:

e It requires that users supply all necessary informationsimgle utterance (in this case the issue to
be solved, a destination stop and a departure stop).

e It requires that an utterance has exactly one interpretatid@mbiguous user utterances cannot
be handled. For example, the system cannot ask for clarific#tfaced with an utterance like
“chalmers, find the route” - does the user mean from chalnets chalmers?

e It cannot deal adequately with ASR errors. The user utteramest be correctly interpreted the first
time.

With GOTGoDIS we take advantage of the domain independent dialogue gy that @D1S sup-
plies. In Section 2.3.3 we look at example interactions V@t GoDIS to show how dialogue manage-
ment has increased both the usability and robustness optilieation.

Multilinguality

GoTGoDIS now supports interaction in seven languages; EnglishdBWweFinnish, German, Spanish,
French and Italian. GF grammars are used for both parsingy@neration.The GF grammars folo&-
GoDIS are described in Section 2.2.3.

Multimodality

The available user input modalities are speech, DynGUI pudaiion and map clicks. Speech and GUI
interaction may be combined in a single utterance. The systgtput modalities are speech and map
drawings.

System output about a route is presented by both spokentpltpaGUI output and by drawings on the
map. The map is a a schematic map of the public transportagibmork in Gothenburg. The OAA Map
agent is described in D5.1.2 [3] and is basically the sambeere used in the GOTTIS application
Figure 2.4 shows a screen-shot of the map with drawing icstns indicating the shortest route between
Olivedalsgatan and Torp.

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 30/121

(LAnsmansadrden
reBiskopsgdrden [ sl
= ( sSkogome aTag

-J-hnnebacksgatan "Tlfaurk

{ gerefdlﬂur‘tedala [ «Bergsjon

[ dstra sjukhuset

_.-'

=8 -l—‘l“arlanda

d xﬁeﬂﬁergsplatsen
ordstan

,emralstaﬁdﬁé rokstorget

\ % <= -
Calllevd (alG@rralunclsga

|
|gbergsturget ;
& wedalsgat n
A n = .
ptamhérgm&ﬁ% ska .S‘nrgardbskulan elSalleback

-‘S\h W&l&%ﬁl ~elWavrinskys platg

-R«Ungﬂgten -Axemf ml‘%df'f?glan aGuldheden

{ .Ealthulmer} «Tynnered / Broplatsen

i E atan
¢ alilippan L

LPilbAgsgatan

Figure 2.4: Output map drawings after the user input “I wargid from here [clicks on olivedals-
gatan] to Torp”.

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 31/121

Implementation of resources

Domain resource In GoTGoDIS, there are only two dialogue plans which govern dialogueage-
ment; thetop plan (which prompts the user with an open question, e.g.,d&¢an | do for you?”) and
the ?x.shortest path(x) plan’
The plan for dealing with the issi®x.shortest path(x) is shown below:
ISSUE: ?x.shortest path(x)

findout(?x.dept_stop(x))

findout(?x.dest.stop(x))
PLAN: | dev_query(graph,?x.shortest path_expl(x))

dev_query(graph,?x.shortest path(x))

dev_do(map,DrawRoute)

The twofindout plan constructs first in the plan are used to get requiredrmdition about a departure
stop and destination stop. The device quéey_query(graph, ?x.shortest path_expl(x)) then queries the
graph device for the shortest route between the specifiedrdep and destination stop. The returned
representation of the route consists of a list of legs ondheviing format:

leg(Line, Dept_stop, Dest stop, Weight)
The representation returned from the Graph agent mightlikekhis:

[leg(’s’, 'torp’, ’'harlanda’, '3.0"), leg(’5’, 'harlanda "
‘redbergsplatsen’, '2.0"),leg(’s’, ’redbergsplatsen’,

‘olskrokstorget’, "2.0'),leg(’s’, 'olskrokstorget’,

‘centralstationen’, '3.0")]

This explicit representation is needed for the Map agentdawdhe route on the map, but for the internal
representation in GDIS we can omit legs which do not require changing to a diffeterh line. This
motivates the second device quelgv_query(graph, ?x.shortestpath(x)) which transforms an explicit
route description like the one above into the following:

lleg(’s’, 'torp’, 'centralstationen’)]

The last actiondev_do(map, 'DrawRoute’) calls the map agent responsible for displaying the routénen t
map.

The plan?x.shortest path(x) described above alone covers all functionality of the GCH @pplication.

It should be emphasized that this single plan is sufficieptréwide the system with the advance®BI S
dialogue management described in Section 2.1.1. Exampldssowill be shown in the interactions
described in Section 2.3.3.

"Strictly speaking, théop plan is superfluous in this simple prototype applicationwieieer, it has been included
for compatibility with other ®DIS applications, and to enable easy extension of applicatipabilities.

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 32/121

Device resources The device resource of @ GoDIS consists of a graph device and a map device.
The graph device is used to retrieve the shortest route ketiveo stops. It can execute 2 queries:

e ?x.shortestpath_expl(x)

e 7?x.shortestpath(x)

The first query is performed as an OAA solvable sent to a Grggmta The query is executed by the
perform_query method shown below:

perform_query( X'shortest_path_expl(X), shortest_path _expl(Shortest_path) ) :-
dev_get( dept stop, Dept_stop ),

dev_get( dest_stop, Dest_stop ),

tkit_oaa:solve(shortest_path(Dept_stop, Dest _stop, Sh ortest_path)).

The second query transforms the explicit route descrigtored in the systems private beliefs to a more
usable representation and stores it in its private beli€fge perform_query method associated with this
query is shown below:

perform_query( X“shortest_path(X), shortest_path(Path _term) ) -
dev_get( shortest path_expl, Shortest path_expl ),
create_godis_repr(Shortest_path_expl, Path_term).

The map device is responsible for drawing the route desenign the map. It can execute a single action,
DrawRoute, resulting in an OAA solvable being sent to the Map agent.

Dialogue examples

In this section we present sample interactions with tled GoDI1S application which show examples of
how the inherited dialogue management afl® S has made the application both robust and flexible.

Example interaction 1 The purpose of this interaction is to show that interactjpmssible in GOTTIS
are also still possible in GTGoDIS. The user specifies all required information in one uttsgan

(13) S: What can | do for you
U: | want to go from Angered to here [clicks on biskopsgarden]

S: One takes tram number 8 from angered to gamlestadstdrget,number 7 from gam-
lestadstorget to centralstationen, bus number 60 fronralstationen to brunnsparken and
then tram number 2 from brunnsparken to biskopsgarden.

the route is drawn on the map
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Example interaction 2 This interaction shows accommodation of an unraised isiejeafture stop),
negative perception feedback from the user, and belieSimvi The user first specifies chalmers as the
departure stop but then later changes his mind and says Hrarmsparken”.

(14) S: What can | do for you?
U: | want to go from here [clicks on chalmers]
S: Okay. Let us see. Which stop would you like to go to?
U: pardon
S: Okay. Let us see. Which stop would you like to go to?
U: from brunnsparken
S: Okay. So, which stop would you like to go to?
U: angered
S: One takes bus number 60 from brunnsparken to centratstati tram number 7 from cen-

tralstationen to gamlestadstorget and then tram numbemn8 gamlestadstorget to angered.
the route is drawn on the map

Example interaction 3 This interaction shows accommodation, grounding, andidfaekl The sys-
tem, given the answeleparture_stop(biskopsgarden)accommodates the dependent issugxafhortest-
_route(X). The numbef.6 behind the utterance "from biskopsgarden” specifies a l@msgeition score
and as a result of this the system provides interrogativibfaek (on the “contextual understanding” level).
Also we see how the system rejects the propositieat stop(solrosgatan)as this is not a valid stop in
the domain.

(15) S: What can | do for you?

: from biskopsgarden [0.6]

. Alright. You want to know what the shortest route is.

:yes

. Let’s see. You want to go from biskopsgarden, is that cti?re
:yes

: Okay. Which stop do you want to go to?

: to solrosgatan

: You want to go to solrosgatan. Sorry, solrosgatan notid stdp. So, Which stop do you
want to go to?

U: [clicks on bergsjon]
S: One takes tram number 2 from biskopsgarden to brunnspabske number 60 from brunns-
parken to centralstationen and then tram number 7 fromalstdtionen to bergsjon.

the route is drawn on the map

nwCcCcumwcCcwmwcwmc

Example interaction 4 This fourth example interaction first shows how the userdveis from En-
glish to Swedish and then how the system handles the amliguterance "chalmers” by asking the user
a clarification question of whether he wants to go from chatnoeto chalmers ("Vill du aka fran chalmers
eller vill du aka till chalmers?”).
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(16) S:What can | do for you?
U:[clicks on a button for Swedish language]
U: chalmers
S: Chalmers. Jag forstar inte riktigt. Visst. Du vill vetad som ar den kortaste rutten.

S: Eng. Chalmers. Sorry, | don’t quite understand. Alright.u¥eant to know what is the
shortest route.

U:ja

U: Eng. yes

S: Fa se. Vill du &ka fran chalmers eller vill du aka tiladmers?
S:Eng. Let's see. Do you want to go from chalmers or do you wagot chalmers?
U: fran chalmers

U: Eng. from chalmers
S: Okej. Vilken hallplats vill du aka till?

S:Eng. Okay. Which stop do you want to go to?

U: torp

U: Eng. torp

S: Man tar sparvagn nummer 6 fran chalmers till vasaphatsparvagn nummer 3 fran vas-

aplatsen till valand, sparvagn nummer 4 fran valand ditskagen och sedan sparvagn nummer
5 fran korsvagen till torp.

S: Eng. You take tram number 6 from chalmers to vasaplatsem tramber 3 from vas-
aplatsen to valand, tram number 4 from valand to korsvages taen tram number 5 from
korsvagen to torp. the route is drawn on the map

2.3.4 AGENDATALK

AGENDATALK is a multimodal and multilingual dialogue application builith the GoDIS dialogue
manager and the RINDIKIT toolkit as a spoken interface to a freely available schedumagement
software called the BORG Calendar. The user can askNDATALK about items noted in the calendar
e.g., “What time is the meeting?” as well as instruct theeysto take down notes e.g., “Add a meeting
the 6th of October at 17”. The calendar can also be accessadgththe graphical interface like in a
standard desktop calendar application in the in-home emvient.

Scenario

AGENDATALK works as a voice interface to a graphical calendar in theomérenvironment. The user
can access her calendar through spoken dialogue and haedgsibility to follow the updates made in
the calendar on the screen. Imagine the following scenahiergvwe find our user relaxing on the sofa
listening to some music:

(a7) The mp3 player DJGoDIS is playing some music. The phone rings
Usr> Pause the music
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User takes the call. A friend is calling to see if they can ggether at the end of March when
she’s in town. User tells her friend to wait a minute and tUATSENDATALK on.

Usr> What do | have the 13th of March?

The calendar interface jumps to March and highlights thekiogs that day. User turns back
to her friend on the phone and confirms an appointment. Fasghe call and turns back to
the agenda.

UsRr> Add dinner that day at seven pm.

Sys> OK. Dinner the 13th of March at seven pm?

Usr> Exactly.

Sys> Scheduled.

The booking turns up highlighted on the screen

UsRr> What time is the dinner tonight?

Sys> At nine pm.

System goes back to the current month and highlights thedirtie dinner event. User takes
a glance at her watch, takes a seat in the sofa and addresseésDi$

UsRr> Turn on the music again

Music goes on again

A talking calendar is not only useful in the in-home envir@mhbut could be a preferred choice of in-
teraction with your calendar in the in-car environment oindsrface to the calendar on a mobile device.
However, the behaviour of theGENDATALK system would need to be adapted to the different environ-
ments dependent on how much possibility the user has toMfdle graphical output.

Infrastructure

AGENDATALK has been built with the latestd®1S version and RINDIKIT4. It uses Nuance for ASR
and Vocalizer and Realspeak for TTS. It uses a Nuance wragestt and some extra OAA agents for text
output and input for the text version.

Figure 2.5 shows the @ENDATALK architecture. The database resource is a MySQL calendaipaks
connecting ASENDATALK with the graphical calendar application BORG by sharingdhme calendar
information. A wrapper for the BORG Calendar, the BORG Agédias been built to be able to commu-
nicate directly with the graphical interface to enable mutidal output. The SENDATALK system also
uses some additional@1S modules to handle multimodal fission. These are describéeétail in [9]
and are therefore not included in the architecture hereaemdnly briefly mentioned below.

Research issues addressed

AGENDATALK makes use of the latest enhancements of to®(& system (e.g., dialogue move confi-
dence) and the new asynchronousiNDIK T4 which enables barge-in both via speech and via graphical
input. It uses SLMs generated from GF grammars accordingetariethodology in Task 1.3 and makes
use of the ®DIS option of switching language on the fly. WP3 research onimadtal fission and con-
tent reduction has been integrated intGENDATALK to make it possible to distribute the output over
modalities in a more sophisticated way. A simple implemioraof reference resolution has been added
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Figure 2.5: The AENDATALK Architecture
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to make it possible to refer to previous mentioned bookidgSENDATALK makes use of aAINDIKIT-
specific logging format to log dialogue context to collectadfor future dialogue system research. All
this is enabled by an extended information state that haolftgrmation used for multimodal fission and
reference resolution and that keeps track of the dialogsteryi for more complete logs.

Functionality

A graphical interface for a calendar may seem superior asitenface mode compared with a speech
interface in the in-home environment. In the special situabf the in-car environment or on a mobile
device the advantages are clearer. However, we would lipeittt out that there are scenarios where the
spoken dialogue can be superior to the graphical one andovacgical e.g., when searching for bookings
not shown on the screen (i.e., the current month/week) witer@iser would have to go through every
month while AGENDATALK could give you the answer directly. In the same wayeADATALK could
give you the information if you are booked or not a certairedaithout having to step through the calendar
until that date. Apart from this, there are many situationghie in-home environment where speech is a
better interaction choice than keyboard input and mouskiolj. Importantly, the availability of both a
spoken and a graphical interface gives the user the adestddoth modalities.

The AGENDATALK application supports the following functionality which kes it possible for the user
to both change her schedule, check her bookings or navigatgraphical calendar:

e Add a booking

e Reschedule a booking (date and/or time)
e Delete a booking

e Delete a whole day’s bookings

e Ask for the time of a booking

e Ask if booked a certain time or date

e Ask about bookings a certain date

e Ask for today’s date

e Ask for the date of a booking

e Ask for bookings on a certain part of the day
¢ Go to a specific date in the calendar

¢ Go to a specific month in the calendar

e Change language of the dialogue and the Calendar
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Multilinguality

AGENDATALK works in Swedish and English and the user can switch betwesse ton the fly whenever
she wants, by giving a switch language command. The systdiihen switch grammars, language
models, ASR, TTS and change the language of the BORG CaleHdarever, the calendar information
will be kept as it is. After a language switch the system wilhtinue in the same state of the dialogue.
This is possible due to the modularity ofo®1S which keeps all dialogue management parts language
independent. The only language dependent parts are thed gctunmars and language models for ASR.

For Swedish, &AENDATALK uses an SLM generated from thesANDATALK GF grammar using the
methodology in Task 1.3 and for interpretation we are usiRgadog Lexicon. Nuance is used for speech
recognition and Realspeak is used for Swedish TTS. For EmghGENDATALK uses an SLM generated
from the English version of the ZENDATALK grammar and for interpretation a Prolog Lexicon. Nuance
and Vocalizer are used for ASR and TTS. The language swittieafalendar is done by sending an OAA
solvable to the BORG Agent.

AGENDATALK would probably normally be used by the same user in one siaglguage. The switch-
ing has mainly been implemented to show the modularity ofGl®1S system. However, for bilingual
speakers it is very easy to imagine bilingual scenarios agdhe following one where a bilingualckN-
DATALK would be useful:

(18) User, native English speaker, is talking with a Swedisheaglue
UsRr> Ska vi traffas nasta gang kl 15 pa man
Eng. Can we meet next time on Monday at 15?
Colleague-Okej
Eng. OK
Usr> (to the system) Lagg till ett mote kl 15 pa mandag 13 ndvem
Eng. Add a meeting at 15 on Monday 13th of november
Sys> bokat
Eng. Scheduled
Colleague gets up to go
Usr> Hejda
Eng. Bye
Colleague- Hejda
Eng. Bye
UsR> (to the system) Byt till Engelska
Eng. Switch to English
Calendar screen changes to English
Sys> What do you want to do?
UsRr> Change the yoga session on Monday to Tuesday
Sys> Tuesday at 15?
UsRr> Correct
Sys> Rescheduled

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 39/121

Multimodality

AGENDATALK can be run in three different modes: graphics-only (i.engithe standalone BORG Cal-
endar), multimodal mode, and speech-only mode. The muttahimode consists in the user choosing to
give input via voice and being able to see the changes inirealmade in the calendar on a screen. The
system will keep the user informed of its actions both witkesgh and through the graphical interface.
The user also has the possibility of giving graphical inputhie form of clicking on days in the calendar
to inform the system of which date is considered. This candre=dn a separate turn or combined with
speech in an integrated multimodal turn. The third mode éscfise when no screen is available or in
the case the user has less possibility to follow updates @sdieen e.g., while cooking (or in the in-car
environment). In this case the system would give all necgsstormation via speech.

Research on content reduction and multimodal fission [9]e&s integrated into @ENDATALK which
makes it possible to distribute different parts of a systeessage over different modalities, in this case
the graphical calendar and the spoken output. This meahattENDATALK can decide how and where
to present the informative part of a message, i.e., the fangthe backgrounded part, the ground. Each
modality can either realise both the focus and the grourst,the ground, just the focus or nothing at
all. In this way, AGENDATALK generates multimodal contributions that help the user tmkwhat to
focus on in her schedule. The graphical output is made byiglging or flashing calendar information in
different colours to produce focus and ground. The speetgubtealises focus by using SSML emphasis
tags for the TTS.

The graphical calendar system chosen to be used WBENDATALK is the calendar system BORG
(http://borg-calendar.sourceforge.net/) which is annepeurce calendar application written in Java. To
enable multimodal fission we have developed an OAA wrappethi® BORG system to be able to con-
trol the graphical interface in a better way (see D3.3) ¢oghjghlight some information in the calendar.
AGENDATALK is also connected with the BORG system by altering the santeQllydatabase and in that
way share the same information. Th&e BNDATALK application interacts with the database via the SQL
Prolog API agent described in D5.1.2 [3]. Whenever anytlisnghanged in the databaseGANDATALK

will tell the BORG Agent via OAA to update the graphical irftere.

In addition, an OAA wrapper processing iCal files, the iCakAf has been developed not to close doors
for other calendar applications to be connected wWitEADATALK (see D5.1.2 [3]).

Implementation of application specific resources and modés

AGENDATALK has four resources apart from the lexicon/grammar reseurBeENDATALK’S domain
resource holds the domain knowledge with the domain plaatsdinects the dialogue. Apart from this,
AGENDATALK holds calendar knowledge gathered in a separate resouheedéVice resource manages
the communication with the database resource and the BORSBIA@GENDATALK also has some ad-
ditional GoDI1S modules to be able to handle multimodal fission. This sectiil describe all these
application specific resources and modules.

Calendar Resource The calendar knowledge holds all knowledge about dates rariddies deictic
information and information about inconsistent dates. ileg the number of a month or day e.g., that
March is month number three of the year. The calendar res@lso helps AENDATALK to know which
dates are valid and which are not: e.g., that February hasag9 sbme years, that April just has 30
days and thereby that the 31st of April is not a valid date héf tiser gives a date that is not valid, the

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 40/121

system will point this out and ask for the date once again.ritfpam this, the calendar resource supplies
AGENDATALK with information about what date an expression such as “Rextay” refers to. It also
holds information about times and gives back disambigutiteds e.g., that 4.00 pm means 16.00 in a
24-hour notation.

Domain Resource In AGENDATALK we have the following 15 domain plans to direct the dialogue:

e top

alter_calendar

e getinfo

e add_event

e deleteevent

e deletecurrent_event
e deleteall_events
e changeevent

e changelanguage
e goto

e usage

e ?x.time(X)

e ?x.date(x)

e ?x.bookings)

e 7?x.todaysdatef)

As can be seen, we have two different types of plans: theractiented ones (where the user requests an
action to be performed ), and the issue-oriented ones (Wheraser asks a question) which are the last
four ones.

We will start by specifying the plans dealing with actionfietop plan is loaded at start-up and looks as
follows:

ISSUE: top
forgetall
|| raise(?x.action(x))
PLAN: .
findout( ?action(alter_calendar),
?action(getinfo)

This plan has as its only action to find out what action the useits to perform or what issue
she wants to raise. This action is realised as the questidrat\db you want to do?”. In BEN-
DATALK, the choices would be either to alter the calendar or to getnmation of a specific event
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noted in the calendar. This would correspond to the morafsppbrase “Do you want to change
something in the calendar or check your bookings?” whichlvalgenerated if the user does not
answer the more generic question above. The dialogue wiyed return to this top plan when
other actions/plans have been finished and the system wiiaaething like “Returning to top”.
Theforget_all action is used to call an update rule that clears the infaonatate which includes
deleting e.g., all propositions in private beliefs and alltoally agreed propositions in shared
commitments to prepare itself for new actions or issues.

The following two plans in the list deal with the two diffetemigh-level options i.e., alter the
calendar or get some information in a more specific way. Itiger requests to alter her calendar,
the system will ask what kind of action she wants to perforntheffollowing: add a booking,
delete a booking, reschedule a booking or navigate the datenterface by jumping to a month
or date. However, if the user is not a novice she would prgbgbldirectly from the topmost
plan to the specific plan she wants by raising the correcblaaig., adding a booking. These
plans exist to guide novice users stepwise.

A more advanced plan in@ENDATALK is the plan corresponding to tlaeld_eventaction.
ACTION : addevent

findout(?x.event.to_store(x))

findout(?x.date(x))

findout(?x.start_time_to_store(x))

findout(?x.am_or_pm(x))

dev_query(agenda,?booked

if booked

then | findout(?doublebook

else | findout(?take_down_eveny

PLAN: | if takedown event
dev_do(agenda,AddEvent)
then | report(AddEvent,done)
forgetall
[ if doublebook
dev_do(agenda,AddEvent)
then | report(AddEvent,done)
forgetall
| [report(AddEvent,faiIed(doublebook))
I i forgetall
POSTCOND: done(AddEvent))|| status(AddEvent,failed())

This plan consists dfndout plan constructs to get the required information from the,usebe
able to add a booking in the calendar database. The systeads teeBnd out the event, the date,
the time and to disambiguate what day-half the time cornedpdo (i.e. AM or PM) to be able
to note down an event in the calendar. Tineout plan constructs correspond &8k moves in
the lexicon which are then translated to natural langudgsiti the following example:

else

findout(X"event_to_store(X))
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output_form(ask(X"event _to_store(X)),[What kind of ev ent are we talking about?7).

When all the information has been gathered (either by the pre®iding the information step-
wise or in one single turn) the next action is to check with ¢aéendar whether the user is
booked or not at the agreed time slot before adding it to thendar. This is done by query-
ing the database with th#ev_query(agenda,booked) action. If the user already has a booking
at the agreed time slot (i.e. the conditibooked is fulfilled) the system should make the user
aware of the possible double booking and verify if the usalyavants to doublebook. Oth-
erwise, if the time slot is available, the system needs todundif the user wants to take down
the information understood (i.e., the event, the date,ithe)tusing the simple findout construct
findout(take_down_event)which corresponds to a yes/no question. If that is the chedet_do
action communicates to the agenda device resource to pedoAddEvent action i.e., add the
booking to the calendar database. If it succeeds, the udldseninformed that the information
has been taken down. In the case the user is informed of abp@siuble booking the user
has the option of adding the booking anyway. Otherwise, yis&esn will not alter the calendar.
Finally, a postcondition is added to the plan. The postdommdchecks when the action (i.e., the
plan) AddEvent has been completed successfully (i.e. introduced in trendar database). The
GoDIS update rulexecdev_do adds to the private belief in the information state that doac
has been done after it has been performed. This is what iketiegith the postcondition to
assure that the action has actually been performed. Foolog/ing plans we will exclude the
postcondition descriptions as they work in a very similaywad is not of particular interest.
Thedeleteeventplan is the plan for deleting a booking from the calendar. @able to do this
we minimally need to find out the booking and the date of thekbap If the user specifies a
time it should only look for bookings at that time (in the c#isere exist various similar bookings
the same date). Thieind construct in the plan binds information that the user maypkup
but are not required to and will therefore not trigger any duidactions. This is the case of
time specification. This implies that the system will nevek dor the time of a booking to
be able to perform a delete action but in the case the usetissippis information it will be
used in the search of the event to delete. The last part ofiimehwlds the actual delete action
dev_do(agenda,DeleteEvent) which calls the device resource to perform a deletion of @amev

ACTION : deleteevent
findout(?x.event to_store(x))

findout(?x.date(x))
PLAN: [ bind(?x.start_time_to_store(x))

bind(?x.am_or_pm(x))

dev_do(agenda,DeleteEvent)
POSTCOND: done(DeleteEvent)| done(DeleteEvent,failed())
The deletecurrent _event plan makes it possible to delete all the information theesypshas
gathered about an event during a dialogue in case it doematide at all with what the user
wanted to take down. Theelete all_eventsplan enables the functionality to delete all bookings
a specific date. This means that the user can perform actimisas “delete all bookings on
Monday”. The only required information to be able to do tlsisiidate.
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The changeevent plan handles rescheduling of bookings either by changiegtithe of an
event or moving a booking from one day to another. This is & wessted plan due to all the
possibilities in rescheduling. To be able to perform a cleasiga booking the system minimally
needs to know what booking should be rescheduled and whattdatbooked at the moment.
Apart from this, the system needs to find out what kind of cleathg user wants to perform i.e.,
rescheduling the time, the date or both. If the user givescrgs in her request of what type of
change it is the system should use these clues to direct at@gde correctly. For example, if
the user says “change the meeting on Friday to Monday” thesyshould draw the conclusion
that this is a change of date as the user is giving a new datelamgje the date of the booking.
However if the user says “reschedule the meeting on Fridag’system needs to find out what
changes the user wants to perform and find out the necesdargnation e.g., a new date or a
new time. The user also has the possibility of changing Huothdate and the time of a booking
which will result in two different device actiorGhangeTime andChangeDate.

The goto plan makes it possible to navigate the graphical calendguimping forward and
backward between months or go to a specific date or month ioaleadar. If the user requests
the system to go to a specific date the device actombDate will be activated. In the case the
user wants to go to another month theToMonth action will apply. Otherwise, if the user does
not specify date nor month (e.g., by saying just “jump in takendar”) the system will ask for a
date and apply the GoToDate action when the date has beefiegppey the user.
Thechangelanguageplan enables the language switch explained in the sectiomudtilingual-
ity. This plan will get activated on user initiative with nagsts such as “Change the language”.
To be able to perform a language switch the system minima&éds to find out what language
to switch to. This corresponds to the constriiraiout(?x.languagef)). Thechangelanguage
construct on the plan will trigger an update rule which clentheLANGUAGE variable in the
information state. This will then trigger a change of langeigesources such as grammars, ASR,
and TTS. Thelev_do(agenda,ChangeLanguage) construct forces the device resource to execute
the changelanguagecommand which sends an OAA solvable to the BorgAgent request
change of language in the graphical interface.
ACTION : changelanguage

findout(?x.languagek))
PLAN: | changelanguage

dev_do(agenda,ChangelLanguage)
POSTCOND: done(changelanguage)|| done(ChangeLanguage,failed])
The usageplan comes into action if the user asks for help explainirgubkage of the AEN-
DATALK application.

The last four plans on the list above correspond to user ggi@bout scheduled events. These
are the issue-oriented plans. The first one simply finds al#yts date by querying the device
resource. The next plan treats queries about the time of largpo
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ISSUE: ?x.time(X)

[ findout(?x.event.to_store(x))

bind(?x.date(x))

if date()

then [ dev_query(agenda,?time(.))

dev_query(agenda,?date())

I dev_query(agenda,?time(_))

It minimally needs the type of booking and the date of the lnapko query the device resource
for the time set for the booking. The date information is opél by using a bind construct. This
means that if the user provides this information it will bedigo look for the time of an event
the specified day. In the other case, the system will firstygtiez device (i.e. the calendar)
about the date of the user-specified event and then seartheftime. The time search is done
by querying the device with thdev_query(agenda,?time()) command. How a device query
works is described in the device resource section.

In the case the user wants to find out the date of a booking gtersyminimally needs to know
what type of eventitis. In the case the user supplies additioformation such as the time of the
event the device query will search with these conditionss bahaviour is captured Px.date(x)
plan. The last plan in the listx.bookings() takes care of user queries of what is scheduled a
certain date or time. It minimally needs the date but if therspplies additional information
such as a specific time or a part of the day (e.g., in the afternthe system will restrict its
search with these parameters. Again a query is sent to theedesource which makes use of
the database resource to convert the query into SQL andstha&rcalendar database shared with
the BORG Application.

Apart from these plans we have added commands to the degwerce that performs the device
actions and queries appearing in the plans by interactitigtive calendar database and the Borg
Agent as described in the following section.

PLAN:

else

Device Resource The device resource is the interface to the database resmtiecacting with
the SQL Prolog API Agent (see D5.1.2 [3]) and also the int&fto the BORG Agent. In
this resource, the (non-communicative) actions and gsi¢hiat the device will perform have
been defined, with associated arguments. In addition, enetdr executing the device actions
has been added. The device resource can execute 16 diféateoms performed as database
commands or OAA solvables sent to the BorgAgent.

actionAddEvent

actionDeleteEvent

actionDeleteAllEvents

actionChangeTime

actionChangeDate
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e actionGoToDate

e actionGoToMonth

e actionChangelLanguage
e actionStartCalendar

e actionColorEvent

e actionColorDay

e actionColorTime

e actionFlashEvent

e actionFlashDay

e actionFlashTime

e actionSetToDefault

In addition, it can execute 7 queries to the database or teadar resource.

query? xtime(x)

query?.xbookings(x)

guery? xtodaysdatek)

query? xdate(x)

guery? xdatetime(x)

gueryconsistentdate

querybooked

The device commands and queries are controlled partly fhaptan but also from the gener-
ation module to control the graphical interface for multohabfission. The plans in the domain
resource correspond here, in the device resource, to goahsacFor example, thBeleteEvent
plan in AGENDATALK's domain knowledge corresponds to the goal achefeteEvent defined
with its corresponding parameters as follows:

action( 'DeleteEvent’,[event_to_store, date]).
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In the device resource, the values of the device parametkizevget by taking the values of the
shared commitment propositions in the information stateARED/COMMITMENT, and interpret
them pragmatically. This is in order to handle dates in a nspexific way such as converting
the piece of informatiodate with the value ‘today’ into today’s date (e.gate(2006,12,25) ).
This is done using the calendar resource mentioned earlier.

The next step is to get the device to perform the current aaig., to delete an event, by first
getting all the values of the parameters needed to deletekirgpin the calendar database.
The information is then sent to the database agent.pénferm _commandfor the DeleteEvent
action realises the command and calls the database dgeitaseagendato alter the calendar
database and sends OAA solvables to the BORG calendar teeuppaagraphical interface.

In a similar way the device resource performs the actidaslEvent, DeleteAllEvents, Change-
Time and ChangeDate by interacting with the database resource. The actiGeSoDate, Go-
ToMonth, ChangeLanguage and StartCalendar do not alter the database but are performed by
sending OAA solvables to the BORG Agent which will then realthe corresponding action.
Theperform _commandfor the ChangeLanguage action exemplifies this:

perform_command( 'ChangeLanguage’):-
|

dev_get(language,Lang),
lang2borglang(Lang,BorgLang),
tkit_oaa:solve(change_language(BorgLang)).

We can see that theaANGUAGE variable needed will be picked up from the information state
with the dev_get method and converted into the format BORG has for languaggsd the
lang2borglang predicate) and thereafter the OAA solvablange_language will be sent using
TRINDIKIT OAA facilities. The Borg Agent will then force the BORG Cattar to switch GUI
language.

The other remaining actions on the list (e.g., ColorTime)tae ones controlling the colouring of
the graphical calendar interface used for multimodal fissidhese also interact with the BORG
Calendar via OAA as described in [8].

In the case of querying the schedule in the calendar databasdevice resourcewill take

a query and construct a command with the type of search andatinesponding parameters
needed to call thdatabaseagent. However, for some general queries we will calldhlendar
knowledgeresource. The seven queries enumerated above correspowerifying if a date

is consistent using the calendar knowledge resource, tsagrthe calendar database for what
bookings are scheduled a certain date or time, searchingptiadase for the time scheduled for
an event, searching the database for the date of a bookid@mdiout if the user is booked to be
able to inform of scheduling conflicts and finally querying ttalendar knowledge resource of
today’s date. An example of how such a query is performedhigidase querying the database
for the time of a booking) can be found below:

perform_query(time(Time),time(Time)):-
!1
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dev_get(event_to_store, E),

dev_get(date, D),

date2dbdate(D,DBDate),

database_agenda:selectDB(_Table,time,set([text=E,ap pt_date>>DBDate]),
appt_date=[DateTime|Rest]),

(DateTime == empty, Time = empty

dbdate2datetime(DateTime,Date, Time)).

The query is performed by getting the type of booking and #ie ¢and converting the date to
the specific calendar database format usingddie2dbdate predicate) and thereafter call the
databaseresource (i.e., the SQL Prolog API) with teelectDBcommand to convert the query
into a SQL SELECT command. Finally, tidatabaseresource will call the MySQL database to
get the time for the booking at the given date. Again, a caiwarfrom the obtained database
date and time format is carried out to get @@ S time proposition (using thdbdate2datetime
predicate). In the case the system does not find any evenetldb& given date, the system will
inform of the absence of this data.

Database Resource The database used is a MySQL database holding the calerfoianation
that appears in the Graphical Interface. The database caltidbed either directly by using the
graphical interface BORG (e.g., delete an event by selgdtiand deleting it) or by using the
dialogue system and managing the calendar via voice. CBarggeing from either source will
be reflected in the other mode.

We have developed a simple SQL interface written in Prologdionect AGENDATALK with
the MySQL calendar database. This interface is used to lgetalalter or query the graphical
calendar application’s database table. The SQL interfaloestProlog lists and constructs SQL
commands from these, calls the MySQL database and finallgtagrts an appropriate answer
in return.

The interface offers five basic functionalities:
e search for answers to queries

add items to the database

delete items from the database

count number of items having certain values

update values of items in the database

The database agent is described in more detail in D5.1.25&¢eProlog API) [3].

Information structure Module and Multimodal Fission Modul e In order to enable a flexible
system behaviour with regard to content reduction and mathaation, two new modules have
been added to AENDATALK : an Information Structure module and dMultimodal Fission
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module. Thdnformation Structure module operates on the output given by Sedectmodule,
that is, on the next moves, and their contents, to be genkbgtéhe system. Thiaformation
Structure module determines the information structure of these maveents, dividing the
pieces of content into focus (the “new”, informative pad,explained above) and ground (the
backgrounded, already known part, as also explained above)

The Multimodal Fission module operates on the information structure-determiredents
given by the Information Structure module. Based on a nurobewntextual factors, this Fission
module determines whether a content reduced contribugitmbe realised, that is, whether just
the focus or both focus and ground are to be realised. It asarmines media allocation, that
is, which parts of the contribution are to be realised in thiglality.

The Generation module has also been modified to handle information stractieces of con-
tent marked as focus and to be realised using speech, arenapmed to an SSML tag giving
emphasis (see example (19) below).

These three modules are described in detail in [9].

Dialogue examples

The following illustrative example dialogues from intetiaas with AGENDATALK shows the
multimodal and multilingual behaviour and some functidyadf the application.

Example interaction 1 The following dialogue shows the multimodal fission behaviof
AGENDATALK and some simple reference resolution.

(29) UsR> i want to add a dinner next Friday at seven pm
Sys> Do you want to take down: dinner Friday the 1st of Decembe®at 1
Usr> Correct
Sys> Scheduled
Booking appears on screen highlighted
Sys> What do you want to do?
Usr> What time is the dinner next Friday?
Sys> The dinner is akemphasis 19 </emphasis

The content word with the time of the dinner is blinking on sbeeen, the dinner
event is highlighted and the TTS puts emphasis on the timg G8ML

UsrR> Am i booked at seven pm next Friday?
Sys> You have a<emphasis- dinner</emphasis- that time.

The content word with the event is blinking on the screentitieis highlighted and
the TTS puts emphasis on the event using SSML

Sys> What do you want to do?
Usr> Change the time of it to eight pm
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The system changes the time of the last considered boo&inthe dinner the 1st of
December

Sys> Rescheduled

Example interaction 2 This example dialogue shows both topic and language switBleEN-
DATALK as well as how multimodal input can be intertwined in theafjale.

(20)

Srs> What do you want to do?
Usr> i want to add a booking
Sys> What kind of booking?
UsRrR> a meeting
Sys> OK. What date?
UsR> [clicks on a date (Dec 10)]
Sys> What time is the meeting?
Usr> am i booked at ten am?
Sys> you have no bookings at that time
Sys> So. What time is the meeting?
Usr> Switch to Swedish
System switches language and switches the language ofléredea interface
Sys> OK. Vilken tid ar motet?
Eng. OK. What time is the meeting?
Usr> Klockan 9 pa morgonen
Eng. At9 am
Sys> Vill du lagga till: mote den tionde december klockan 97?
Eng. Do you want to add: meeting the tenth of december at 9 am?
UsRr> jajamen
Eng. yes
Sys> Scheduled
Usr> Byt sprak till engelska
Eng. Change language to English
System switches language and switches the language ofldredea interface
Sys> OK. What do you want to do?
UsR> Delete the meeting [clicks on the 10th of December]

The system deletes the meeting the specified day by the mtidk disappears from
the calendar screen

Sys> Deletion done
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2.3.5 DJ-GoDIS

The DJ-QDIS application is a multilingual multimodal interface to arPB®l player, where
the user can use a combination of spoken natural languagpanting gestures to create and
manipulate a playlist, play songs from the playlist, cohthee volume and query the music
database in different ways.

Two MP3 player systems have been developed in TALK, DAPES being one andAMMIE
[1] the other. The motivation for having two systems is thegyt explore different research
issues,SAMMIE the in-car domain and multimodal output strategies, amdhgrdssues, and
DJ-GoDIS notably the in-home domain, the integration of multimagiaind multilinguality,
and multimodal menu-based dialogue.

Scenario

In the following scenario, the user wants to listen to somsimu

(21) Usr> Play Massive Attack
Sys> OK. What song do you mean?
Usr> What songs do | have?
Sys> Angel, Sly and Teardrop.
Sys> Returning to playing a song, which song do you want to play?
UsRrR> Teardrop
Music starts playing
Usr> Add Sly to the playlist too
Sys> Okay. | have added a song to the playlist.

Infrastructure

The application uses thed®1S dialogue manager and th& NDIK T4 dialogue system toolkit
and consists of a collective of OAA agents organized as in¢igu6. The Controller agent, DME
agent and the MMD, ASR and TTS agents are Trindikit agentscliwtommunicate using the
TRINDIKIT4 OAA API described in TALK deliverable D5.1.2 [3].

e The controller agent coordinates the different modules agehts by executing a set of
serial control algorithms in parallel.

e The timeout agent is used by the controller to determine vihemiser’s turn is over.

e The DME agent holds the total information state (T1S) anddbre dialogue management
modules, update and select, as well as interpretation amerggon modules.

e The actual interpretation and generation is done by the @&atagvhich is called over
OAA by the interpretation and generation modules.
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e The DynGUI input/output module agent is used to dynamicadlyder graphical menus
which can be used for graphical input.

e The ASR module agent continuously listens for input andesrthe recognized result to
TIS.

e The TTS module agent reads output from TIS and synthesizssspeech, when called
from the controller.

e The MP3 GUI agent displays a graphical representation afedola songs and the current
playlist as two lists, and offers the possibility for the use make graphical input by
clicking on the list items. It also eavesdrops on the commaaht to the MP3 player
agent and updates its playlist representation whenevdeeare MP3 player solvable is
called.

e The MP3 player agent plays music files.

Controller
agent

DynGui

/ DME agent \

update | | select interpret | | generate GF
ASR module] module] | module || module Agent

Timeout
agent

/

TIS
RIVS || MIVs |

MP3

IS |
_see
[
=EeEs -
A

Figure 2.6: DJ-®DIS system as a collective of agents

o

Research issues addressed

DJ-GoDIS addresses the following TALK research issues:
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Integrated approach to multilinguality and multimodality By deploying multimodal (and
multilingual) GF grammars, DJ-@DIS demonstrates the integrated approach to multimodality
and multilinguality described in Section 2.2 as well as inZi[15] and D1.5 [14].

Multimodal menu-based dialogue DJ-GoDIS demonstrates the MMD approach to multi-
modal dialogue management, as described in Section 2.d.R211 [18].

Dynamic reconfiguration DJ-GoDIS demonstrates implicit application switching and offline
plug-and-play, as described in D2.2 [19]. The DM®BS and ®DIS-DELUX applications have
been implemented independently and no knowledge of the afh@ication is hard-coded into
grammars or resources. Nevertheless, they can be run ameolisly with a seamless interface
presented to the user.

Asynchronous multimodal dialogue management DJ-GoDI1S makes use of the asynchronous
capabilities of RINDIKIT4 as described in D5.1.2 [3] to enable multimodal barge-ohiaare-
mental interpretation.

Functionality

MP3 players are generally controlled via some sort of messet graphical interface. The DJ-
GoDIS system can be seen as a testbed for the concept of Multinvtetal-based Dialogue
(MMD), where graphical as well as spoken output is generatpdrallel from the same abstract
representation, and spoken and graphical input can be oeehini, and parsed as, one utterance.
One of the ideas behind MMD is that the user can choose at mrgyduring the dialogue what
modality/ies to use. The generic DynGUI displays dynanyaaindered GUI components which
are used to perform graphical input. In DBDBIS there is also a more traditional application-
specific graphical interface showing the songs in the mdgliarly and songs in the playlist.

The following functionality is supported by DJd@BR1S, and can be accessed using spoken input,
graphical input or a combination of the two:

e add a song to the playlist

e delete a song from the playlist
e clear the playlist

¢ shuffle the playlist

e play the current song

e stop playing

e play a specific song
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e control volume

e ask about available songs and artists

Multilinguality

DJ-GoDIS can be used in English and Swedish. The GF grammars usedtéopretation
and generation are described in Section 2.2.5. For ASR thtersyuses English and Swedish
recognition grammars generated from the correspondinficapipn GF user grammars. At any
time during the course of the dialogue the user can changeiaye.

Multimodality

In DJ-GoDIS graphical input can come from two sources. The user caeraititk on dynam-
ically generated buttons in the DynGUI or click on songs i Bh-GoDI1S GUI (see figure 2.7
for the MP3 GUI). In both cases the input method is the sangeagient in question appends the
string representation of he input to thePUT_BUFFER TIS variable. Speech and GUI interaction
may also be combined in a single utterance.

The system output modalities are speech and graphicaloatpynGUI and in the DJ-GDIS
GUL.

MP3GUI

Media Library

Eeborn Eeton - Another World *|Madonna - Like A Prayer
Eeborn Eeton - Deeper Than The Usual Feeling | |Massive Attack - Teardrop
Clash - London Calling Pixies - Debaser

Clash - Should | 5tay Or Should | Go
Covenant - Dead Stars

Covenant - Figurehead

Covenant - Leviathan

Covenant - Like Tears In Rain
Covenant - Stalker

Creeps - Oh I Like It

Cure - Friday Im In Love

Eagle Eye Cherry - Save Tonight
Enigma - Sadness

Europe - The Final Countdown -
kGarhauE - | Think Im Paranoid l

Figure 2.7: The DJ-GDIS MP3 GUI
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Implementation of application specific resources

The application specific part of DJ@R1S consists of three RINDIKIT resources and the ap-
plication grammars described in section 2.2.5. The domesource contains the DJaBI1S
plan library and the domain ontology. The database deveeuree contains information about
the currently available songs. The player device resosgrased to communicate with the actual
mp3 player, which is a separate OAA agent.

Domain Resource The DJ-GDIS plan library consists of dialogue plans corresponding to
the tasks listed in figure 2.8, which also describes the fubieal menu structure of the plan

library.
Hierarchically ordered tasks:

— Top level plan

— Playback control
— Play current song in playlist
— Play a specific song in playlist
— Stop

Fast forward

Rewind

Control volume

— Turn volume up

— Turn volume down

— Playlist manipulation
— Add song to playlist
— Clear playlist
— Delete song from playlist
— Shuffle playlist

Tasks outside menu structure:

— Next song

— Previous song

— Query what songs are available by a specific artist
— Query what artist made a specific song

— Basic help

Figure 2.8: DJ-@DIS dialogue plans
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An advantage of the MMD approach as that the hierarchicarord of domain functionality

enables naive users to get an overview of the system cdjehilvhile GOD1S accommodation

enables expert users to address subtasks of the menu sgrdicctly. We show five of the plans
below, each one showing different aspects oS functionality.

The top level plan, which is executed at startup, looks devid:

ACTION : top
forgetall
PLAN: raise(?x.action(x))
' findout({ ?action(control_playback), })
?action(manageplaylist)

POSTCOND: false

First the system raises the question “What can | do for yolifi& idea of starting with an open
guestion is to not force the user to navigate the menu streidtahe does not want to. However,
if the initial question is left unanswered by the user, thetem will ask the alternative question
“Do you want to control playback or manage the playlist”. Suestion is what makes the top
level plan act as the topmost node of the task hierarchy, eme $s postconditiorfialse will
never be true, the top level plan will be reraised wheneveyRRIVATE/PLAN IS field becomes
empty.

Themanageplaylist plan is a typical example of a menu node plan. Its only purposeguide
the user through the menu hierarchy, listing the possilalgligk manipulation actions in the form
of the alternative question: “Do you want to add a song to taglist, delete a song from the
playlist, clear the playlist or shuffle the playlist?”

ACTION : manageplaylist
?action(playlist add),
?action(playlistdelete),
?action(playlist clear),
?action(playlist.shuffle)
POSTCOND: done(playlistadd) || done(playlistdelete)|| done(playlistclear) || done(playlist shuffle)

The four different alternative postconditionsmiinageplaylist are those associated with the
actions listed as alternatives in the alternative quesiitie consequence is that when the system
has executed one of the subtasks, it has also executedkth@ge playlist task.

Theplay plan is an example of a simple action plan which communiocatttsa device. When
executing the plan, ®lay’ command is sent to the player device.

ACTION : play
PLAN:[ dev_do(player,Play)
POSTCOND: done('Play’)

Theplaylist_add plan is a more complex plan which involves communicatiovibth devices.
First, the user is asked what song title and artist she waratdd to the playlist. Domain specific
inference rules will ensure that if the song title is knowng dhere is only one matching artist,
the system will not raise the artist issue. This also worka aorresponding way if the artist is
known.

After figuring out song and artist, the system queries thalztege device for the path to the music
file in question. If the path is known, it sends tRéaylistAdd’ command to the player device,

PLAN: | findout( )
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which then puts the file last in the current playlist. If thetps not known, i.e., the file does not
exist, the system reports failure and clears informatiayuabong title and artist.

ACTION : playlistadd

[ findout(?x.songto_add(x))
findout(?x.artist to_add(x))

if artistto_add@)

then [ dev_set(dbase,artist,a)

if songto_addg)
then [ dev_set(dbase,song,s)
PLAN: dev_query(dbase, ?x.path(x))
if path()
then [ dev_do(player,PlaylistAdd)
[ if artistto_add@)
if songto_addg)
else then report(playlist_add,failed(notexist(a, S)))
then | forget(artist_to_add(.))
i forget(song_to_add(.))
PosTCOND: done('PlaylistAdd’) || status(playlistadd,failed() )

The ?x.available_song) plan is used for querying the application about which somgsw@ail-
able by a certain artist. If the artist is not known from thatext, the system will ask the user
what artist she wants to search for. When the answer to tist iague is known, the system will
guery the music database device for all available songs éwaitist. The device will return a
resolving answer and the system will provide the answerdaiter.

ISSUE: ?x.available_song)

findout(?y.artist_available_song))
dev_queryAll(dbase,?x.available_song))

PLAN:

Player Device Resource The player device serves as the connection between the dghaais
and the actual MP3 player JLGuiAgent, described in delbier®5.1.2 [3]. The device func-
tionality can be divided into a set of device queries, used#éting information from the device,
and a set of device actions, used for changing the state afaviee. The execution of device
gueries and actions can depend on the content ofsheRED/COM and PRIVATE/BEL fields,
which store the shared commitments and (system’s) privaltefb, respectively.

The player device queries are:

e ?x.usagek) — get general help

item_to_play_is_in_playlist — find out whether the song to play is already in the playlist

item_to_play_is_in_playlist — find out whether the song to delete is in the playlist

?x.index_to_play(x) — find out where in the playlist the song to play is

?x.index_to_deletef) — find out where in the playlist the song to delete is
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e ?Xxplaylist_item(x) — given a path, find out song title and artist
The player device actions are:

e Play — starts playing the current playlist from its current pasit

e Pause — pauses playback

e Playltem — plays a specific song number in the playlist

e FF — fast forward

e Rew —rewind

e Next — plays next song

e Previous — plays previous song

e IncreaseVol — increases the volume

e DecreaseVol — decreases the volume

e PlaylistAdd — adds a song to the playlist

e PlaylistDelete — deletes a song from the playlist

e PlaylistClear — clears the playlist

e PlaylistShuffle — shuffles the playlist

Music Database Device Resource The music database device holds information about what
songs are available. Its only device action is the following

e ReadMusicDB — scans a pre-specified directory for MP3 files and adds posisining
their full path, artist name and song title to the database.

The device queries are:

e ?x.path(x) —find out the directory path of a song
e ?x.available.song) — find out whether a certain song is available, given an aréiste

e ?x.available_artist(x) — find out whether a certain artist is available, given a samga
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Dialogue examples

Example interaction 1 The following example dialogue (22) shows how a naive user ca
navigate through the menu structure using speech only.

(22)

Srs> Hello.
Sys> Let's see. What can | do for you?

Sys> Do you want to control playback or manage the playlig2ynGUI displays
two buttons, one with the text “control playback” and the @tlwvith the text “manage
the playlist”)

Usr> manage the playlist

Sys> Okay. Let’s see. Do you want to add a song to the playlisttdelesong from
the playlist, clear the playlist or shuffle the playlis(@ynGUI displays four buttons,
one for each alternative)

UsRrR> add a song to the playlist

Sys> Okay. Let's see. Which song do you want to ad@ynGUI displays the text
“Which song do you want to add?” and a text input field)

UsRr> london calling by the clash

Sys> Okay. | have added a song to the playligiThe song London Calling by the
Clash appears on the MP3 Gui playlist)

Example interaction 2 The next example (23) shows how the user can accomplish the sa
thing using graphical input.

(23)

Svs> What can | do for you?

Sys> Do you want to handle the player or manage the playli@ynGuUI displays
two buttons, one with the text “control playback” and the @tlwvith the text “manage
the playlist”)

Usr> (clicks on the“manage the playlist™-button )

Sys> Okay. Let's see. Do you want to add a song to the playlisttdelesong from
the playlist, clear the playlist or shuffle the playlis(@ynGUI displays four buttons,
one for each alternative)

UsRr> (User clicks on the*add a song to the playlist’-button )

Sys> Okay. Let's see. Which song do you want to ad@ynGUI displays the text
“Which song do you want to add?” and a text input field)

UsrR> (User clicks on the song “Clash - Should | Stay Or Should | Gothe MP3
GUI)

Sys> Okay. | have added a song to the playligiThe song London Calling by the
Clash appears on the MP3 Gui playlist)
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Example interaction 3 The next example (24) shows an example of a multimodal user-ut
ance. It also shows an example 0dbBIS grounding. Since graphical input is assumed to be
perfectly recognized, the system will only ask a check-jaesegarding the spoken part of the
utterance:

(24) Srs> Hello.
Usr> add this (low recognition scordxlicks on “Ace Of Base - All That She
Wants” in the MP3 Gui)
Sys> Okay. You want to add a song to the playlistfDynGUI displays the text
“You want to add a song to the playlist?”, a “yes” button and ad” button)
Usr> (clicks on the DynGUI “yes” button)
Sys> Okay. | have added a song to the playligfThe song All That She Wants by
Ace Of Base appears on the MP3 Gui playlist)

Example interaction 4 The following two dialogues are examples of dialogue withtiple
applications (see section 2.1.2 and deliverable D2.2 )]18} addition to DJ-@®DIS, the user
here interacts with the @D1S-DEL UX application described in section 2.3.6.

Example dialogue (25) shows an example of a multidomairrant® involving two indepen-
dent tasks. Note that the tasks are specified in separateiroesaurce files which have no
knowledge of each other. The two domains are glued togethardombined GF grammar, as
described in section 2.2.5.

(25) UsRr> clear the playlist and turn on the light in the kitchen
Sys> Okay. | have cleared the playlis{The MP3 Gui playlist is cleared)
Sys> Okay. | have turned on the light(The kitchen light is turned on)

Example interaction 5 In example dialogue (26) the user switches to theDES-DEL UX
application and engages in a dialogue about turning ondigidtead of answering a system
guestion. When the light has been turned on, the systensesrgéie pending question of what
song to add. Instead of answering the question the user lasl®tinter-question “What songs
are available?”. Since the artist issue has already be@tvegsfor the Play-task, the system
infers that the user wants to know about Madonna songs andeasnishe question. Finally the
user selects one of the Madonna songs by clicking in the DyinGU

(26) UsrR> play madonna

Sys> Okay. Let's see. Which song do you want to plgi?ynGUI displays the text
“Which song do you want to play?” and a text input field)

UsRr> turn on the light in the living room

Sys> Okay. Let's see. Which lamp do you mear(®ynGUI displays the text
“Which lamp do you mean?” and a text input field)

UsRr> the ceiling lamp
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Sys> | have turned on the ligh{The living room ceiling light is turned on)

Sys> So. Let's see. Which song do you want to plafZynGUI displays the text
“Which song do you want to play?” and a text input field)

UsRrR> which songs are available

Sys> Like a Prayer. Lucky Star. Material GirDynGUI displays three buttons,
one for each song name)

UsR> User clicks on the “material girl” button

Sys> Okay. (Material Girl by Madonna shows up on the MP3 Gui playlist and
starts playing)

2.3.6 GODIS-DELUX

GoDIS-DELUX is a GoDIS application for the in-home domain. The application lets gon-
trol the lights in a house and ask about the status of a spéauifip (if it is on or off) or ask, in
general, which lamps are on or off. A lamp can also have a dinatt@ched and this means that
you can also dim or turn up the light on that lamp.

Scenario

27) User is late for work, in a hurry, and just about to leave theibe.
U: Turn off all lights
All lights in the house are turned off
Later that night the user arrives home from work carrying agboth hands.
U: Turn on the hall light and living room light
The hall light and living room light is turned on

User puts down his bags, walks into the living-room, sitsimow the sofa and turns
onthe TV

U: Dim the lights

Living-room lights are dimmed
U: Is the hall light on?

S: Yes, itis on.

U: turn it off

Infrastructure

The application uses thed®1S dialogue manager and th& NDIK T4 dialogue system toolkit
and consists of a collective of OAA agents organized as indi@O. The Controller agent, DME
agent and the MMD, ASR and TTS agents araNDIKIT agents, which communicate using the
TRINDIKIT4 OAA API described in D5.1.2 [3]
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e The controller agent coordinates the different modules agehts by executing a set of
serial control algorithms in parallel.

e The timeout agent is used by the controller to determine vihemiser’s turn is over.

e The DME agent holds the total information state (T1S) andcthre dialogue management
modules, update and select, as well as interpretation ametrggon modules.

e The actual interpretation and generation is done by the Gatagvhich is called over
OAA by the interpretation and generation modules.

e The DynGUI input/output module agent is used to dynamicadlyder graphical menus
which can be used for graphical input.

e The ASR module agent continuously listens for input andegrthe recognized result to
TIS.

e The TTS module agent reads output from TIS and synthesizssspeech, when called
from the controller.

e The GoDIS-DELUX GUI agent displays a schematic map of the house showing eaqgh |
in its specified location. According to the user actions thdl G modified to reflect the
current status of each lamp in the house.

Research issues addressed

Dynamic reconfiguration GoODIS-DELUX demonstrates implicit application switching and
offline plug-and-play, as described in D2.2 [19]. The D3f3S and ®DIS-DELUX applica-
tions have been implemented independently and no knowlefitee other application is hard-
coded into grammars or resources. Nevertheless, they camIsamultaneously with a seamless
interface presented to the user.

Integrated approach to multilinguality and multimodality By deploying multimodal (and
multilingual) GF grammars, GDIS-DELUX demonstrates the integrated approach to multi-
modality and multilinguality described in Section 2.2 adhas in D1.2b [15] and D1.5 [14].

Multimodal menu-based dialogue GoDIS-DELuUX demonstrates the MMD approach to mul-
timodal dialogue management, as described in Section @t D2.1 [18].

Asynchronous multimodal dialogue management GoDIS-DELUX makes use of the asyn-
chronous capabilities of RINDIKIT4 as described in D5.1.2 [3] to enable multimodal barge-in
and incremental interpretation.
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Figure 2.9: ®DIS-DELUX system as a collective of agents
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Functionality

The GoDI1S-DELUX application offers the following functionality. The useatians are:

e Turn on one or several lights. ("turn on all lights in the tigiroom”)
e Turn off one or several lights. ("turn off the kitchen light”
e Dim the light on one or several lamps. ("dim the living roomht”)

e Turn up the light on one or several lamps. ("turn up the liviagm light”)

The issues that can be raised by the user are:

e Ask if a specific lamp is on. ("is the bedroom ceiling lamp on”)
e Ask if a specific lamp is off. ("is the kitchen light off”)
e Ask which lights are on. ("which lights are on in the bedrogm”

e Ask which lights are off. ("which lights are off”)

Multilinguality

GoDIS-DELUX supports interaction in English and Swedish. GF grammarsised for both

parsing and generation. The GF grammars faDES-DELUX are described in Section 2.2.6.
The speech recognition grammars are automatically gestefiadim GF. At any time during the
dialogue the user can switch language using buttons in thdythamic GUI (see Section 2.1.2).

Multimodality

GoDIS-DELUX implements the MMD approach to multimodality described act®n 2.1.2,
and uses the DynGUI (see Section 2.1.2) for graphical masedinteraction. It also has an
application-specific GUI.

The user can provide input to the application via either th#S3r using speech. The output
modalities are speech together with graphical output ifGbks. The application is connected
to the GUIs via an OAA agent. Thedb1S-DELuUX GUI graphically shows each lamp and its
location in the house. Thed@®IS-DELuUX GUI is shown in Figure 2.10.

Implementation of resources

Domain resource In GoDIS-DELUX there are nine domain plans which are arranged in a
very flat menu structure (with a depth of only two). There i® d@aplevel plan for selecting
which subtask to engage in; four plans dealing with actians, four plans dealing with issues.
The action plans are:
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-DeLux House
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Figure 2.10: ®DI1S-DELUX GUI

e turn _on_light
e turn _off_light
e dim_light

e undim_light
The plans for dealing with issues are:

e ?x.light_on(x)
o ?x.light_off(x)
e ?light_statuson

e ?light_status off

What the plans achieve is fairly easily understood fromrthemes, and we will only include de-
tailed descriptions of two of the plans, namely, the thoseesponding to the actidarn _on_light
and the issu@x.light_off(x).

In all action plans it is possible to specify several lampsoams by saying “all lamps” or “all
rooms”, e.g., “turn on all lamps in the bedroom” or just “@htps” as answer to the question
“Which lamp do you want to turn on”.

First, we look at the plan corresponding to the actienm _on_light®:

8This dialogue plan has been slightly edited for easier cetmpnsion.
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ACTION : turn.on_light
[ findout(?x.room_turn _on(x))
findout(?x.lamp_turn _on(x))
dev_queryAll(device_database,?x.deviceturn _on(x))
forall_dev_query(?x.light _off(x))
forall_dev_query(?x.dimmer_on(x))
if —~device()
then | report(turn_on_light,failed(—3x.device)))

if =light _off(_) and—dimmer_on(_)
else | then | report(turn_on_lightfailed(all lights_on))
I else | forall_dev_do(TurnOnLight)
POSTCOND: done(TurnOnLight) || status(failed())

Two findout actions is used to get the information regarding room andlawsition needed

to perform the action. Theev_queryAll action queries the database device to find the relevant
sockets for the devices which should be turned on, basedespécified room and lamp. If
successful, the result of this query is the addition to th&tesy’s private beliefs of a set of
propositiongdevice) whered is a device socket.

Next, to check for possible problems and informing the usénese (e.q if the lights are already
on, or if the specified lamp does not exist in the specifiedtiong, the plan first queries each de-
vice fulfilling the given constraints on room and lamp pasitiforall_dev_query(?x.light_off(x))
andforall_dev_query(?x.dimmer_on(x)) for their status and then, using conditionals, an appropri-
ate action is taken.

If no lamp fulfilling the given constraints exists, the systeeports this, using:

PLAN:

report(turn_on_light,—3x.device())

If all specified lights are already on it reports thisport(turn_on_light, failed(all _lights_on)))
otherwise it tells each lamp device fulfilling the consttaito perform thelurnOnLight action
(forall_dev_do('TurnOnLight’)).

The postconditions are used to check whether an action sidened done. In this case this is
true either when the action has been performed or when thersyss reported a reason for not
performing the action (thus adding a proposition indiggstatusto the shared commitments).
The plan shown next corresponds to the isaukght _off(x) which would be activated if the user
e.g., asked the question "Which lamps are off in the livingmd®.

9This dialogue plan has been slightly edited for easier cetmgnsion.
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ISSUE : ?X.light _off(X)
bind(?x.room_light _off(x))
bind(?x.lamp_light _off(x))
dev_queryAll(device_database,?x.devicelight _off(x))
if —~device()
then | assume(—3x.devicelight_off(x))

forall_dev_query(?x.light _off(x))
else | if— light_off(.)
i then | assume(—3x light_off(x) )
First, two bind actions are used to get optional information from the usérthd questions
?x.room_light _off(x) or ?x.lamp_light__off(x) are addressed in the user utterance the answer will
be integrated with the question and stored among the sharethitments. If not addressed, the
two bind actions will be popped off the plan. As opposeditdout actions bind actions are not
actively performed by the system, i.e., they are not redleggask moves.
Then, as for the platurn _on_light, the dev_queryAll action queries the database device to find
the relevant sockets, with possible restriction to a spetifoom or lamp.
Then, if there are nalevice() propositions in private beliefs (the database query foradev
sockets returned an empty answer), the system assumegithigtlhiecause there exists no such
lamp; this will eventually be gives as the answer to the user.

If there aredevice() propositions among the private beliefs, the system quatiésmp devices

to get their status. This information is stored as a set op@stions in the system'’s private
beliefs. All propositiondight _off(d) stored in private beliefs together with the unresolvedassu
?x.light_off(x) will eventually trigger the system to perform answer move. If none of the
lamps are off, the system answers by saying this, otherwigeswers by enumerating all lamps
that are off.

Plans dealing with issues have no postconditions. Instesdes are considered resolved when
an answer to the raised issue exists in the shared commgment

PLAN:

Device resource Each specific lamp in the house is connected to a socket, ahdseaket is
controlled by a lamp device. In this implementation there sgven lamps and thus also seven
lamp devices. Each lamp device holds information about e s (on/off, dimmed etc.) of the
lamp.

Each lamp device can execute the following actions perfdrageOAA solvables:

e action TurnOnLight
e action TurnOffLight
e action DimLight

e action UndimLight
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Each lamp device can also execute 7 different queries whechsed to find out e.g., if the lamp
is on, if the dimmer is on, if it is already dimmed as much asait be etc. These queries are
called from within plans to get the information needed todeon an appropriate action to take.

The database device is mainly an interface to the databasd¢sbuwsed by the GDIS Dialogue
Move Engine to compute inference. An example from tl@DES-DEL UX application would be

if a user says “turn on the light in the kitchen”. Accordingth@ database only one lamp exists
in the kitchen and therefore the system can infer that thistioe the lamp the user wants to turn
on. Therefore the system can omit the question regardinghwliamp to turn on and instead,
without asking, turn on the lamp. Another example would biéf user made a request to dim
the light in a room where only one lamp has a dimmer attachede Hhere is no need to ask the
user to specify which lamp she wants to dim.

Database resource The specification of which lamps exist and their locationhia house is
made in a prolog database. Each lamp device is also connecéesbcket. The database is also
used as input to the @1S-DELuUX GUI agent.

Dialogue examples

We now give sample interactions with theoBI1S-DEL ux application.

Example interaction 1 In this interaction we see how the system uses inferencertpuote
which lamp to turn on after the user has answered “kitchethéogquestion “In which room do
you mean” (only one lamp exists in the kitchen). Due to thtokes not need to ask the question
“Which lamp do you mean”. This is also the case when the us&ema request to dim the light
in the living room. The only lamp that has a dimmer attachatesceiling lamp so the question
regarding which lamp to turn on can be omitted.

(28) S: What can | do for you?
U: turn on the light
: Okay. Let’s see. In which room do you mean?
: the kitchen
: Okay. | have turned on the light.
: Returning to restart. What can i do for you?
: turn on the livingroom light
: Okay. Let’s see. Which lamp do you mean?
: the ceiling lamp
: Okay. | have turned on the light.
: Returning to restart. What can i do for you?
: which ceiling lamps are on
: The kitchen ceiling lamp. The livingroom ceiling lamp.

ncCcuouwtunuwucCcununcCcumvwtmwcow
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U: dim the livingroom light

S: Okay. | have dimmed the light.
U: turn off all lights in all rooms

S: Okay. | have turned off the light.

Example interaction 2 In this interaction we see how the system reports a reasondor
performing the requested action. In this case it is becawse s no floor lamp located in the
kitchen. We also see how the system decides to give intdivegaedback to ground the user
utterance “the desktop lamp” which has got a low recognisicore (indicated by 0.3).

(29) S: What can | do for you?
U: turn on the kitchen floor lamp

S: Okay. Let’s see. | failed to turn on the light because tier® such lamp in the
room

: Returning to restart. What can i do for you?
: turn on the bedroom light

: Okay. Let’s see. Which lamp do you mean?
: the desktop lamp 0.3

: You mean the desktop lamp, is that correct?
' yes

: Okay. | have turned on the light.

: Returning to restart. What can i do for you?
- dim the bedroom light

: Okay. | have dimmed the light.

: Returning to restart. What can i do for you?
- is the hall light off

: The light is off.

nCcCcouwsumwCcuw€umwcCcumcCcumwcowmw

2.4 Conclusion

This chapter has addressed the issue of multimodality artlimguality in GoDIS, focusing

in particular on a unified approach to multimodality and ntialguality using GF, and on the
development of GDIS applications that offer practical solutions to theowdtissues of multi-
modality and multilinguality.

We have shown how dialogue management can be straightidignaatapted in an information-
state-based system to handle both multimodality and rmgtiality. For GDIS this has in-
volved extensions to and modifications of the informati@testthe update rules, and the overall
system architecture and control. The highly modular aechitre of ®DIS has greatly facili-
tated the incorporation of new modalities and languages.
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The technique of MMD (Multimodal Menu-Based Dialogue), W@y an existing graphical
interface for some device is converted into dialogue plansaDIS, has been shown to create
useful and natural multimodal dialogue, allowing commatimn in both speech and graphics
— separately or simultaneously — withoB1S offering its full range of flexible and advanced
dialogue management capabilities also for multimodatadion. MMD is incorporated in three
of the GoDIS applications showcased: DJ0BIS, GOTGoDIS, and ®DIS-DELUX.

The ISU approach and the modularity obB1S also give clear advantages for multilinguality,
both at the development stage, where only clearly sepalatgdage-specific components need
to be modified, and at run-time, when the separation of lagenspecific information from other
parts of the system make it possible to change language® imitidle of a task, maintaining
the information state as it were before the language chaAgewve have shown, no extensive
modifications of dialogue management are needed for thegiwel of new languages in@dbIS.
We have provided two different ways of achieving languagenge in G®DIS applications:
using speech in the middle of a dialogue IBBNDATALK, and by clicking a check box in the
DynGUI for DJ-GoDIS, GoTGoDIS, and ®DIS-DELUX.

Grammar development using GF has made use of the separ&tanstoact syntax from con-
crete syntax, where an abstract syntax has been relateddambkdifferent concrete syntaxes,
each concrete syntax corresponding either to a languageodality. The unification of multi-
modality and multilinguality in ®@D1S/GF has thus been approached in a very direct and explicit
way, with the same underlying representations connecttig different languages and different
modalities.

The grammar work has involved an application-independautiimgual and multimodal re-
source grammar containing all contributions in common lher applications. The rapid devel-
opment of this grammar has been enabled through the alreagsting GF Resource Grammar
Library, currently available in eleven languages, of wisolfar at most seven has been used for
a GoDIS application.

In addition to this common grammar, a number of differentli@pgion-specific grammars have
been implemented for all the applications, handling théi@aars of each application. Detailed
descriptions of the applications themselves, includimythrecise multimodal and multilingual
behaviour, and the interactions they allow, give practicabf of the feasibility of the theoretical
issues involved in the unification of multimodality and nilutguality in the in-home domain.
Implementational specifications are further given in ApprmA, separated into the grammars
that are developed, application by application, and akotklevant files for each application.
The integration of GF and the ISU-based@ S has provided a highly workable and productive
environment for rapid prototyping of dialogue applicasdar new domains and new languages,
using a unified approach to multimodality and multilingtyaliThe unified approach provides a
coherent, powerful, and flexible technique for interactiystems.
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Chapter 3

Multimodality and Multilinguality in the
Linguamatics Interaction Manager

3.1 Introduction

The primary focus of the Linguamatics Interaction Managetamain reconfigurability. In this
chapter we look at how multimodality is currently handledty Linguamatics Interaction Man-
ager, and explore the relationship between reconfigutahitid multimodality and multilingual-
ity, and how a uniform approach fits with this.

3.2 System Summary

The Linguamatics Interaction Manager is used to control dmsmachine communication. It
interprets speech or a mouse click, and responds by spedaj moviding a new graphical
display, or a combination of the two. The system is desigad&ethighly reconfigurable to enable
use in dynamic scenarios where the whole task or ontologtoatture, and the vocabulary can
change. This contrasts with more standard scenarios whertask and ontological structure
remain constant, and the only change is in the instantiaog, the contents of a database for a
flight booking database.

The home environment is a particularly good example of a shyagcenario. There is no fixed
set of rooms, or fixed set of devices. Over time, new devicdélsneed to be added, and new
applications or services. The system has been installdeeaddvantica Test House in Lough-
borough. It was configured for the 8 rooms in the house, ahk@dino a task manager to control
a number of home devices, including lights and blinds. Ldaggbugh University published the
results of a trial using the system which involved twentynearticipants. Users found the voice
activation clear, and useful. 81% of interactions achidiedyoal at the first attempt [6].
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3.3 Issues Addressed

The Linguamatics Interaction Manager takes a very stropgageh to reconfigurability, allow-
ing new applications and devices to be added, even at rum-fithe theoretical approach taken
combines Ontology-Based Dialogue with the Informationt&Stdpdate Approach. The main
focus of Linguamatics work is WP2, and the description ofltiteraction Manager is in Deliv-
erables D2.1 [18] and D2.2 [19]. In the next two sections wi facus on how multimodality
and multilinguality are treated in the system.

3.4 Multilinguality

Although multilinguality was not a focus of our work, we havade steps towards making the
Linguamatics Interaction Manager multilingual. Most oétknglish specific implementation
has been removed, although there are remnants, for examghe igeneration of definite de-
scriptions, both for output and for language models.

Two main approaches to multilinguality were considerede Titst was to treat multilinguality
as an instance of reconfigurability. To use a new languageneletely new ontology would
need to be provided, with new synonyms and preferred termsach concept. This approach
would have required relatively little change to the systether than the removal of the rem-
nants of English-specific implementation. However thisrapph would have some limitations.
Firstly, it does not allow any mixing of different languagesich could be useful, for example,
in providing multiple labels for terms on the same graphdiaplay. Secondly, it means that
ontologies for different languages can get out of step, Wwbauld cause maintenance problems
in the longer term.

The second approach, and the one which has been adoptedllievwdor preferred terms and
synonyms to be provided for more than one language. Thisn#asito the approach taken by
the W3C SKOS Core Vocabulary scheme for thesauri writtenDi 28], which provides an
optional language tag based on ISO-639-2 for synonyms agfdrped terms. There are some
scenarios however, where even this seems too limiting. ¥amele, we may want different
preferred terms for different purposes even though theuageg is the same. For example, “Sony
10789” may be appropriate for the shopkeeper, but “Sonyc32HDTV” may be more appro-
priate for the shopper. This indicates that we may want tth&rdistinguish preferred terms
according not only to language, but also for purpose.

3.5 Multimodality

The current approach to multimodal input in the Linguansaliteraction Manager is relatively
simple. For input, it assumes independent events via mecksabr via a spoken command.
Output is achieved either by speech synthesis, or by chgrthm graphical display, or most
commonly, using both modalities.
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There is a small amount of adaptation across modalitiegdicgpto which of the modalities are
available. For example, if speech synthesis is availabVe griority messages such as “Pardon”
are only provided in the spoken modality, and not also on tlaglgcal display. There is also
some adaptation of messages. For example, if both speedrapitics are available the system
will use the question “please give your name”. If the only ralist available is graphical, this is
changed to “please click on your name”.

All the modality settings which are described below can kenged by sending a message to the
system from another application. This may be useful if, faraple, the user is moving around

the house and sensors can detect that the user will not bécabée a screen from their new

position so will need a full set of options to be enumerated/dige. Changes to settings can

also be made by users themselves by using speech or by usingraescreen as part of a normal

interaction. This is achieved by including a “Settings” sntmlogy. For example, the leaf node

arrived at by traversing “Settings” then “Prompts” then fese” is associated with a command

to change the prompt setting to “Verbose”.

3.6 Speech Recognition

The system dynamically generates appropriate languagelsméat the speech recogniser ac-
cording to the ontology and the current Information Stateer€ are three settings: safe, default
and expressive. The default setting is currently equitdtethe expressive setting.

The safe setting is used in noisy environments. Languagei®ade restricted to only recognise
one of the currently available options, or escape optionk a8 “help” or “back to the top”. The
expressive setting not only includes the currently avélaiptions as defined by the Information
State, but also any concepts subsumed by the current omtcmasding to the ontology. This
allow users to skip many levels of interaction, for exampleshying “cinema booking” when
presented with the top-level menu items. The expressivagetiso includes a larger contextual
grammar if this is available. For example, in the home dontlagre is a statistical language
model which allows full commands such as “turn on the lightia living room”. The statistical
language model uses dynamic classes, and these are pdpatateding to the ontology and
the current context (which is part of the Information State)r example, at the top level of the
home, the language model includes devices which exist snhihime according to the ontology.
If the context moves to the kitchen, the language model ordiudes kitchen devices.

The current expressive setting therefore allows referémtige current options or anything more
specific. This allows the vocabulary to be kept relativelyairat all times, while coping with
most utterances that are appropriate for the user to sayeigitlen context. Utterances which
are not currently captured are ones which would involve gjonrt of context e.g., saying “inci-
dentally can you check the cooker is off” when in the middl@a@inema booking dialogue.
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3.7 Multimodal Output

Multimodal output combines spoken output with HTML or XMLrfgraphical output. The set
of options displayed on screen is generated dynamicaliy iaombination of the Information
State and the ontology. For example, when traversing a mieactgre the alternatives shown
will correspond to the visible concepts below the curremtospt. When asking for a clarifica-
tion, the set of options will be created dynamically from bhirmation State. More information
on the graphical output is provided in Deliverable D2.1 [18]

Spoken output has three settings: minimal, standard arfltbser The standard setting is cur-
rently equivalent to the minimal setting. The minimal seitiries to keep prompts as short as
possible. This is particularly appropriate if the user hagew of the available options on screen.
Options are enumerated if there are just two options. Ofiservthe system asks for a concept
which covers all the items in the option list. For exampleggithe options, lounge television,

hall light and dining room radio, the standard output willtadich device?”. The verbose output

is useful if, for example, the user has poor sight, or is nokiog at the screen. This enumerates
all the options currently available. For the example abtive output using the verbose setting
would be “would you like lounge tv, hall light or dining roomadio?”. Prompts are synthesised
to provide spoken output, and also rendered on the screentas t

3.8 Moving to a unified approach to multimodality and mul-
tilinguality

In the current Linguamatics System, there is a separatesttaizure which associates concepts
with images. We are looking to replace this treatment witk ainere icons are provided as
preferred terms, just in a different language. To achieigewle intend to include “graphics” as
one of the possible languages. Allowing for multiple iconghvdifferent properties (small or
large icons for example) will require a secondary tag, aedseparallel to allowing for different
linguistic preferred terms using a “purpose” tag.

Although we intend to provide a similar datastructure totaondifferent views of an object,
whether graphical or linguistic, and for different langaagthis does not mean that generation
within each modality will be exactly parallel. For examphes would expect to retain the current
behaviour where the availability of a graphical modalitylwet the prompts to the “minimal”
setting, unless set otherwise by the user.

3.9 The Home Domain Showcase

As an example for in-home applications, the Linguamati¢sraction Manager was linked to
home simulation software developed by the University of ¢gftaorough and configured with
an example initial ontology including 15 rooms, 20 diffar&mds of devices or sensor (over
100 individual devices), and several different servicetuding restaurant booking, and recipe
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reading. There is also the ability to add extra devices andcss at run time.

The graphical display was developed as part of the UK DTI &ah8ervice Aggregation Trial
and is shown in Figure “TV Interface”. The graphics were geed to be readable on a standard
television linked to a set-top box.
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Figure 3.1: TV Interface

The graphical display provides a menu structure which tleg aan follow, either by clicking
on options, or by uttering one of the options. However, usarsalso use voice to skip several
stages. For example, “lounge please” would take the usietlmtinge context. The graphics are
then renewed to reflect all the devices in the lounge whichdcbe controlled. A new prompt
“which device?” is displayed and synthesised (assumingudeprompt mode). The user can
also take initiative and provide a full command e.g., “Tume tv to channel four”. The system
will attempt to execute this command, and will respond adicay to the state of the house as
returned by the home simulator, with either: “turned theotehhannel four” or “the tv is already
on channel four”. If a command is not fully specified, the sysivill take back initiative and ask
for clarification e.g., asking “which television?” if thei®more than one in the current context.
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3.10 Conclusion

In this chapter we have described how multimodality is auttyehandled in the Linguamatics
system, and how the language models and the output are dapenmd the ontology and the
Information State. We have also outlined an approach whieditd multilinguality similar to
multimodality, and how this would fit with an ontology-baseamework. The combination of
Information State for providing a description of contexigdahe use of a single ontology to de-
scribe the domain knowledge has provided a powerful framlewtere the input (the language
models for the speech recogniser) and the set of multimegabmses are both relatively simple
functions from the Information State, the ontology and traeality settings.
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Chapter 4

Multimodality and Multilinguality In
MIMUS

4.1 Introduction

Task 1.6 in TALK involved aProof of concept dialogue system using the multimodal gramm
library. This chapter summarizes MIMUS, the showcase of a unifiedoggp to multimodality
and multilinguality in the In~Home domain. Although the sado has already been described
in previous reports, a brief description has nonetheless lrgcluded. The chapter continues
then to summarize the WoZ experiments results and their einpa the final showcase. The
following section provides an overview of the infrastruetuwhich outlines the main MIMUS
agents and their interconnection. Then, the main reseapbstaddressed by USE during the
project are described, specially multimodality and minguality. Finally, a complete set of
dialogue examples is presented, as well as a sum up with timeamaclusions about MIMUS.

4.2 Scenario

As mentioned in previous Deliverables, USE has worked onlé&velopment of multimodal and
multilingual applications in the In-Home domain. Althoutjfe results can be extrapolated to
other user profiles, MIMUS has focused on wheel—chair bowssiisuand their special circum-
stances.

In this particular scenario, users are able to access themsyfsom their wheel—chair through
different modalities, that is, using speech and/or a gatmterface (see Figure 4.1). The sce-
nario includes microphones, speakers and a touch screeae Wigeinformation can be displayed
and introduced or selected.

Wheel-chair bound users represent a particularly integeset of users due to their difficulties
to move around and therefore their motivation to use theegysand due too to the wheel-chair
itself and the assumption that the touch—screen would hé&hbiato them at all times. In this
particular case, enquiring about the home and the statu$ @é\aces becomes more than ever
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Figure 4.1: Scenario Description

an important issue.

MIMUS lets the user control On—Off devices and dimmers (wélues ranging between “0” and

“100”, e.g., blinds). In this context, “control” means bathanging their state or enquiring about
it. The user can interact with the system naturally usingesper the tablet—PC pen. A set of
dialogue examples illustrating MIMUS interaction capdieis is presented in section 4.6.

4.2.1 WoZ Experiments

In order to collect first—hand information about the useegunal behavior in this scenario, USE
has conducted several WoZ experiments. A rather sophisticaultiingual WOZ experimental
platform was built for this purpose. This platform howevastended up being also an interesting
result of the project, since it may be used for future researother experiments.

The set of WOZ experiments conducted at USE was designedan tw collect data. In turn, this
data helped determine the relevant factors to configureimmaidial dialogue systems in general,
and MIMUS in particular. Additional relevant informatiora® also collected:

e any possible obstacles or difficulties to communicate

e any biases that prevent the interactions from being comlyleatural

e a corpus of natural language in the home domain

e modality of preference in relation to task

e modality of preference in relation to task and scenario

e output modality of preference in relation to the type of imfiation provided
e modality preference in relation to system familiarity

e task completion time
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combination of modalities for one particular task
inter—modality timing

user evolution, learnability and change in attitude

how additional modalities affect interaction in other miaiits
context relevance and interpretation in multimodal envinents
pro—activity and response thresholds in multimodal emvirtents
relevance of scenario specific—factors/needs

multimodal multitasking: multimodal input fusion and argbity resolution

A detailed description of the results obtained after thelyamm of the experiments and their
impact on the overall design of the system may be found inverdble D6.4 Part Il.

4.3

Infrastructure

MIMUS has been developed as a set of OAA agents linked thrtugibentral OAA Facilitator.
Most of the agents are either clients or servers, but someeofi thave a double role, providing
and using solvables from other agents. An overall view osiystem is provided in figure 4.2:

Dialogue Rules

. OWL2GRA
Lexicon Grammar [+

Ontology

Lexicon

Figure 4.2: Architecture

The main agents in MIMUS are briefly described hereafter:
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e The system core is tH@ialogue Manager, which processes the information coming from
the different input modalities agents and provides the @mate output. It is by means
of the output modalities agents that the DM can do this, wtaléng into account the
contextual information in the Ontology and the applica@ggents.

e The main input modality agent is tf&SR Manager. MIMUS can work with any ASR as
long as there is an OAA wrapper with the solvables describ§?]i USE has implemented
these wrappers for Nuance and for Atlas.

e TheHomeSetupagent displays the house layout, with all the devices and skege. All
the information about the house elements (including wédisips, blinds, etc.) is loaded
from the common knowledge resource: an OWL ontology. Whenawdevice changes
its state (i.e., a light is switched on), the HomeSetup iffiedtand the graphical layout is
updated.

e TheDevice Managercontrols the physical devices. The current implementaises the
X10 protocol. When a command is sent, the Device Managefiemthe HomeSetup and
the Knowledge Manager, guaranteeing the coherence ofeadiléments in MIMUS.

¢ TheKnowledge Manageris a key part of MIMUS, connecting all the agents to the com-
mon knowledge resource, by means of an OWL Ontology.

e TheTalking Head is a new feature in MIMUS and represents a significant improe/e
with respect to the previous wrapper for Microsoft Animagéepents. MIMUS virtual char-
acter is also known as Ambrosio, and includes complex phergrseme synchronization
strategies (Loquendo TTS), and the ability to express emstand play some animations
such as nodding or shaking the head. A more detailed descrigan be found in [27].

A detailed agent description can be found in [2], including $olvables offered by each agent. A
sequence diagram for a simple interaction where the user(askbally) to switch on the kitchen
light is presented in Figure 4.3.

In this figure the Dialogue Manager receives the verbal iffsutitch on the kitchen light”); this

is parsed by its NLU submodule, yielding the following Infuation Staté:

[ DMOVE . specifyCommand
TYPE : On
ARGS . [DeviceTypg_.ocatior
[ DMOVE : specifyParametel
DeviceType : TYPE . DeviceType
| CONT  : light |
| DMOVE : specifyParameter
Location : TYPE : Location
i | CONT  : kitchen I

1The Information State has been deliberately simplified karification purposes. The multimodal metadata, for
instance, will be described in section 4.4.2
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ASR Dialogue Manager Device Manager KM  Talking Head HomeSetup

PutInput(‘voice’,’switch on the

Kkitchen light,1,2,750) GetIndividualsFromDorhain(Device,[[locate

dIn,Kitchen],[DeviceType,light]],)

GetlndividualsFromDomain(Lamp_1,[[locatedIn,
Kitchen],[DeviceType,light]],)

ExecuteCommand(on,Lamp_1
SetProperty(Lamp_1,state,on)

Wonmod)

wm‘

\watewampmm

Figure 4.3: Sequence Diagram
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The Dialogue Manager then performs reference resolutiearching the ontology (by means
of the Knowledge Manager agent) for all individuals whosevigeType” is “light” and whose
“Location” is “kitchen”. The Dialogue Manager builds thisery automatically from the “Type”
and “Cont” fields, keeping it therefore domain independefhe answer from the Dialogue
Manager (there is one light in the kitchen) is used to updedriformation State:

DMOVE . specifyCommand
TYPE : On
ARGS : [DeviceType_.ocatior
[ DMOVE : specifyParameter
DeviceType : TYPE : DeviceType
CONT : light
[ DMOVE : specifyParameter
Location : TYPE : Location
| CONT . kitchen |
[ Quantity : 1
Label : Lampl
ReferenceResolution RRL : Location : Kitchen
DeviceType : Light

This updated Information State is now used by the Dialogueaddar to send the correct com-
mand to the Device Manager Agent. The latter translatesdhe@and to the appropriate X10
physical instruction (to switch on the actual device), updahe ontology through the Knowl-
edge Manager and updates the House Layout through the Haione &gent.

Finally, the Dialogue Manager commands the talking headtdien the correct execution of
the command. This confirmation could be verbal, visual ohbot

4.4 The ISU Approach in MIMUS

The main element of the ISU approach in MIMUS is the dialogiséolny, represented formally
as a list of dialogue states. Dialogue rules update thiststrel either by producing new dialogue
states or by supplying arguments to existing ones.

4.4.1 DTAC Information States

The information state in MIMUS is represented as a featutesire (also called a DTAC struc-
ture) which originally (i.e., before the TALK project) hadur attributesDialogueM ove, Type,
Arguments ancContents. A detailed explanation of the meaning of theseifeatcan be found
in the Siridus Deliverable D3.2 [22].
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1. DMOVE ' This feature identifies the kind of dialogue move.

2. TYPE: This feature identifies the specific dialogue move in thellahthe correspond-
ing DMOVE. While theDMOVElassification intends to be domain and implementation
independent, the set of TYPEs will be domain dependent. nmessense, th€YPE classi-
fication instantiates theMOVEnodel to the specific domain.

3. ARGS: TheARGSfeature specifies the argument structure oQAN©OVH YPE pair.

The following example illustrates a DTAC representationtfte utterance.lama a luis (Call
luis).

[ DMOVE : specifyCommand i
TYPE : MakecCall
ARGS : [Dest
DMOVE : specifyParamete
Dest : TYPE : Name
i CONT  : luis ]

More attributes may be added in the course of the dialoguatepds for example the expecta-
tions EXPT) generated by each dialogue rule. As illustrated in fonthit sections, during the
TALK project, additional attributes were added to the araifour: Modality, Initial Time and
End Time. The information state may be updated by a certaiof sgdate rules which may in
turn be triggered by a specific setdilogue moves The latter contain declarative information,
specific instructions to update the information state. Eatdconsists of a rule name, a priority
level, preconditionsTriggeringConditionyand actionsRreActions PostActionsandRecovery-
Actiong. Additionalupdate strategiesdetermine the specific rule(s), from the set of applicable
ones, that must be used at any given time.

4.4.2 Multimodal DTAC structure

As illustrated in the previous section, the original DTA@usture is no longer sufficient. Modal-
ity and Time information are needed in order to implemenidinstrategies at dialogue level.
The new extended DTAC has therefore three new attributaevairs:

e MODALITY
e TIME_INIT
e TIME_END

This additional information is also useful in terms of pr&sgion strategies (multimodal output),
since the input modality is one of the relevant factors tedeine the output modality/ies.
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These new fields (together with the ASR confidence scorejom®dered to be meta—information
because they are not semantic or syntactic constituerits ofser’s utterance. Therefore, it seems
convenient to group them under a “meta—info” special aitab

This new multimodal DTAC structure is illustrated below:

[ DMOVE . specifyCommand
TYPE . MakeCall
ARGS : [Dest
[ DMOVE : specifyParameter
Dest : TYPE : Name
CONT : luis
[ MODALITY . VOICE
TIME_INIT 00:00:00
META-INFO TIME_END 00:00:00
i | CONFIDENCE 700 | ]

4.4.3 Updating the Information State in MIMUS

In this subsection we provide an example of how the Inforama8tate Update approach is ap-
proached in MIMUS. The MIMUS Dialogue Manager follows thaldgue rules manually de-
fined by the designer. These dialogue rules are triggereddbygilie moves (any dialogue move
whose DTAC structure unifies with the Attribute—Value palesined in the fieldriggeringCon-
dition) and may require additional information, defined as diaébgupectations (again, those
dialogue moves whose DTAC structure unify with the Attriselalue pairs defined in the field
DeclareExpectations).

For instance, consider the following DTAC, which represehe information state returned by
the NLU module for the sentensavitch on

[ DMOVE . specifyCommand
TYPE : SwitchOn
ARGS . [Location DeviceTypg
MODALITY . VOICE
TIME_INIT 00:00:00
META-INFO TIME_END 00:00:00
I CONFIDENCE 700 |

Consider now a dialogue rulé&N” defined as follows:

( RulelD: ON; ¥ Rule name. */
TriggeringCondition:
(DMOVE:specifyCommand, TYPE:SwitchOn); /* DMove that tri ggers this rule */
DeclareExpectations: {
Location<=(DMOVE:specifyParameter, TYPE:Location);
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DeviceType<=(DMOVE:specifyParameter, TYPE:DeviceType );
[* Expectations linked to
the previous Dialogue Move.
The rule will not apply the
PostActions until the
expectations are fulfilled */
}
ActionsExpectations: { [* Actions to be executed when
an expectation is missing */
[Location, DeviceType] =>
{NLG(RequestLocationDeviceType);} /* What do you want to s witch on? */
}
PostActions: {
[* Actions to be executed
when all the expectations
are fulfilled */
ExecuteAction(@is-ON); /* Sends the command to the Device M anager Agent*/

}
)

The DTAC obtained foswitch ontriggers the dialogue rul®N, since that information state
unifies with itsTriggeringConditions. However, since two declared expectations are still mgssin
according to this dialogue rulé.gcation andDeviceTypd, the dialogue manager will activate
the ActionExpectations and wait for new inputs from the user.

Figure 4.4 shows a graphical sequence of how the Inform&tate is updated when an expec-
tation is fulfilled as a continuation of the dialogue above.

4.5 Multimodality and Multilinguality in MIMUS

This section describes USE’s unified approach to Multimidgahd Multilinguality, and how it
has been implemented in MIMUS. Our approach is based on tmbioed use of two compo-
nents in our system: the NLU module and the OWL Ontology. €medules are complemented
with the ISU approach to dialogue management, therefongrgrgsrapid porting to new domains
and languages while keeping the naturalness and flexibaiityeved through the ISU approach.

4.5.1 Integrating OWL in MIMUS

Initially, OWL Ontologies were integrated in MIMUS in ord&y improve its knowledge man-
agement module. This functionality implied the impleméotaof a new OAA wrapper capable
of querying OWL ontologies.

As the project progressed, ontology—based dialogue mamagegained importance in MIMUS.
Overall, the system is now much more coherent because nmaéihand multilingual grammars
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User Inputs —7—4 Switch on The lamp

System Outputs -~ to switch on?

Dialogue Manager
Information State Update

D: SpecifyCommand
T: SwitchOn

A: [DeviceType,Location]

y MI Modality: Voice
D: SpecifyCommand D: SpecifyParameter Time_init: 00
Time_End 01
. T: SwitchOn T: DeviceType ) B
Information States - s DeviceType: D: SpecifyParameter
A: [DeviceType,Location] C: Lamp T DeviceType
MI: Modality: Voice MI: Modality: Voice C: Lamp
Time_Init: 00 Time_Init: 02 Mi: Modality: Voice
Time_End 01 Time_End 03 Time_lnit: 02
- Time_End 03

Figure 4.4: Information State Update
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ROOT

Figure 4.5: Former USE Ontology

can now be generated from OWL ontologies, and also, bechaddduse layout is loaded from
the OWL ontologies.

In former versions of the system a naive ontology managsiinvplemented [21], which allowed
us to define semantic graphs of the in-home domain. Thesbglagpked like the tree shown in
figure 4.5.

In order to work with such graphs, a Knowledge Manager (KM} wailt as an OAA agent
that solved reference resolution queries over tree—shgaguhs. The goal of each query was to
identify one or several unknown devices by means of a lispaofitive” and “negative” filters.
That is, it specified the values to be satisfied (or not) by teaags within the graph (color,
device type, etc.). For instance, given the user request:

User Could you please turn on all the big lamps except the one
in the bedroom?

the KM would solve a query such as:

KMDevRes(Positive[size:big,devtype:lamp],
Negative[location:bedroom))

As shown in this example, the KM enables the system to haveialéanteraction with the user
using natural language commands and reference resolullewertheless, this agent could be
improved in a number of ways.

As the current needs were analyzed and some research ont@iaredards and tools was carried
out, it was determined that the already existing standard.@¢onjunction with the querying
language RDQL and the reasoners included within the opemesdena platform could help a
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great deal, as detailed in Deliverable D2.1 [18].

Once it was determined that using OWL, Jena and RDQL the deigrobjectives could be
achieved, an independent agent had to be implemented ttitatéoshe previous Knowledge
Manager. This agent had to comply with the following preistes:

Reusability: It should provide a mechanism to make abstract (domain ew#gnt) queries,
useful for any ontology.

Expressivity: The agent should allow the dialogue manager to generatéegubat might turn
out to be necessary during the dialogue.

Both prerequisites were fulfilled by implementing two difat OAA solvables

e One to solve queries about tHemainof the property.

e A second one to solve queries aboutrdaage

This approach is completely independent of the particutémlogy used and therefore reusable
in any domain.

4.5.2 From OWL to the House Layout

MIMUS home layout does not consist of a pre—defined staticcsire only usable for demon-
stration purposes. It is actually dynamically loaded atcekien time from the OWL ontology
where all the domain knowledge is stored, assuring the eolserof the layout with the rest of
the system.

This is achieved by means of the previously described OWLQRMrapper. The Home Setup
agent (please refer to D3.3 for a complete description) eesithrough this agent the location of
the walls, the label of the rooms, the location and type ofas/per room and so forth, building
the graphical image from these data.

4.5.3 From Ontologies to Grammars: OWL2Gra

As can be inferred from the previous sections, OWL ontolegiay a central role in MIMUS.
This role is limited, though, to the input side of the systefhat is, the ontology is not used
(yet) to generate dialogue rules, and is not used on the osigel of the system, although the
architecture designed for Multimodal Presentation assutina OWL ontologies will also be
used at this stage, as described in Deliverables D3.2 [9P&n8 [8].

In MIMUS, the domain—dependent part of multimodal and ntiafual production rules for
context—free grammars is semi—automatically generated &n OWL ontology. This approach
is analogous to the combined use of GF and ontologies in Galti®ugh with less expressive
power.

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 88/121

In MIMUS, this approach has achieved several goals: it Eayes the manual work of the lin-
guist, and ensures coherence and completeness betweemnitherDKnowledge (Knowledge
Manager Module) and the Linguistic Knowledge (Natural Laage Understanding Module) in
the application.

Solution overview

The generation of linguistic knowledge from ontologies haen proposed previously. Russ et
al. [26] proposed a method for generating context—free granrules from JFACC ontologies.
Their approach was based on including annotations all albegontology indicating how to
generate each rule. They implemented a program that wasogtdese the ontology and produce
the grammar rules.

As previously mentioned, the USE approach focuses on gramuies generation: no automatic
lexicon hierarchy generation has been considered. To ersinerence between the lexicon and
the grammar, the list of potential non—terminal types isaoted from the list of all the entities
within the ontology. The linguist decides which entitiesrir this list shall remain in the final
dialogue application.

It is worth noting that this tool is only meant as a helpingideya tool for the linguist. There-
fore it does not provide a ready—to—use grammar. Using tluk the grammar will be more
easily generated and more consistent with the domain kmgeleout, in any case, the resulting
grammar must be supervised and completed manually in ad¢et@se.

Configuration files

As outlined above, the linguist must define a configuratianthiat will be used in conjunction
with the ontology in order to generate the grammar ruleshig c¢onfiguration file, the linguist
has to identify the properties that may appear in the granamarthe way in which their domain
and range will be included in the associated rules. In ordelotit, an easy XML syntax has
been defined (see DTD below).

Basically, the linguist can define the generation rules bgmsef nesteébrEachloops handling
the properties (and subproperties) of the ontology, anaigugariables to identify the elements
from its domain and range.

<IDOCTYPE rulesList [
<IELEMENT rulesList (forEach+)>
<IELEMENT forEach (forEach|rule+)>
<IELEMENT rule (left,right)>
<IELEMENT left (#PCDATA)>
<IELEMENT right (#PCDATA)>

<IATTLIST forEach property CDATA #IMPLIED>
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<left
<rulesList </left

<forEach <forEach
<right
</right

PROPERTY

</forEach

</forEach

</rulesList

Figure 4.6: FSM for the configuration file parser

<IATTLIST forEach subPropertyOf CDATA #IMPLIED>
<IATTLIST forEach domain CDATA #IMPLIED>
<IATTLIST forEach range CDATA #IMPLIED>

<IATTLIST rule lang (ES|EN|GR) #REQUIRED>
>

In order to better understand this structure as well as tiectwe of the tool, a set of examples
including the relevance of the ontology, the configuratidm &nd the resulting grammar rules
are shown in the following sections.

Overview of the algorithm

In order to better illustrate how the algorithm works, trestson will describe in more detail its
functions. The algorithm consists of three major steps:

1. Parse the OWL ontology. The goal of this parsing is to gaeeain internal representation
of the relevant ontological elements. This representatvdhin turn be used to make
gueries over the ontology.

2. Parse the configuration file. The objective here is to gaadhe list of all applicable rules.

3. Generate the output of rules. In this step, the script gloesigh the previous list of
applicable rules, substituting the reference to classdgewperties by the corresponding
Input Form from the ontology.

The first two steps described have been implemented throfighieastate machine (FSM) illus-
trated in Figure 4.6.

For each state in the FSM, only one set of attributes can seg@aiThese are mentioned in the
previous DTD structure:

Base:

¢ No attributes are expected in this state.
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Iltems Descriptor Location Command
hasHNumber hasColor locatedin A/?\A

hasLNumber hasSize

hasFName hasDeviceCommand hasFunction hasTelephoneCommand

hasLName

hasEMail

hasRelationShip

hasWNumber SwitchOn Undo Redial
SwitchOff Help Call

Close Find

Open CancelTransfer
List
Transfer
MakeConference

Figure 4.7: Ontology Structure

Property :

propertyRef: Indicates the word that references the ptgpethe rule description

subPropertyOf: Indicates a super property. All the sub eriogs of this one (includ-
ing the indicated one) will be treated by the algorithm

Triplet :

domainRef: Indicates the word that references the domaimeimule description.

rangeRef: Indicates the word that references the rangeiruth description.

Rule :

lang: Indicates what language the rule is valid for.

Sample Rules

The example below illustrates a common case in which the gpammules will be generated.
Our examples are taken from a smart—house domain in whichritedogy describes both the
hierarchy of devices in the house as well as the actions (@ntands) which can be performed
over those devices, suchswitch on the lamp in the kitcheifhus, consider an ontology where a
set of properties are grouped as subproperties of a gdrem@akviceCommand property. These
properties are graphically displayed in Figure 4.7:

In this example we are going to analyze the portion desailie device—related commands.
For example, the fact that the properties SwitchOff and &wiin have the classystem as their
domain and range over the clas$es, Heater, Lamp, Radio andTV, is expressed in XML as
follows:

<l-- hasDeviceCommand Subproperties -$\rightarrow$
<owl:ObjectProperty rdf:ID="SwitchOff">
<rdfs:subPropertyOf

rdf:resource="#hasDeviceCommand"/>
<rdfs:domain rdf:resource="#System"/>
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<rdfs:range>
<owl:Class>
<owl:unionOf rdf:parseType="Collection">
<owl:Class rdf:about="#Fan"/>
<owl:Class rdf:about="#Heater"/>
<owl:Class rdf:about="#Lamp"/>
<owl:Class rdf:about="#Radio"/>
<owl:Class rdf:about="#TV"/>
</owl:unionOf>
</owl:Class>
</rdfs:range>
</owl:ObjectProperty>

<owl:ObjectProperty rdf:ID="SwitchOn">
<rdfs:subPropertyOf
rdf:resource="#hasDeviceCommand"/>
<rdfs:domain rdf:resource="#System"/>
<rdfs:range>
<owl:Class>
<owl:unionOf
rdf:parseType="Collection">
<owl:Class rdf:about="#Fan"/>
<owl:Class rdf:about="#Heater"/>
<owl:Class rdf:about="#Lamp"/>
<owl:Class rdf:about="#Radio"/>
<owl:Class rdf:about="#TV"/>
</owl:unionOf>
</owl:Class>
</rdfs:range>
</owl:ObjectProperty>

Similarly, the propertie€lose andOpen haveSystem as their domain an8lind as their range.

<owl:ObjectProperty rdf:ID="Close">
<rdfs:subPropertyOf
rdf:resource="#hasDeviceCommand"/>
<rdfs:domain rdf:resource="#System"/>
<rdfs:range rdf:resource="#Blind"/>
</owl:ObjectProperty>

<owl:ObjectProperty rdf:ID="Open">
<rdfs:subPropertyOf
rdf:resource="#hasDeviceCommand"/>
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<rdfs:domain rdf:resource="#System"/>
<rdfs:range rdf:resource="#Blind"/>
</owl:ObjectProperty>

In this particular case, the linguist has detected thatralb@rties are actually actions (expressed
as theZ portion of the production below), that is, they correspomdhe Commandso be per-
formed by the system over all the elements in the range (egpckas th¥ portion of the pro-
duction below), in this case, all devices within the ontgloghis can be easily expressed by the
following configuration file, which will create rules of therin:

Command— Action_Property Device

<rulesList>
<forEach property="Z" subPropertyOf="hasDeviceCommand ">
<forEach domain="X" range="Y">
<rule lang="ES">
<left>Command</left>
<right>Z Y</right>
</rule>
</forEach>
</forEach>
</rulesList>

Now, once the application is run indicating the appropraiefiguration file, the following re-
sults are obtained:

Command— SwitchOff Fan
Command— SwitchOff Heater
Command— SwitchOff Lamp
Command— SwitchOff DimmerLamp
Command— SwitchOff Radio
Command— SwitchOff TV
Command— SwitchOn Fan
Command— SwitchOn Heater
Command— SwitchOn Lamp
Command— SwitchOn DimmerLamp
Command— SwitchOn Radio
Command— SwitchOn TV
Command— Close Blind
Command— Open Blind

Itis important to note that even with this toy ontology, seth grammar rules have been generated
using just two nestefbrEachloops.
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A more detailed description of the strategies to generatémmdal and multilingual grammars
from existing abstract knowledge representations in OWirésented in Deliverable 1.5. [14].

4.5.4 Multilinguality in MIMUS

Multilinguality in MIMUS will be considered from two pointef view. First, we will show how
(some portion of) multilingual grammars can be generatedutih OWL2Gra. Then, we will
outline how language change is achieved in the system.

Although there are no language restrictions, at the momentUWs is ready to be used in three
languages: Spanish, English and German. USE has builtekitdn, grammar and dialogue
specification modules allowing interactions in each of ¢tbsee languages:

e The lexicon modules are obviously language—dependent.

e The grammar modules in MIMUS are semantically oriented gsosed to syntactically
oriented grammars. These semantic grammars are autohygicaduced by OWL2Gra.
However, after the automatic process, a manual review laepito be mandatory.

e At dialogue level however and although the system may vel/vaee separate modules,
the configuration was simplified and the dialogue flow is igettfor all three languages.
This may not be generalized for any language under any dorbatrworks fine for re-
stricted domains and similar languages such as these. Asith oéthis simplification, the
dialogue specification module is currently shared by theetteinguages. It is important to
note that even though this is so now, the system is not resdrio any way and it may have
different dialogue configurations for each language. lis® anportant to highlight that
MIMUS allows for language switching on—the—fly while keeggpiime dialogue context.

Capturing Multilinguality through OWL2Gra

Due to the structural differences among the human langydgésent rules must be generated
for different languages.

For example, to indicate the location of a given device, itlddoethe kitchen lighin English,
whereas in Spanish the word order chandg@$uz de la cocingthe light of the kitchen).

Once the target language has been chosen, specific languaegenust be generated.

Consider then the following fragment taken from the ontglpgeviously shown, describing
which elements can be affected by the prop&rtatedin:

<owl:ObjectProperty rdf:ID="locatedIn">
<rdfs:domain>
<owl:Class>
<owl:unionOf
rdf:parseType="Collection">
<owl:Class rdf:about="#Lamp"/>

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK

D1.6 December 22, 2006 Page 94/121

<owl:Class rdf:about="#Radio"/>
<owl:Class rdf:about="#Heater"/>

</owl:unionOf>
</owl:Class>
</rdfs:domain>
<rdfs:range>
<owl:Class>
<owl:unionOf

rdf:parseType="Collection">
<owl:Class rdf:about="#Bedroom"/>
<owl:Class rdf:about="#Kitchen"/>
<owl:Class rdf:about="#Hall"/>
<owl:Class rdf:about="#LivingRoom"/>

</owl:unionOf>
</owl:Class>
</rdfs:range>
</owl:ObjectProperty>

The multilingual configuration file that captures the stawat differences mentioned above would

be the following.

<rulesList>
<forEach property="P"
subPropertyOf="Location">

<forEach domain="X" range="Y">

<rule lang="ES">
<left>X</left>
<right>X P Y</right>

</rule>

<rule lang="EN">
<left>X</left>
<right>Y X</right>

<[rule>

</forEach>
</forEach>
</rulesList>

Now, if only English grammar rules are to be generated, th@iegion must be run with the

option "-lang=EN"”, obtaining the following result:

Lamp— Bedroom Lamp
Lamp— Kitchen Lamp
Lamp— Hall Lamp
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Lamp— LivingRoom Lamp
Radio— Bedroom Radio
Radio— Kitchen Radio
Radio— Hall Radio

Radio— LivingRoom Radio
Heater— Bedroom Heater
Heater— Kitchen Heater
Heater— Hall Heater
Heater— LivingRoom Heater

Change of Language in MIMUS

MIMUS controls the language switching by means of a specild at dialogue level, where
the language—dependent agents (ASR, TTS) as well as thmieand grammar modules are
reconfigured.

( RulelD: SWITCH,; /¥ Rule name. */
TriggeringCondition:
(DMOVE:specifyCommand, TYPE:SwitchLang); /* DMove that t riggers this rule. */
DeclareExpectations: {
Lang<=(DMOVE:specifyParameter, TYPE:Language);
[* Expectation linked to the previous
Dialogue Move.
The rule won't apply the PostActions
until the expectation is fulfilled.*/
}
ActionsExpectations: { /* Actions to be executed when an exp ectation is missing */
[Lang] =>
{ApplyTemplate(SwitchLanguage);} /* Which language do yo u want to speak? */
}
PostActions: { /* Actions to be executed once all expectatio ns are fulfilled */
@if (@is-SWITCH.Lang.CONT == "english")
{
LoadNLU(English); [* Load Lexicon and Grammar*/
setGrammar(English); [* ASR configuration */
setLanguage(English);  /* TTS configuration */
}
@if (@is-SWITCH.Lang.CONT == "spanish")
{
LoadNLU(Spanish); [* Load Lexicon and Grammar*/
setGrammar(Spanish); [* ASR configuration */
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setLanguage(Spanish);  /* TTS configuration */
}
ApplyTemplate(SwitchLangConfirm); ¥ O.K., let's speak e nglish/spanish now */

}

4.5.5 Multimodality in MIMUS

As for multilinguality, multimodality will be considereddm two points of view in MIMUS.
First, we will show how multimodal grammars can be obtaifedugh OWL2Gra, and then,
how multimodal fusion is achieved. MIMUS allows fully muttbdal interaction, ranging from
speech—-only to click-only productions, and any combimatibthese (multimodal fusion). Full
multimodal ineraction also implies that MIMUS has the dito generate accurate graphical and
verbal answers (multimodal presentation). As previougplaned, the USE information state
or DTAC structure has been extended to allow for multimodaldn. Regarding multimodal
presentation, USE has defined a complete architecture satetvel, based on three layers: a
Content Planner, a Presentation Planner and a Realizatoiuligl.

Capturing Multimodality through OWL2Gra

Now let us assume the same scenario (i.e. the same ontology)chuding multimodal entries;
namely voice and pen inputs. Following Oviatt’s results][20may be expected that the mixed
input modalities (voiceswitch this onpen: click on the lamp icon) may also include alternative
constituent orders, that is, different to the voice onlyunpThe NLU module may therefore
receive inputs such atamp switch or(verb at the endy?

This new set of rules can be easily accounted for by addirigonesrule to the configuration file:

<rulesList>
<forkEach property="P"
subPropertyOf="hasDeviceCommand">
<forEach domain="X" range="Y">
<rule>
<left>Command</left>
<right>P Y</right>
</rule>
<rule>
<left>Command</left>
<right>Y P</right>
</rule>
</forEach>

°Note that linguistically speaking this order is also pokesib English in topicalized or left—dislocated construc-
tions such a3he lamp, switch it on
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<[forEach>
<[rulesList>

The new output will be the same as before but including thesernles:

Command— Fan SwitchOff
Command— Heater SwitchOff
Command— Lamp SwitchOff
Command— DimmerLamp SwitchOff
Command— Radio SwitchOff
Command— TV SwitchOff
Command— Fan SwitchOn
Command— Heater SwitchOn
Command— Lamp SwitchOn
Command— DimmerLamp SwitchOn
Command— Radio SwitchOn
Command— TV SwitchOn
Command-— Blind Close
Command— Blind Open

Multimodal Fusion Strategies

We have developed three different fusion strategies in TA4kd two of them have been imple-
mented. The first solution is largely based on Johnston'& id] [10], and involves modifying
our parser to cope with simultaneous multimodal inputs, tandclude temporal constraints at
unification level. The second implementation proposes ainal solution to the problem, and
involves combining inputs coming from different multimadhannels at dialogue level. A third
strategy has been recently presented [17], and to put inmards, it combines the best features
of the previous approaches.

A brief summary of these strategies is provided here, ajhca more detailed description is
available in D1.2b [15].

Strategy 1

The first strategy implemented is based on Johnston’s pabpasing a unification—based parser
and including modality and temporal constraints at unifticatevel. The MIMUS implementa-
tion differs from Johnston’s in that a higher level of fleXityiis provided.

The main motivation behind this strategy is that multimdglad conceived of as a single commu-
nicative act between two participants, and as such, it shioellhandled by a single multimodal
grammar. This strategy is therefore implemented at NLUIIésee figure 4.8). As expected,
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MIMUS allows for the communicative act to range from speextly-to clicks—only or hybrid
inputs, and all are considered equal as far as the grammancemed. This is an advantage
as long as only single—task interactions are considerading aside multiple task interactions.
The pragmatic ambiguity which may result in multimodal mlisking cannot be resolved by a
single grammar.

When the parser receives an input sentence (either spedghelacck—only or mixed-modality),

it calls the lexical analyzer adding two new feature-valaggp MODALITY, TIME _ST. These
features are then used in conjunction with a set of logicarajors to define complex expres-
sions in order to enforce modality and temporal constraints

Speech

Speech Recognition

| Click ek
User Input e E—

Graphical Inteface

User
Input

T Voice T

Multimodal Input Pool

Presentation Layer Text To Speech

System Output

T

Multimodal Fusion
Lexical and
Grammatical
Analysis \

Dialogue Manager “ NLU Module /J

/

Figure 4.8: Strategy 1

Strategy 2

The second strategy combines simultaneous inputs conongdifferent channels (modalities)
at Dialogue Level (see figure 4.9). The idea is to check theimadlal input pool before launch-
ing the actions expectations waiting an “inter—modalityrie.

This strategy is implemented at dialogue level (Dialoguen®ger Module) and assumes that
each individual input can be considered as an independaidie Move.

In this approach, the multimodal input pool receives andestall inputs including information
such as time and modality. The Dialogue Manager checks th& ool regularly to retrieve
the corresponding input. If more than one input is receivedng a certain time frame, they
are considered simultaneous or pseudo—simultaneousisloabe, further analysis is needed in
order to determine whether those independent multimogaittgare truly related or not.
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Figure 4.9: Strategy 2

Dialogue Rules may also be configured with the same logicataiprs mentioned in Strategy
one, since the Dialogue Manager actually uses the unificatiodule of the parser. Similar rules
could be configured within the Dialogue Manager.

Basically, the difference lies iwherethese rules are applied: for Strategy one, the coverage is
determined by the symbols (terminals and non terminald)iwithe grammar rules, while the
coverage for Strategy two are the DTAC structures that destne DMoves.

Strategy 3

Comparing the pros and cons of the previous strategiesylitidme concluded that:

1. Strategy 1 is more coherent in terms of the definition of mmainicative act as a single
event that may be more or less complex (single vs. multipldatites).

2. Nonetheless, strategy 1 implies a significant computatimad and is more dependent on
time measures, which is not the case in strategy 2. This digpey and precision need
for strategy one implies as well larger amounts of real us¢a tb tune the multimodal
grammar.

3. When dealing with additional or alternative modalitigns inter-modality disambiguation
will no longer be between pairs (one or the other), but woulgly the generation of
full disambiguation lattices. In this case strategy 2 wonddch a significant degree of
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complexity whereas strategy 1 could handle it more easihenTagain, there would be a
significant computational overload with strategy 1.

4. Strategy 2 can handle independent simultaneous taskidaredt modalities (multimodal
multitasking), which would not be possible with strateg\bnetheless, strategy 2 presents
a potential theoretical problem that arises from the assiwmghat every uni-modal input
can generate a dialogue move. No examples of this case hamddaend, but the opposite
has not been proven either.

The goal of this new strategy is to take advantage of the ipesitde of each of the previous
strategies: including multimodal grammar entries and @ml@nd modal constraints as in strat-
egy 1, but delegating the decision to the dialogue managesrder to take into account the
additional information involved in the strategy 2 decismmcess. Fortunately, this can be done
in MIMUS without much effort at all. The parser within MIMUSnders all possible parsing
chunks. In previous versions of the system (speech-onkiaes), the most likely chunk would
be selected by an internally developed criterion based qguireral data. However, when this
selection strategy is deactivated, all possible parsiaglte are outputted. This basically means
that given a grammar where simultaneous or pseudo-sinadteamultimodal entries may or not
be related, the parser will output all possibilities: twaelated events in different modalities, or
one complex multimodal event. It will then be up to the dialegnanager to select which option
is more likely to be appropriate, instead of having to build most appropriate construction by
a post-parsing unification process.

45.6 Multimodal Presentation in MIMUS

MIMUS offers graphical and voice output to the users throaghelaborate architecture com-
posed of a TTS Manager, a HomeSetup and GUI agents. The rodlirpresentation architec-

ture in MIMUS consists of three sequential modules. Theasurversion is a simple implemen-

tation that may be extended to allow for more complex thémakissues hereby proposed, and
detailed in [27]. The main three modules are:

e Content Planner (CP): This module decides on the informatde provided to the user.
It is encoded as attribute-value pairs in a variant of the OT#otocol. As pointed out
by [29], the CP cannot determine the content independeraiy the presentation planner
(PP). In MIMUS, the CP generates a set of possibilities, framch the PP will select one,
depending on their feasibility.

e Presentation Planner (PP): The PP receives the set of fseilitent representations and
selects the “best” one in three steps:

1. First, it checks the contents proposed against the @laitaodalities, creating vari-
ants for those that are ambiguous, and discarding unfeasbions.

2. Then, it uses manually predefined selection rules toicesiie set of possible pre-
sentations.
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3. Finally, it checks whether there are concurrent opticets ip which case it applies
an optimization algorithm based on [31] to select one of them

Along these steps, the PP uses the following external krdy@eesources, all of them en-
coded as OWL ontologies and accessed through the Knowledgadér (KM): a Modal-
ity Model (based on Bernsen taxonomy, [4]), a User Model, at€a Model, a set of
Multimodal Election rules and the Dialogue History.

¢ Realization Module (RM): This module simply takes the pr#agon generated and se-
lected by the CP-PP, divides the final DTAC structure and seadh substructure to the
appropriate agent for rendering.

4.6 Dialogue Examples

The following is a single dialogue currently supported byMWS. Before each utterance, a brief
explanation of the phenomena illustrated is provided:

¢ HOTWORD: Shows how the system remains asleep until the keg v8gpronounced.

— (Voice Input) Ambrosio
— (Moice Output) A su servicio... (at your service)

DEVICE MANAGER AND TALKING HEAD: Shows the system at work. Abmnosio
nods while executing the physical command

— (Voice Input) Enciende la cocina (switch on the kitchen)
— (Visual Output) Expression—NOD

MULTIMODAL SYMMETRY: Shows how the same task can be accorsipéid graphically

— (Click Input) CommandOn - Patit
— (Visual Output) Expression-NOD

MULTICOMMAND: Shows how the user can say two commands in glgtterance

— (Moice Input) Enciende la entrada y sube la persiana (swaitctine hall and raise the
blind)

— (Visual Output) Expression—NOD (2)

CONTEXT CHANGE: Shows how the OWL ontology is automaticailyanged to take
into account a context change.

— (Voice Input) ¢ Cuantas luces hay encendidas? (how malmiglage on?)
— (Moice Output) Hay tres luces encendidas (there are thgééslion)
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NATURAL LANGUAGE GENERATION: The system offers a more naalanswer taking
into account how the question is asked:

— (Voice Input) ¢ Cuantas luces hay encendidas en la coch@a® rhany lights are on
in the kitchen?)
— (Moice Output) Hay una luz encendida en la cocina (there & laght on in the
kitchen)
COLLABORATIVE DIALOGUE: MIMUS asks for the piece of infornteon missing.

— (Moice Input) Apaga la luz (switch off the light)

— (Voice Output) ¢ Qué luz desea apagar? (which light do yainta switch off?)

— (Moice Input) La cocina (the kitchen)

— (Visual Output) Expression—NOD
MULTIMODAL FUSION: MIMUS fuses the information coming psdasimultaneously
if the inputs are complementary. The system does not askiftrdr information.

— (Moice Input) Apaga esta luz (switch off this light)

— (Click Input) Patial

— (Visual Output) Expression—-NOD
MULTIMODAL MULTITASKING: The system does not fuse pseudarsiltaneous in-
formation if the inputs are NOT complementary.

— (Voice Input) Enciende la cocina (switch on the kitchen)

— (Click Input) CommandSwitch - TELEPHONE

— (The Telephone GUI pops up)

— (Visual Output) Expression—NOD

RESTRICTIONS AND QUANTIFIERS: MIMUS handles quantifierdljand restrictions
(except)

— (Voice Input) Enciende todas las luces menos el dormitamnat¢h on all the lights
except the bedroom)
— (Visual Output) Expression—NOD

— (Moice Input) Apaga todas las luces menos el patio (swittlalbthe lights except
the patio)

— (Visual Output) Expression—NOD
MULTILINGUALITY ON THE FLY: MIMUS can change languages atmgtime:

— (Voice Input) Cambia a inglés (switch to English)
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— (Voice Output) Very well. We’'ll speak English from now on.

e CONTEXT AWARENESS: MIMUS is context aware. The bathroonhtigs switched on
without disambiguation.
— (Click Input) CommandZoomin - Bathroarh
— (Voice Input) Switch on the light
— (Visual Output) Expression—NOD
— (Click Input) CommandZoomOut
e DIALOGUE HISTORY AND RECOVERY ACTIONS: MIMUS recovers incoplete di-
alogue moves. The dialogue history is preserved throughgukge change.
— (Moice Input) Switch on the light
— (Moice Output) Which light do you want to switch on?
— (Voice Input) Switch to Spanish

— (Voice Output) Muy bien. Hablemos (Very well. We’ll speakéBysh from now on)
espaiol a partir de ahora.

— (Voice Output) Previamente indico que queria encenderlun. ‘Qué luz desea
encender? (you previously requested to switch on a lightciMbne do you mean?)

— (Moice Input) El dormitorio (the bedroom)
— (Visual Output) Expression—NOD

e MULTIMODAL FUSION OF MULTIPLE INPUTS: MIMUS fuses pseudo#sultaneous
information including a multicommand.

— (Voice Input) Apaga esta luz y enciende esta (switch offligist and switch on this
one)

— (Click Input) Patial

— (Click Input) Kitchenl

— (Visual Output) Expression—NOD

e BYE!

— (Voice Input) Adibs (goodbye)

— (Voice Output) Si me necesita, llameme. Ahora con su paryme retiro. (Alright
then. Let me know if you need me. Bye for now!)

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 104/121

4.7 Conclusion

In this chapter, an overall description of MIMUS showcasetfe in home domain has been
provided, including the references as to where to find motaildd information. Throughout
this project and in order to develop a fully multimodal andltifingual in-home showcase, a
number of tasks have been carried out:

e Develop and implement multimodal and multilingual stratsg
e Extend the IS to allow for multimodality

¢ Design 3 different fusion strategies

e Develop a fully functional home ontology in OWL

¢ Use the ontologies as the knowledge source for most tasks
¢ Develop a multimodal presentation architecture

e Implement a dynamic 3D Home Set-up

e Implement a 3D virtual character

¢ Design and implement a fully multimodal a multilingual WoXperimental platform
e Conduct a series of multimodal experiments

e Collect MIMUS, a multimodal corpus for the in-home domain

e Use UCD (User Centered Design) strategies for the designa@rfijuration of the MIMUS
system

e Design and implement strategies to handle multimodal nasking
e Design and implement the MIMUS showcase

e Other tasks such as the implementation of additional tewisppers, etc.

In relation to multimodality, two approaches to multimotisdion have been implemented. Both
approaches make use of the same extended information spateed in WP3. The first results
have concluded that performing multimodal fusion at thdogjae level (by means of a mul-

timodal input pool) poses some advantages over a grammad lmagltimodal fusion strategy.

However, it is expected that the implementation of the teirdtegy should provide even more
reliable results.

MIMUS approach to multilinguality is similar to the fusiotrategy two, in the sense that both
are controlled at dialogue level. There is a special diadogue in charge of controlling the
language switching, where the ASR, the TTS and the NLU cordigans are updated.
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With regard to knowledge management, MIMUS performs refeeeresolution through RDQL
gueries over an OWL ontology describing the devices in trmdnaVIIMUS has shown how the
same ontology may be used in generating multilingual dossguacific grammars, thus allowing
for a unified approach to multilinguality in the system. Tapproach is similar to that described
for GoDIS in the GF paradigm, as described in [2].

The combined use of this unified approach to multimodalitg aultilinguality and the 1SU
approach has proved extremely profitable, and highly sap#wicurrent state—of-the—art dia-
logue systems: the naturalness and flexibility providedheylSU approach combines with the
rapid prototyping and coherence achieved through the uaedomain ontology in OWL. This
approach will promise to be more fruitful if dialogue rulemnde generated semi—automatically
from the ontology as well.

Overall, MIMUS is a fully multimodal and multilingual showee defined by a unified approach
to multimodality and multilinguality in the Extended Infoation State Update approach. A
number of theoretical and practical issues have been aftasiccessfully, resulting in a user—
friendly, collaborative and humanized system.
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Chapter 5

Conclusion

The work described in this deliverable has addressed theamieng research questions of how
to unify multimodality and multilinguality in a common fraawork, what advantages this gives,
how the Information State Update (ISU) approach can be us#ds regard, and how to imple-
ment a unified approach. All these issues have been exploretation to the in-home domain.
The practical issue of implementation has been answeredibprovision of three ISU-based
showcase systemsd®|S, the Linguamatics Interaction Manager, and MIMUS, alistrating
various aspects of multimodality and multilinguality.

In this concluding chapter, we discuss our work on multimidgand multilinguality focusing
on three issues: current state-of-the-art systems, theafldoach, and the implementation of
research in our showcase systems.

5.1 Advantages over current state-of-the-art

In a general way, the TALK systems showcased here add to #eameh and commercial ap-
plications fields by investigating the unification of mulbohality and multilinguality in several
interesting ways. The particular unification approach #atnvestigate is in itself an advantage
over state-of-the-art systems, as demonstrated by therhdwiexible, and coherent system
behaviour that follows.

An specific advantage of GF for multimodal grammars is thputrfrom different modalities
can be combined, through the use of discontinuous constgué a way that is not possi-
ble in context-free grammars such as Regulus [25], exceghfough potentially costly post-
processing.

Another advantage of our work is the combination of an ISUeyssuch as GDIS with a
multilingual grammar framework such as GF, which enablegrprototyping, and the porting
of a dialogue system to a new language, a new domain, or a nelalityo

A clear advantage of the systems showcased here over cundestrial state-of-the-art systems,
such as systems developed using Voice XML, is the capasilfor advanced dialogue manage-
ment, giving highly flexible and natural interactions wittetuser. This advantage pertains to

106



IST-507802 TALK D1.6 December 22, 2006 Page 107/121

the ISU approach, as do a number of advantages over curegataftthe-art systems. Such
advantages are described in the next section.

5.2 Advantages of the ISU approach

The ISU approach has proven highly advantageous in the@awelnt of a unified approach to
multimodality and multilinguality, and for the systems sloased for the in-home domain here.
A key to this is both the use of a central repository of infotimathat is maintained throughout
a dialogue, and the highly modular system architecturedaes with an ISU system.

The success of the ISU approach is quite generally showrdsutcessful porting of the systems
showcased here, from unimodal and unilingual incarnationsday’s fully flexible, multimodal
and multilingual systems. This is shown by MIMUS throughitslusion of English and Span-
ish, a graphical display of an apartment, and a talking hi#aslshown by G®DIS through En-
glish and Swedish being included in alb®1S applications showcased, and a number of other
languages incorporated in theo&GGoDIS application, including the non-Indo-European lan-
guage Finnish. The GDIS applications also include a number of different non-speeodal-
ities. The success of the ISU approach is also shown by trgulaimatics Interaction Manager,
where reconfigurability in relation to multimodality hasdmea major issue.

More specifically, the ISU approach enables the coding dbdige behaviour independent of the
languages and domains involved, so that dialogue behavaube developed separately from
domain and linguistic knowledge, and dialogue behaviommonents can be reused when the
system is ported to another language or domain. This enedgbed porting of an ISU dialogue
system to another domain as well as to a new language. It dtsgsamultilingual systems,
and the incorporation of several different domains witlia same system, while maintaining
coherence for system dialogue behaviour.

MIMUS and GoDIS showcase the advantages of the ISU approach through theeindence
of dialogue behaviour from specific languages, both at tiveldpment stage, where dialogue
behaviour can be modified and extended in isolation fromulistgc resources and vice versa,
and for the user at run-time. At run-time, MIMUS andBIS both allow the user to switch
languages in the middle of a task, and the information stesmodular nature of both sys-
tems ensure that the task can be continued in the new langathgelevant information being
maintained in the information state.

The porting of an ISU system to a new domain is illustrated iiM\S through the inclusion
of a number of different devices, functionalities, and typé dialogue, in the same system. In
GoDiS itis illustrated through the porting of the system to a namddf different applications,
and also through the possibility of application switchingidg a dialogue. The Linguamatics
Interaction Manager here takes a similar approach to thed s MIMUS, through the inter-
action with a very large number of different devices enabigtiin the same system. In this
regard, the Linguamatics Interaction Manager has also dsetraied real-life success of their
system through its integration in an actual house.

For all three showcase systems, a central repository afrivdtion in the form of the information
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state has provided an adaptive locus for multimodalityhat the same basic information state
has been maintained for the move to multimodality, givingreohotonic” implementation of a
multimodal system from a unimodal system. For instanceglation to MIMUS we have de-
scribed how a pre-TALK unimodal DTAC structure has been aemgped to a multimodal DTAC.
In general this means that there has been no need to conypleteite update rules and other
dialogue system control, but that existing rules could belifrex and new ones added, without
the disruption of already existing system behaviour. Farmtiore, for all three systems, a central
repository of information in the form of a structured infation state provides a coherent and
accessible representation of the current context, as ddedéhe determination of multimodal
and multilingual aspects.

The use of structured information states is also highly athgeous from an interactional per-
spective. An information state allows information to beessed and modified through different
means and in different orders, which provides a possilddityery advanced dialogue behaviour
giving highly flexible dialogue systems. For instance, thitaken full advantage of in @DI1S,
which includes solutions for a number of dialogue challengeach as grounding, feedback, clar-
ification, multiple simultaneous tasks, information shgrbetween tasks, user initiative, belief
revision, and so on. All these are enabled and given elegdutians through the existence of
a structured information state, and, importantly, the 1$lgraach also allows these dialogue
processing factors to be solved domain-independentlyadhey can be reused by anpBIS
application. In fact, the GTGODIS application is specifically designed with this in mind, s i
ports the ®TTIS domain to ®DIS, receiving all the GDIS dialogue solutions for free.

5.3 Implementation of research in the showcases

The present deliverable provides software for the implasgkin-home showcases, with a fo-
cus on the implementation of multimodality and multilingitya In this section we provide a
concluding overview of how the research has been implerdentie three showcases.

The GoDIS showcase system includes four different applicationrds GwD1S work is also sup-
plemented by the separate systerm1@is. The multimodal and multilingual GF grammars for
the GoDIS applications involve, first of all, a commoro®1S resource grammar, that contains
all contributions that are in common ford®1S applications. This common resource grammar is
implemented using the GF Resource Grammar, which existetaral languages. Secondly, the
GF implementation involves application-specific gramm&sTTIS only contains such specific
grammars, as itis not a@1S application.

All GF grammars implement the unified approach to multimigaind multilinguality through
the distinction between abstract and concrete syntax, evtiexr concrete syntax corresponds
to the different natural languages and the different maidali all unified through the abstract
syntax.

The implementation of the actual applications showcasegtammars and different input and
output modalities, as well as dialogue management aspé&tis.GoTTIS system implements
English and Swedish GF grammars. It implements integrgbeech and pointing modalities
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for user input, with the pointing being enabled through actbnic map. System output is
implemented using the same map, as well as speech.

GorTTisincludes minimal dialogue management capabilities. Thx#dle and advanced capabil-
ities enabled by the ISU approach are therefore implementakl GoODIS applications directly
in GoDIS, in the form of the information state, the update rules, thiedoverall system archi-
tecture and control. This includes extensions for multiaditgd and multilinguality. GDIS is
in turn built using the TrindiKit4 for ISU modelling.

GoTGoDIS, DJ-®DIS, and ®@DIS-DELUX all implement graphical input and output using
the DynGUI, a generic GUI agent developed in TALK that enalitee implementation of the
research on the Multimodal Menu-based dialogue (MMD) apggino Graphical input and out-
put in AGENDATALK is achieved through the stand-alone Borg calendar ageithwias been
enhanced in TALK to allow advanced control of graphical etp

Speech input and output ford®IS is implemented using Nuance for ASR, and Vocalizer and
Realspeak for TTS. OAA is used to wire togethen[@S applications and the various compo-
nents used for multimodality and multilinguality.

Table 5.1 shows an overview of the mapping between reseasties and showcaseoQ1S
applications. In addition to multimodality and multilinglity, the table includes information
on the use of GF and features for dynamic reconfigurationli@mn switching and plug and
play). The DICO application, developed outside of TALK bdapted for English in the project,
is included for reference.

The Linguamatics Interaction Manager is designed to haveall ootprint. The core code
is implemented in C. Message passing uses a proprietargrrawitten in Java. The Nuance
Recogniser has been used for speech recognition, and Nvacakzer for speech synthesis. For
the installation at the Advantica home, Loughborough Ursiig supplied a graphical rendering
program and a task manager which communicated with the e&viCommunication with the
Loughborough system is via message passing, with XML usegréphical output.

The MIMUS implementation focuses on light control over ateractive 3D floorplan of an
apartment running on a Tablet—PC. Input may be by speech didis only, or a combination
of both. The user may interact in English, Spanish and Geraidmough language change is only
implemented for English into Spanish and viceversa. Theetlwersions share the same OWL
ontolgy, from which three different NLU grammars have beeneagated. Separate recognition
grammars have also been developed for English, Spanish anda@ in Nuance format. A
single set of dialogue rules is used for the three languaagess the case of templates in the
NL generation module. Output may be graphical and/or spokeough a talking head and
home setup specifically developed for the project. The TT&ldsr English and Spanish has
been Loquendo, and Mary for German. The sofware has beeemepited in C++, and agents
communicate via OAA solvables.

Appendix A.1 lists all the relevant software for the threewbases.
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DJ-GoDIS | GODIS-DELUX | GOTGODIS | AgendaTALK | DICO
Multimodal | Yes, MMD | Yes, MMD Yes, MMD | - -
input
Multimodal | Yes, MMD | Yes, MMD Yes, MMD | Yes Yes
output
Languages | Swedish, | Swedish, Swedish, Swedish, Swedish,
English English English, English English
Finnish
Italian
French
Spanish
German
Language Button Button Button Dialogue Offline
switching click click click
Use of GF Parsing, Parsing, Parsing, ASR SLM -
generation,| generation, generation,
ASR ASR ASR
Application | Implicit Implicit (Implicit) - Explicit
switching
Plug and play| Offline Offline (Offline) - -

Table 5.1: Mapping research to showcases foDES applications.
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Appendix A

Software Library

This chapter lists the software in the deliverable. Withshstems in alphabetical order, Section
A.1 gives the software for GDIS, Section A.2 the software for the Linguamatics Interactio
Manager, and Section A.3 for MIMUS.

A.1 Software for GoDIS

This section lists the software for theo®1S applications GD1S-DELUX, DJ-GoDIS, GoT-
GoDiIS, and ASENDATALK, and for the ®TTIs system. Following the structure of Chapter 2,
grammars are listed first, in A.1.1. Software for the appioces are then listed in A.1.2.

A.1.1 Grammars
Grammars for GOTTIS

In addition to the grammars listed below, there are a numtiaopdules which link them together.

e Common grammars

— Transport : Defines the category of transit network stops.
— Lines : Defines the category of transit network lines.

o City-specific grammars

— Gbg: Defines the Gothenburg transit network stops.
— GbgLines : Defines the Gothenburg transit network lines.

e System grammars

— Route : Abstract module which defines the routes given as answetisdogystem.
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— RouteMap : Concrete syntax for drawing output.
— RouteEng , RouteSwe : Concrete syntax for speech output.

e User grammars

— TransportQuery : Defines the (multimodal) queries which the user can givééo t
system.

Common GoDI1S grammars

The grammars are divided into grammars for System uttesafmeUser utterances, and general
resources.

A typical GF grammar (sayram) consists of one abstract syntax which is cali&dm and

a number of concrete syntaxes. One of the concrete syntaxesins the @DIS semantics,
this will be calledGramSem. Then there is a number of syntaxes for the differentulages of
the domain, e.g.GGramEng, GramSwe, GramSpa, ... If the grammar is written as a language-
independent grammatr, it is call€&kaml. Finally the multimodal system grammars are called
GramMMI, GramMMEnNg, GramMMSwe, etc. In the following we list all these grammars as
one single multilingual grammar, which we c@lram Note that one such cluster does not
necessarily contain all the mentioned files, it depends emgtammar.

e General resources

— Prolog : Contains resources for building terms in Prolog syntax

— GodisApp : Contains resources for combining several applications

— GodisMM: Contains resources for multimodality, both input and atitp

— GodisResource : Contains general language-independent resources

— GodisLexicon : Contains general language-specific resources

— GodisLang : More language-independent and language-specific reseurc

e System grammars

— GodisCat : Contains (language-independent) definitions of the categused in sys-
tem utterances

— GodisSystem : Contains (language-specific) definitions of domain-iredegent sys-
tem utterances

e User grammars

— GodisUser : Contains definitions of domain-independent categoriesis®r utter-
ances
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Grammars for GoTGoDIS
o General resources

— Lines : Contains definitions of trams, busses, and ferry lines
— Stops : Contains definitions of tram/bus/ferry stops
— TramLexicon : Contains language-specific definitions of lexical items

e System grammars

— TramSystem : Contains language-independent definitions of domaimiBpeystem
utterances

e User grammars
— TramUser : Contains language-independent definitions of domairiBpeiser utter-
ances
Grammars for AGENDATALK
e General resources

— BookingDates : Contains definitions of the concept of Date.

— BookingTimes : Contains definitions of the concept of Time.

— BookingEvents : Contains definitions of the concept of Event.

— Booking : The union of BookingDates, BookingTimes and BookingEsent
— AgendalLexicon : Contains language-specific definitions of lexical items.

e System grammar
— AgendaSystem : Contains definitions of domain-specific system utterances
e User grammar

— AgendaUser : Contains definitions of domain-specific user utterances

Grammars for DJ-GoDIS
e General resources

— MusicArtists  : Contains definitions of artists

— MusicSongs : Contains definitions of songs

— Music : The union of all artists and songs

— MP3Lexicon : Contains language-specific definitions of lexical items
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e System grammars
— MP3System: Contains language-independent definitions of domaiciBpesystem
utterances

— MP3SystemDelux : The union of the System grammars of this application an®Gs-
DELUX

e User grammars
— MP3Global : Contains definitions of domain-specific user utterancés;iare global
and accessible by other applications

— MP3User: Extends the global utterances with utterances which aa to this appli-
cation

— MP3Delux : The union of this application’s local grammar (MP3Useny éhe QDI S-
DELUX global grammar (DeluxGlobal)

Grammars for GoDIS-DEL ux
¢ General resources

— Lamps: Contains definitions of different kinds of lamps
— Rooms: Contains definitions of the available rooms
— Socket : Contains definitions of the available lamps in each room
— DeluxLexicon : Contains language-specific definitions of lexical items
e System grammars
— DeluxSystem : Contains language-independent definitions of domaimiBpsystem
utterances

— DeluxSystemMP3 : The union of the System grammars of this application and DJ-
GoDIS

e User grammars
— MP3Global : Contains definitions of domain-specific user utterancés;iare global

and accessible by other applications

— MP3User: Extends the global utterances with utterances which aad to this appli-
cation

— MP3Delux: The union of this application’s local grammar (DeluxUsamnd the DJ-
GoDIS global grammar (MP3Global)

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 118/121

A.1.2 Applications
GoTTIS

The GoTTIS software can be found astamdemo library, separate from the @IS applica-
tions.

GoTGoDIS

GoTGoDIS software can be found in tlemain-tram  library. This library contains the do-
main modulegram-multimodal-dme.pl andtram-multimodal-control.pl and configura-
tion files needed to start the application. The GF grammaed f parsing and generation and
the speech recognition grammars are found irgtammars directory.

The domain dependent resources used @T GoDIS are located in the directoResources .
Here we find the device filedevice _graph.pl anddevice _map.pl , the filedomain _tram.pl
andsemsort _tram.pl

To run the application you would also need the tiidendemo.jar ~ which includes the OAA map
agent and OAA graph agent.

AGENDATALK

All A GENDATALK software can be found in thégomain-agendatalk  library. This includes
domain knowledge and lexica in the libraResources , as well as device files for the Borg
calendar. It also included speech files, and modules fordkareed generation capabilities in
AGENDATALK .

DJ-GoDIS

The DJ-@DiSsoftware is in thelomain-player  library. This library contains domain mod-
ules, grammars, various resources, and all other softwateé application.

GoDIS-DELuUX

GoDIS-DELUX sofware can be found in trdomain-delux library. This library contains the
domain moduleslelux-multimodal-dme.pl anddelux-multimodal-control.pl and con-
figuration files needed to start the application. The GF grammsed for parsing and generation
and the speech recognition grammars are found igrdmemars directory.

The domain dependent resources useddGS-DEL UX are located in the directoResources .
This is the location of the device files for each lamp and ferdatabase device. Located here is
also the prolog database containing specification of to®&-DELUX home (latabase.pl ).

We also find the filedomain _delux.pl andsemsort _delux.pl

Files needed for the @D1S-DELUX gui is found in the directorelux _gui . This includes the
OAA GoDIS-DELuUX agent used in the application.
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A.2 Software for the Linguamatics Interaction Manager

The Linguamatics Interaction Manager consists of the ¥alg modules:
1. A Javarouter
2. A C executable
3. The following configuration files:

(a) Specification of path information for temporary files
(b) Communication strings for sending messages to the resexg house etc.

(c) Formatting options for graphical output (including défon of XML tags if appro-
priate)

(d) Escape options for the grammar
(e) The ontology

A.3 Software for MIMUS

This section lists the software and resources included asrtaop MIMUS, each subsection
corresponding to a different directory. The structure aaches refer to the CD attached to this
deliverable. The software components are OAA agents diextin deliverable 5.1 [2].

A.3.1 Root Directory: Batch Files

At the root directory there is a set of initial batch files @th Their names are variations over
“*domo-Talk” whose extension depends on the language inlwliggwant to use MIMUS (“en”
= English, “es” = spanish, “ger” = german) and whether we valhtrace active or not (“test”).

The BaseDirectory path has to be modified to specify where the MIMU&cliory structure is
placed and where the OAA facilitator is installed.

A3.2 VRM

VRM stands for “Voice Recognition Manager”. This directangludes the Nuance Wrapper.
Nuance 8.5 must be installed in the computer where the sadtisaexecuted, and the License
Manager script has to be modified, filling the field “PUT-YOWREENSE-HERE".

A.3.3 Talking Head

MIMUS avatar, expressing emotions graphically and syn#iveg voice through Loquendo TTS.
Needs VS.Net framework and Loquendo 7.0.1 installed.
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A.3.4 Ontology
OWL ontology with all the in-home knowledge configured aplets Subject—Property—Object.

A.3.5 MMiInputPool

External pool for multimodal inputs storage. Provides thaments upon request acting as a
FIFO queue.

A.3.6 MimusCore

This directory includes the MIMUS Dialogue Manager. A subdé named “ConfigFiles” in-
cludes the lexicon, grammar and dialogue configuration, fllessified by language. There is a
special folder called “commarules” with dialogue rules that apply to all languages.

A.3.7 Merlin

As an alternative to the Talking Head for those users withamguendo installed, the agent
“Merlin” is included, a wrapper for the Microsoft Animatedg@nt that uses the TTS provided
with Windows XP. Needs the Microsoft Animated Agent softevarstalled (free with Windows
XP).

A.3.8 HomeSetup

This agent represents the house layout, loaded from thel@yytat runtime. Needs VS.Net
framework installed.

A.3.9 jDeviceManagerAgent

Agent which translates the software commands to physiea trough the X10 protocol. Needs
the HomeControl software installed.

A.3.10 jKManagerAgent

Agent that queries the OWL ontology by means of the RDQL Laggu

A.3.11 |DisplayAgent

Agent whose role is to present graphically the system osfpeither by text or by a list of
clickable options. The decision on how to present the infdrom is taken by the MIMUS
Dialogue Manager.

Version: December 22, 2006 (Final) Distribution: Public



IST-507802 TALK D1.6 December 22, 2006 Page 121/121

A.3.12 jMenuAgent, ]MP3Agent, jTelephoneAgent

The idea behind these agents is to provide a centralizedad@fiimore complex devices that are
likely to be found in the house, like a telephone or an MP3@lallowever, in its current status,
only the graphical representation of these modules is shawtim no further funcionality.
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