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Abstract Aggregating data from multiple sources is often required in multiple applications. In this paper, we introduce DEVA, a protocol that allows a distributed set of servers to perform secure and verifiable aggregation of multiple users’ secret data, while no communication between the users occurs. DEVA computes the sum of the users’ input and provides public verifiability, i.e., anyone can be convinced about the correctness of the aggregated sum computed from a threshold amount of servers. A direct application of the DEVA protocol is its employment in the machine learning setting, where the aggregation of multiple users’ parameters (used in the learning model), can be orchestrated by multiple servers, contrary to centralized solutions that rely on a single server. We prove the security and verifiability of the proposed protocol and evaluate its performance for the execution time and bandwidth, the verification execution, the communication cost, and the total bandwidth usage of the protocol. We compare our findings to the prior work, concluding that DEVA requires less communication cost for a big amount of users.
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1 Introduction

Mobile phones, wearables, and other Internet-of-Things (IoT) devices are all connected to distributed network systems. These devices generate a significant amount of data, that often need to remain private. These data in many cases need to be aggregated to compute statistics, or even employed for user modeling and personalization via federated learning algorithms. Such an application scenario gives rise to the secure data aggregation problem, the goal of which is to compute
sums of local updated parameters from individual users’ devices in a privacy-preserving manner, i.e., any individual user’s update is not revealed in the clear.

In the federated learning setting, each user maintains her private data on her mobile device, and shares local updated parameters (e.g., gradients) to the server. The central server updates the training model using the aggregated updates and performs the appropriate testing of the model. An advantage of federated training is that it diminishes the risk of compromising the user’s privacy, since it allows users (mobile devices or organizations) to collaboratively train learning models under the orchestration of a central server, while the data remain located on the sources (i.e., mobile devices or data centers of organizations).

The secure aggregation problem has received significant attention in the literature. Bonawitz et al. [13] proposed a practical and secure aggregation protocol for federated learning, which enables a central server to compute the sum of multiple users’ parameters and guarantees robustness in a dynamic environment where users may drop out. Even though Bonawitz et al. [13] addressed the problem of maintaining user’s privacy (i.e., local gradients) in the learning process, Xu et al. [19] considered another fundamental issue of data integrity in federated learning, i.e., how to assure the correctness of the aggregated results returned from the central server, since a malicious server might modify the aggregation process [11], bias the final result and cause inferences according to its preferences [6, 11, 16, 20]. To this end, Xu et al. provided a privacy-preserving and verifiable aggregation protocol, VerifyNet [19]. The latter enables the users to verify the correctness of the computed sum, while guaranteeing the users’ privacy in the training process. In our work, we focus on the verifiability as considered in [19], i.e., guaranteeing the correctness of the aggregated result. Bonawitz et al.’s [13] and Xu et al.’s [19] solutions adopt a centralized architecture since a single central server is responsible for the aggregation of the users’ parameters and orchestrates the federated learning process. Even though a central server is an important component of the federated learning process, a single server might attempt to bias the model and cause inferences. For instance, the server may tamper with the learning model so that it always misclassifies a certain pattern in an image recognition system, or allows access to unauthorized users in a biometric authentication system [5]. Decentralized systems have raised considerable interest, since they distribute the storage and the computation among multiple servers, thus allowing different organizations to collaboratively perform computations and diminish the security threats incurred by centralized systems.

In this paper, we propose DEVA, a decentralized, verifiable and privacy-preserving aggregation protocol, which enables multiple servers to jointly compute the sum of the parameters of multiple users, and further to train and evaluate a global learning model. We stress that although VerifyNet [19] achieves data integrity in the process of training neural networks, it employs a single central server for both the aggregation and for returning the verification results. In contrary, our DEVA protocol performs federated learning collaboratively by employing multiple servers for the aggregation process. A single server (hosted by a single organization) might not be trusted by different organizations with similar
objectives (e.g., hospitals, banks) that want to collaboratively train learning models [7] and thus, multiple cloud servers can resolve this issue. The involvement of multiple servers is challenging, since we need to find a way to obtain the aggregated result from partial outputs, but also need to ensure the correctness of the computed result. In this work, we make the following contributions: (i) We propose DEVA, a protocol for securely computing the sum (aggregation) of \( n \) inputs from multiple users, by employing multiple servers. Our DEVA has a constant number of rounds, low communication cost for each server, and tolerates up to \( n - (t_{key} + 1)m \) users dropping out during the protocol execution, for \( t_{key} \) being a threshold value. Contrary to the setting of only one central server that requires limited trust, in DEVA no server has to be individually trusted and a fraction of the servers can collude. DEVA also handles possible servers’ failure as it requires \( t + 1 \) servers to compute the sum. (ii) DEVA guarantees the individual user’s privacy, i.e., the servers learn only the aggregated result of all users’ inputs without knowing any user’s input itself. (iii) DEVA ensures the correctness of the computed sum by requiring the employed servers to provide a proof about the correctness of their aggregated results. We prove that it is infeasible for any adversary to deceive the users by altering the aggregated results with a valid proof. (iv) DEVA is practical and we present experimental results from our prototype implementation. DEVA provides less communication cost for each user participating in the protocol. DEVA also allows to maintain bandwidth cost since increased amount of users can be leveraged by having more servers.

**Related Work.** To solve the security, accuracy and privacy challenges in learning, some works have been proposed recently [12, 13, 15, 16]. Phong et al. [12] proposed a secure deep learning system based on additively homomorphic encryption, Shokri et al. [16] proposed a privacy-preserving deep learning protocol focusing on the trade-off between private and accurate learning. Bonawitz et al. [13] proposed a secure aggregation protocol tailored for the federated learning process that attempts to achieve a good balance between security, privacy and efficiency, being robust to users dropping out. However, these solutions have multiple limitations: (i) they assume a single server which is not suitable when different organizations collaboratively train a model; and (ii) they provide no verifiability guarantees of the learning model. We stress that Bonawitz et al. [13] discuss how to address the input verifiability, i.e., verifying that the inputs are in the correct range; however, they do not deal with the issue of output verifiability, i.e., verifying that the aggregated result is correct. Some works [4, 5, 10, 17, 19] attempted to address the problem of verifiability (output correctness), but all of them require a central server and additionally, either they ignore users dropping out [4, 5, 10] and privacy leakages [5] or require special hardware [17] (thus, placing trust to the hardware manufacturer) or costly computations for verification (low efficiency) [19]. They consider a centralized system, while our goal is to avoid placing the trust to a single server and allow different organizations (hosted by different cloud servers) to collaboratively perform the learning process. Thus, we employ multiple servers and achieve decentralized aggregation.
2 Preliminaries

In this section, we show definitions and assumptions used throughout the paper.

**Hash functions.** We employ a collision-resistant homomorphic hash function [21] satisfying additive homomorphism [9], i.e., \( H : x \mapsto g^x \) where \( g \) is a generator of the group \( G \) of prime order \( p \).

**Key Agreement.** Let \( G \) be a cyclic group of order \( p \) prime with generator \( g \), e.g., groups based on elliptic curves [8]. Let us report the definition of the Diffie-Hellman key agreement [3] and the related assumptions.

**Assumption 1 (Discrete Logarithm Problem)** Consider a cyclic group \( G \) of order \( p \) prime with generator \( g \). Given \( y \in G \), the discrete logarithm problem (dLog) requires to find the value \( x \in \{0, \ldots, p-1\} \) such that \( g^x = y \). We assume the advantage of solving the dLog problem to be negligible, i.e., \( \epsilon_{\text{dLog}} < \text{negl} \).

**Assumption 2 (Diffie-Hellman Assumptions)** Consider a cyclic group \( G \) of prime order \( p \) with generator \( g \) and \( a,b \in \{0, \ldots, p-1\} \). Given elements \( (A,B) = (g^a,g^b) \), the computation Diffie-Hellman problem (CDH) requires to compute the element \( g^{ab} \in G \). The distinguishing Diffie-Hellman problem (DDH) requires to correctly distinguish between \( (g,A,B,g^{ab}) \) and \( (g,A,B,g^{c}) \) for some random \( c \in \{0, \ldots, p-1\} \). We assume the advantage of solving the CDH and the DDH problems to be negligible, i.e., \( \epsilon_{\text{CDH}} < \text{negl} \) and \( \epsilon_{\text{DDH}} < \text{negl} \).

**Definition 1 (Diffie-Hellman Key Exchange).** Consider a Diffie-Hellman key agreement scheme with algorithms \( (\text{Ksetup}, \text{Kgen}, \text{Kagree}) \) to be defined as:

- \( \text{Ksetup}(1^\lambda) \rightarrow \text{pp} \): the setup algorithm takes as input the security parameter and outputs the public parameters \( \text{pp} \) which contain a prime \( p \), the description of a cyclic group \( G \) of order \( p \) and a generator \( g \) for the group \( G \).
- \( \text{Kgen}(\text{pp}, U_i) \rightarrow (\text{sk}_i, \text{pk}_i) \): the user \( U_i \) samples a value \( \text{sk}_i \in \{0, \ldots, p-1\} \) and computes \( \text{pk}_i = g^\text{sk}_i \). The key generation algorithm outputs \( (\text{sk}_i, \text{pk}_i) = (\text{sk}_i, g^\text{sk}_i) \).
- \( \text{Kagree}(\text{sk}_i, \text{pk}_j) \rightarrow \text{s}_{ij} \): the user \( U_i \) runs the key agreement algorithm with its own secret \( \text{sk}_i \) and \( U_j \)'s public key \( \text{pk}_j \); outputs the agreed secret key \( \text{s}_{ij} = g^{\text{sk}_i \cdot \text{sk}_j} \).

The key agreement is said to be correct if for any \( \text{pp} \leftarrow \text{Ksetup}(1^\lambda) \), \( (\text{sk}_i, \text{pk}_i) \leftarrow \text{Kgen}(\text{pp}, U_i) \), and \( (\text{sk}_j, \text{pk}_j) \leftarrow \text{Kgen}(\text{pp}, U_j) \), it holds that \( \text{s}_{ij} = \text{s}_{ji} \). The key agreement scheme is said to be secure if for any \( \text{pp} \leftarrow \text{Ksetup}(1^\lambda) \), \( (\text{sk}_i, \text{pk}_i) \leftarrow \text{Kgen}(\text{pp}, U_i) \), as well as \( (\text{sk}_j, \text{pk}_j) \leftarrow \text{Kgen}(\text{pp}, U_j) \), it holds that any PPT adversary \( A \) has negligible probability to compute \( \text{s}_{ij} \) from \( (\text{pk}_i, \text{pk}_j) \). The key agreement's security reduces to the CDH and dLog assumptions.

**Secret Sharing.** We provide the definition of a \((t,m)\)-threshold secret sharing scheme in order to achieve additive homomorphism in our protocols. Precisely:

**Definition 2.** A \((t,m)\)-threshold secret sharing scheme allows a user \( U_i \) to split a secret \( x_i \in \mathbb{F} \), where \( \mathbb{F} \) is the input domain, into \( m \) shares, such that any \( t+1 \) shares can be used to reconstruct \( x_i \), while any set of at most \( t \) shares gives no information about \( x_i \). Let \( S \) be the set such that \( |S| = m \) and \( T \subseteq S \) with \( |T| > t \). Then we consider two algorithms \( (\text{SS.share}, \text{SS.recon}) \):
the zero knowledge protocol we use is specified as follows: and Pedersen proposed a sigma protocol to perform this proof in \[2\]. Precisely, DLEQ denote the protocol which generates this proof by $B = \alpha$ zero-knowledge proof of knowledge of a value $y$, where $j$ denote the sum of shares of each $x_i$, and, therefore, we use it in the implementation of our protocol.

Shamir’s threshold secret sharing [14], as well as other secret sharing schemes [?, ?, 18] have an homomorphic property, as described by Benaloh [1]. More precisely, these schemes allow to combine multiple secrets by performing computations directly on shares. For linear functions, a $(t, m)$ threshold scheme has the additive homomorphic property if the sum of the shares are shares of the sum [1]. Thus, with our notation, if we consider $n$ secret inputs $x_1, \ldots, x_n$, and denote the sum of shares of each $j \in T$ by $y_j$, then $\text{SS.recon}(t, \{x_{ij}\}_{j \in T}, T) \rightarrow y$, where $y = x_1 + \ldots + x_n$ (1).

In fact, Shamir’s scheme is an additive homomorphic secret sharing scheme and, therefore, we use it in the implementation of our protocol.

**Zero-Knowledge Proofs of Discrete Logarithm Knowledge.** We will need a zero-knowledge proof of knowledge of a value $\alpha \in [0, p-1]$ such that $A = g^\alpha$ and $B = h^\alpha$ given the group generators $g, h$ and the corresponding values $A, B$. We denote the protocol which generates this proof by $\text{DLEQ}(g, h, A, B, \alpha)$. Chaum and Pedersen proposed a sigma protocol to perform this proof in [2]. Precisely, the zero knowledge protocol we use is specified as follows: $\text{DLEQ}(g, h, A, B, \alpha)$:

- **Proof.** $\text{DLEQ}(g, h, A, B, \alpha)$: (i) for the given $g, h$, compute $s_1 = g^s, s_2 = h^s$ where $s$ is a field element, chosen uniformly at random; (ii) for a hash function $\text{Ha}$ such that $\text{Ha}(\cdot) \in \{0, 1\}$, compute $c = \text{Ha}(g, h, A, B, s_1, s_2)$, (iii) compute $r = s + c \cdot \alpha$, and (iv) output the proof $(s_1, s_2, r)$.

- **Verify.** $\text{DLEQ}(g, h, A, B, (s_1, s_2, r))$: (i) for the aforementioned hash function, compute $c = \text{Ha}(g, h, A, B, s_1, s_2)$, (ii) check if both $g^r = s_1 \cdot A^c$ and $h^r = s_2 \cdot B^c$ are satisfied, and (iii) if they are satisfied, accept the proof, otherwise abort.

### 3 Framework of a DECENTA Problem

In this chapter, we describe the DECENTA problem as well as the required properties that a solution to DECENTA must satisfy.

**Problem Statement.** Consider $n$ users $U_1, \ldots, U_n$, each with a secret input $x_i$, and $m$ servers $S_1, \ldots, S_m$. A DECENTA problem aims to securely compute the sum of the users’ secret inputs, i.e., $y = \sum_{i=1}^n x_i$, by aggregating more than a certain amount of partial results; which are computed by the servers. Moreover, the aggregated final result $y$ can be publicly verified, i.e., anyone is able to check if $y$ is the correct sum of all users’ inputs without revealing their input itself.

In the setting of a DECENTA problem, no communication is allowed between the users; thus rendering it suitable for application settings where an immense number of users are participating, e.g., this is the case for the federated learning setting, where a very large number of users participate via their mobile devices and thus, cannot establish direct communications channels with other mobile devices (need to rely
on a server to play the intermediate communication role). Furthermore, DECENTA supports a dynamic setting, where the participating users (mobile devices) may drop out during the execution of the protocol and the correct aggregation of the values of the remaining users (devices) is still possible. The DECENTA problem captures both features of decentralization, since multiple servers are involved in the system instead of a single centralized server, thus, allowing a subset of the servers to be corrupted while still securely computing the sum value; and verifiability since it allows the participating users to verify the correctness of the computed result. A protocol solving the DECENTA problem involves the following phases:

Setup: generation of all key pairs that are used during the protocol execution.

Shares and Public Values Generation: each user $U_i$ hides its secret data $x_i$ by splitting it into different shares that are sent to the servers instead of the actual secret users’ data. Additionally, each user computes and publishes some values that are used by a verifier to fulfill, later on, the verification process.

Aggregation: it consists of all the steps that are needed to output partial values by each server, which are appropriately used for the generation of the final result $y$, and the proof (that $y$ is indeed the correct sum), denoted by $\sigma$.

Verification: ultimately, combining suitably the result $y$ and the proof $\sigma$, this phase performed by a verifier gives out either 1, implying that $y$ is the actual correct sum of all users’ secret data $x_i$, or 0 implying that $y$ is incorrect.

Threat Model and Design Goal. We adopt the threat model proposed by Xu et al., which is used to define the security of VerifyNet [19], a recently proposed privacy-preserving and verifiable federated learning framework. In contrast to the single server (i.e., centralized) setting used in VerifyNet, we adjust the threat model to a decentralized multiple-server setting. Precisely, we consider that both the cloud servers and the users follow the protocol’s execution as agreed, but they may also try to infer information about other users’ data. Additionally to this, in our protocol, we employ multiple servers with the following abilities: (i) a threshold of the servers may collude to discover the users’ private inputs, and (ii) they can modify their computed results and forge proofs in order to provide an incorrect sum to be accepted.

Properties. We require a solution to the DECENTA problem to be correct, secure, and verifiable. Below, we provide the corresponding definitions.

Definition 3 (Correctness). For all $n$ users $U_1, U_2, \ldots, U_n$ with inputs $x_1, \ldots, x_n$, for all $m$ servers $S_1, \ldots, S_m$, where all $U_i$ and $S_j$ honestly execute the protocol, and for all the partial values output by the servers $S_j$, the protocol is correct if it satisfies the following requirement:

$$\Pr \left[ \text{Verification}(\text{pub\_pars}, \sigma, y) = 1 \land y = \sum_{i=1}^{n} x_i \right] = 1.$$  

where $\text{pub\_pars}$ denotes all public parameters necessary for the protocol (if any), $y$ denotes the aggregated final result, which comes from the partial values output by the servers during the protocol, and $\sigma$ denotes the corresponding proof of $y$.

Definition 4 (Verifiability). For $n$ users $U_1, \ldots, U_n$ with inputs $x_1, \ldots, x_n$, that honestly execute the protocol, and any set of corrupted servers $T = \{S_{j_1}, \ldots, S_{j_{|T|}}\}$
with $|T| < m$ that are controlled by a PPT adversary $A$, i.e., $\forall j \in [j_1, j_{|T|}]$ such that $S_j \in T$, $S_j$ gives $\{x_{1j}, \ldots, x_{nj}\}$ to $A$ where $x_{ij}$ is the share given to the server $S_j$ from the user $U_i$. $A$ outputs the malicious partial results on behalf of the corrupted servers $S_j \in T$, while the honest servers $S_j \notin T$ output correct partial results. Then, if $A$ outputs an aggregated result $y'$ together with the corresponding proof $\sigma'$ such that $y' \neq \sum_{i=1}^{n} x_i$, we require that $A$ can pass the verification phase with negligible probability. More precisely, for any PPT adversary $A$, it holds:

$$\Pr \left[ \text{Verification} (\text{pub}_\text{pars}, \sigma', y') = 1 \right] \leq \varepsilon,$$

for some negligible $\varepsilon$; $\text{pub}_\text{pars}$ are the public parameters of the protocol.

**Definition 5 (Security).** Let $T = \{S_{j_1}, \ldots, S_{j_{|T|}}\}$ be the set of the corrupted servers with $|T| \leq t$ which are controlled by the adversary $A$. The goal of the adversary $A$ is to infer sensitive information about the users’ data. We consider security in the setting where all the servers (including the corrupted servers) correctly execute the protocol. A protocol is $t$-secure if there is no leak of information about the users’ data besides what can be derived from publicly available information.

### 4 A DECENTA Solution: DEVA

In this section, we present DEVA, an interactive multi-round protocol, inspired by Segal et al. [13] work, designed to solve the DECENTA problem.

**DEVA Construction.** At any point during the protocol, users may drop out, i.e., a user $U_i$ after sending the round-$k$ messages, may not send the consecutive round-$(k+1)$ messages, where $k \in \{1, 2, 3\}$. By the end of the last round, at least $t+1$ servers together, where $t \leq m-1$, will be able to produce an outcome $y$ and a proof $\sigma$, which are used to allow anyone to verify if $y$ is indeed the sum of all the inputs of the “involved” (active) users.

Briefly, our idea is to split the secret input $x_i$ of each user $U_i$ among $m$ servers via Shamir’s threshold secret sharing as described in Sec. 2, and provide $x_{ij}$ to server $S_j$. Given the property of Shamir’s secret sharing scheme to be additive homomorphic, any subset of $t+1$ servers will be enough to reconstruct $y$ (i.e., the sum of the inputs of the active users) from the given shares $x_{ij}$. Our main concern is how to prove that the resulted sum $y$ is correct without revealing each user’s secret input. A naive way is that each user publishes a value $g^{x_i}$, and the verification is to check if $\prod_{i} g^{x_i} = g^y$. We should note that the public value $g^{x_i}$ probably reveals some information of $x_i$, but not all $x_i$ (due to the dLog assumption), so we need to randomize $g^{x_i}$ with some random value $\text{Ran}_i$ that belongs in the employed group such that $\prod_{i} \text{Ran}_i = 1$, which implies $\prod_{i} (g^{x_i} \cdot \text{Ran}_i) = \prod_{i} g^{x_i} = g^y$. More precisely, the trick is to generate a randomness $\text{Ran}_i$ for each user $U_i$, and looking ahead, $\text{Ran}_i$ consists of a sequence of agreed keys between $U_i$ and each other user $U_i'$. Each user needs to execute a key agreement with the other participating users. Thus, we assign groups of participating users to a unique server to reduce the computational and communication costs. More precisely, we sort $n$ users into $m$ groups, each of which consists of $n/m$ amount of users. Here to simplify the explanation,
we assume \( m \nmid n \), for the general case \( m \nmid n \) please refer to our protocol in detail.

Next, each group of \( n/m \) users generates their own randomness, via their corresponding server, following the trick proposed by Bonawitz et al. [13] in which the server plays the role of a bulletin board and coordinates the communications in each group. Later, we address the possible dropouts by suitably adapting the approach in [13] to our case. We assume that, by the end of the last round, there are at least \( t_{\text{key}} + 1 \) users which have not dropped out, in each group of \( n/m \) users. Our DEVA protocol is described below:

**Setup:** all parties are given the security parameter \( \lambda \), the numbers of users \( n \) and servers \( m \), thresholds \( t \) and \( t_{\text{key}} \leq \lceil \frac{n}{m} \rceil \), honestly generated \( pp \leftarrow \text{Ksetup}(1^\lambda) \), parameter \( q \) such that \( \mathbb{Z}_q \) is the space from which inputs are sampled, and a group \( G \) of prime order \( p \) to be used for key agreement. All \( n \) users are partitioned into \( m \) disjoint subsets, i.e., \( \Gamma_1, \ldots, \Gamma_m \) where for any \( j \in [1, m] \), \( \Gamma_i \cap \Gamma_j = \emptyset \). Here, we assume \( n \) is divided by \( m \), and \( |\Gamma_j| = \frac{n}{m} \) for \( j \in [1, m] \).

**Round 1 - KeyGeneration for server \( S_j \):** \( S_j \) receives the list of keys \( \{ (pk_{i,K}^A, pk_{i,P}^E) \}_{i \in \Gamma_j} \) corresponding server, following the trick proposed by Bonawitz et al.

**Round 2 - ShareKeys for user \( U_i \):** \( U_i \) receives the list \( \{ (pk_{i,K}^A, pk_{i,P}^E) \}_{i \in \Gamma_j} \) and proceeds to sharing keys:

- Using a \( t_{\text{key}} \)-out-of-\( |\Gamma_j| \) secret sharing scheme, it generates shares of \( sk_{i,K}^A \) for each \( U_i \in \Gamma_j \). More precisely, \( U_i \) generates \( sk_{i,K}^A \leftarrow \text{KGen}(\Gamma_j^1) \); and publishes \( (pk_{i,K}^A, pk_{i,P}^E) \) before moving to the next round;

**Round 2 - ShareKeys for server \( S_j \):** \( S_j \) collects users’ public keys (We denote this set of users by \( \Gamma_j^2 \)); broadcasts to all users belonging to \( \Gamma_j \) the list of keys \( \{ (pk_{i,K}^A, pk_{i,P}^E) \}_{i \in \Gamma_j^1} \), and goes to next round;

**Round 3 - ShareInputs for user \( U_i \):** \( U_i \) receives the list of users \( U_j \) which have sent \( c_{i,j} \) (we denote this set of users by \( \Gamma_j^2 \)); and sends to each user \( U_i \in \Gamma_j^2 \) all ciphertexts under his public key \( pk_{i,P}^E \), i.e., \( \{ c_{i,j} \}_{i \in \Gamma_j^2} \);

**Round 3 - ShareInputs for server \( S_j \):** \( S_j \) receives the list of ciphertexts \( \{ c_{i,j} \}_{i \in \Gamma_j^2} \) broadcasted by \( S_j \) and proceeds to sharing its input:

- With the list \( \{ pk_{i,K}^A \}_{i \in \Gamma_j^2} \) broadcasted by \( S_j \), uses the key agreement scheme to compute the agreed key between any two users \( U_i, U_{i'} \in \Gamma_j^2 \), i.e., \( s_{i,i'} \leftarrow \text{KAgree}(sk_{i,K}^A, pk_{i,K}^A) \);

\[ ^5 \text{If } m \nmid n, \text{ then } |\Gamma_j| = \lceil \frac{n}{m} \rceil \text{ for } j \in [1, m-1] \text{ and } |\Gamma_m| = n - (m-1)\lceil \frac{n}{m} \rceil. \]
The list $x$ inputs phertexts

\[
\begin{align*}
\text{Round 4 - Aggregation for server } S_j & \text{ associated with } I_j^3: \text{ S}_j \text{ collects the list of users } U_i \text{ which have sent } (\tau_i, \rho_i) \text{ to } S_j \text{ (denoted by } I_j^3) \text{; then, } S_j \text{ collects the shared inputs } x_{ij} \text{ of all } U_i \in \bigcup_{j=1}^{m} I_j^3, \text{ i.e., } \{x_{ij}\}_{U_i \in \Omega} \text{ where } \Omega := \bigcup_{j=1}^{m} I_j^3; \\
\text{Round 4 - Aggregation for user } U_i & \text{ associated with } S_j: \text{ on receiving the ciphertexts } \{c_{i}, i\}_{U_i \in I_j^2} \text{ of each user } U_i, \text{ with the decryption key } sk_{i}^{PKE}, U_i \text{ decrypts } \{c_{i}, i\}_{U_i \in I_j^2}. \text{ More precisely, } U_i \text{ gets } sk_{i}^{KA} \leftarrow \text{PKE.Dec}(sk_{i}^{PKE}, c_{i}, i), \text{ and sends a list of shares } \{sk_{i}^{KA}\}_{U_i \in I_j^2 \setminus I_j^3} \text{ to the server } S_j; \\
\text{Round 4 - Aggregation for server } S_j & \text{ associated with } I_j: \text{ S}_j \text{ collects the list of shares } \{sk_{i}^{KA}\}_{U_i \in I_j^2 \setminus I_j^3} \text{ from the users } U_i \text{ (denote this set of users by } I_j^4) \text{ such that } |I_j^4| \geq t_{key}; \text{ Consecutively, for each user } U_i' \in I_j^2 \setminus I_j^3, \text{ the server } S_j: \\
o & \text{evaluates the shared keys } sk_{i}^{KA} \text{ by running the SS.recon}(t_{key}, \{sk_{i}^{KA}\}_{i \in I_j^4}, I_j^4) \text{ reconstruction algorithm, and computes } s_{i}^{v} \leftarrow \text{KA.Kagree}(sk_{i}^{KA}, pk_{i}^{KA}), \text{ i.e., the agreed keys } s_{i}^{v}; \\
o & \text{evaluates the missing values } z_{i}^{v} := \prod_{i \in I_j^3} s_{u}^{v-1} \cdot \prod_{i \in I_j^2 \setminus I_j^3} s_{v}^{v}, \forall U_i \in I_j^3; \\
o & \text{computes } \omega_{i}^{v} := \prod_{i \in I_j^3} (pk_{i}^{KA})^{-1} \cdot \prod_{i \in I_j^3 \setminus I_j^3} pk_{i}^{KA}, \text{ for all users } U_i \in I_j^3, \text{ and a proof } \text{Proof.DLEQ}(g, \omega_{i}^{v}, pk_{i}^{KA}, z_{i}^{v}, sk_{i}^{KA}) \text{ with witness } sk_{i}^{KA} \text{ using the ZK protocol in [2], described in detail in Sec. 2; } \\
o & \text{computes the partial value } y_{j} := \sum_{U_i \in \Omega} x_{ij}; \\
\text{The list } \{(pk_{i}^{KA})_{U_i \in I_j^3}, y_{j}, (z_{i}^{v}, \text{Proof.DLEQ}(g, \omega_{i}^{v}, pk_{i}^{KA}, z_{i}^{v}, sk_{i}^{KA}))_{U_i \in I_j^2 \setminus I_j^3}\} \text{ is finally given as the output by the server } S_j; \\
\text{Public Verification:} \text{ given a set of servers } T \text{ where } |T| \geq t, \text{ any verifier:} \\
o & \text{gets from each server } S_j \text{ the set of active users } \{pk_{i}^{KA}\}_{U_i \in I_j^3}, \text{ and computes } \hat{\omega}_{i}^{v} := \prod_{i \in I_j^3} (pk_{i}^{KA})^{-1} \cdot \prod_{i \in I_j^3 \setminus I_j^3} pk_{i}^{KA}, \text{ for each user } U_i' \in I_j^2 \setminus I_j^3; \\
o & \text{executes } \text{Verify.DLEQ}(g, \hat{\omega}_{i}^{v}, pk_{i}^{KA}, z_{i}^{v}, \text{Proof.DLEQ}(g, \omega_{i}^{v}, pk_{i}^{KA}, z_{i}^{v}, sk_{i}^{KA})) \text{ to check if it satisfies } g^{\hat{\omega}_{i}^{v}} = pk_{i}^{KA} \text{ and } (\hat{\omega}_{i}^{v})^{sk_{i}^{KA}} = z_{i}^{v}, \text{ for each user } U_i' \in I_j^2 \setminus I_j^3. \text{ If it fails, abort and output 0.} \\
o & \text{computes the final result } y := \text{SS.recon}(t, \{y_{j}\}_{j \in T}, T) \text{ given } |T| \text{ servers, the value } \sigma \text{ as } \sigma := \prod_{j=1}^{m} \left( \prod_{U_i \in I_j^3} \tau_i \cdot \prod_{U_i' \in I_j^2 \setminus I_j^3} \rho_i' \cdot \prod_{U_i' \in I_j^2 \setminus I_j^3} z_{i}^{v} \right) \text{ and checks if } \sigma = H(y), \text{ for } H \text{ defined to be the hash function described in Sec. 2. If true, output } (y, 1). \text{ Otherwise output 0.} \\
\text{Below, we state the DEVA's satisfied properties.}
Theorem 1 (DEVA Correctness). The DEVA protocol is correct, i.e., it holds $Pr[\text{Verification}(\sigma, y) = (y, 1)] = 1$, where $\sigma$ and $y$ are the outputs of the protocol, honestly executed by all users and servers.

We present and prove the following lemma which is necessary to prove DEVA’s properties. We abuse notation by equivalently denoting $U_i \in \Gamma^3_j$ as $i \in \Gamma^3_j$.

Lemma 1. It holds that

$$\prod_{i \in \Gamma^3_j} \left( \prod_{i' \in \Gamma^3_j; i < i'} s_{ii'} \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i} \right) \cdot \prod_{i' \in \Gamma^3_j; i > t} \left( \prod_{i' \in \Gamma^3_j; i < i'} s_{ii'}^{-1} \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i}^{-1} \right) = \prod_{i \in \Gamma^3_j} \hat{\rho}_i \cdot \prod_{i' \in \Gamma^3_j} z_{ii'} = 1 \quad (3)$$

Proof (DEVA’s Lem. 1). Since $\Gamma^2_j \equiv \Gamma^3_j \cup (\Gamma^2_j \setminus \Gamma^3_j)$, for all $i \in \Gamma^3_j$, it holds

$$\hat{\rho}_i = \left( \prod_{i' \in \Gamma^3_j; i < i'} s_{ii'} \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i} \right) \cdot \left( \prod_{i' \in \Gamma^3_j; i > t} s_{ii'}^{-1} \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i}^{-1} \right)$$

Observe that $\prod_{i \in \Gamma^3_j} \left( \prod_{i' \in \Gamma^3_j; i < i'} s_{ii'} \cdot \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i}^{-1} \right) = 1$, thus implying,

$$\prod_{i \in \Gamma^3_j} \hat{\rho}_i = \prod_{i \in \Gamma^3_j} \left( \prod_{i' \in \Gamma^3_j \setminus \Gamma^3_j; i < i'} s_{ii'} \prod_{i' \in \Gamma^3_j; i > i'} s_{i'i}^{-1} \right) = \prod_{i' \in \Gamma^3_j \setminus \Gamma^3_j} \left( \prod_{i \in \Gamma^3_j; i < i'} s_{ii'} \prod_{i \in \Gamma^3_j; i > i'} s_{i'i}^{-1} \right) = \prod_{i' \in \Gamma^3_j \setminus \Gamma^3_j} z_{ii'}^{-1} \quad \blacksquare$$

Proof (DEVA’s Correctness - Thm. 1). Let $\Omega = \bigcup_{j=1}^{m} \Gamma^3_j$ be the set of all users that have sent shared inputs $x_{ij}$ to their corresponding servers. For any $T$ set of servers with $|T| > t$, it holds:

$$y = \text{SS.recon}(t, \{y_j\}_{j \in T}, T) \stackrel{\text{see eq.}(1)}{=} \sum_{i \in \Omega} x_i \quad (4)$$

By construction, we get the following relation that is needed later on:

$$\prod_{u_i \in \Gamma^3_j} \rho_i = \prod_{i \in \Gamma^3_j} g^{R_{ii'}} \cdot \prod_{i' \in \Gamma^3_j; i' < i} s_{ii'} \cdot \prod_{i' \in \Gamma^3_j; i' > i} s_{i'i}^{-1} \stackrel{\text{Eq.}(3)}{=} \prod_{i \in \Gamma^3_j} g^{R_{ii'}} \cdot \prod_{i \in \Gamma^3_j} \hat{\rho}_i \quad (5)$$

Therefore, we can expand $\sigma$ as follows:
Theorem 2 (DEVA Verifiability). For any PPT adversary $A$ with overwhelming probability $A$ knows the secret keys (witnesses) $sk_i^{KA}$ of all users that drop out at the end of round 2 and before round 3, such that the proof $\text{DLEQ}(g, \omega_i^*, pk_i^*, z_i^*, sk_i^{KA})$ is valid, i.e., $g^{sk_i^{KA}} = pk_i^{KA}$ and $(\omega_i^*)^{sk_i^{KA}} = z_i^*$. Let $\Gamma_2^j \setminus \Gamma_3^j$ be the list of honestly dropped users at the end of round 2 and before round 3. Let us consider the two possible cases:
– A reports an active user as dropped. W.l.o.g., denote this user as $U_{fd}$ and let $z_{fd}$ denote the related missing value computed\(^6\). Then, we get:

\[
\text{Verification}(\sigma', y') = 1 \iff \sigma' = H(y')
\]

\[
\iff \prod_{j=1}^{m} \left[ \left( \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right) z_{fd} \right] = g^{y'}
\]

\[
\iff \prod_{j=1}^{m} \left[ \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right] \prod_{j=1}^{m} z_{fd} = g^{y' - \Delta}
\]

\[
\iff g^y \prod_{j=1}^{m} z_{fd} = g^y g^{\Delta} \iff \prod_{j=1}^{m} z_{fd} = g^{\Delta}
\]

– A reports a dropped out user as active. W.l.o.g., denote this user as $U_{fa}$ and let $z_{fa}$ denote the value computed for this user. Then, we get:

\[
\text{Verification}(\sigma', y') = 1 \iff \sigma' = H(y')
\]

and expanding $\sigma'$ we have:

\[
\sigma' = \prod_{j=1}^{m} \left[ \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right]
\]

\[
\iff \sigma' = \prod_{j=1}^{m} \left[ \left( \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right) (z_{fa} z_{fa}^{-1}) \right]
\]

\[
\iff \sigma' = \prod_{j=1}^{m} \left[ \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right] z_{fa}^{-1}
\]

\[
\iff \sigma' = \prod_{j=1}^{m} \left[ \prod_{U_i \in F_j^3} \tau_i \prod_{U_i \in F_j^3} \rho_i \prod_{U_i \in F_j^3 \setminus (F_j^3 \cup \Gamma_3)} z_i' \right] \prod_{j=1}^{m} z_{fa}^{-1}
\]

\[
\iff g^y \prod_{j=1}^{m} z_{fa}^{-1}
\]

Then, Eq. (7) becomes, equivalently:

\[
\text{Eq. (7)} \iff g^y \prod_{j=1}^{m} z_{fa}^{-1} = g^y \iff \prod_{j=1}^{m} z_{fa}^{-1} = g^{y + \Delta}
\]

\[
\iff g^y \prod_{j=1}^{m} z_{fa}^{-1} = g^y g^{\Delta} \iff \prod_{j=1}^{m} z_{fa}^{-1} = g^{\Delta}
\]

\(^6\) A must know the secret key by either breaking the key agreement security or by maliciously corrupting the user, e.g., by personally creating it.
In both cases, finding \( \Delta \) requires to solve a \( \text{dLog} \) problem which is assumed to be hard. Thus, the only two cases that exist are not feasible. Therefore, it holds 
\[
\Pr[\text{Verification}(a', y') = 1] \leq \text{negl}.
\]

We consider security in the setting where at most \( t \) servers are corrupted by the adversary \( \mathcal{A} \), namely, assume \( T = \{ S_{j_1}, \ldots, S_{j_T} \} \) be the set of the corrupted servers such that \( |T| \leq t \). All those \( |T| \) servers are controlled by \( \mathcal{A} \) and all users and servers correctly execute the protocol. \( \mathcal{A} \) has the knowledge of at most \( t_{\text{key}} \) corrupted users’ secret inputs. \( \mathcal{A} \) attempts to infer the remaining non-corrupted users’ secret inputs. We show that the joint view of any set of less than \( (t + 1) \) corrupted servers and any set of less than \( (t_{\text{key}} + 1) \) corrupted users can be simulated, given the inputs of the corrupted users and only the sum of the inputs of the remaining users. Intuitively, this means that those users and servers learn nothing more than their own inputs, and the sum of the other users’ inputs. Consider \( n \) users \( \mathcal{U} = \{ U_i \}_{i \in [n]} \) along with \( m \) servers \( S = \{ S_j \}_{j \in [m]} \), and \( \mathcal{U} \) is partitioned into \( m \) disjoint subsets, i.e., \( \mathcal{U} = \Gamma_1, \ldots, \Gamma_m \) where for any \( j, j' \in [1, m] \), \( \Gamma_j \cap \Gamma_{j'} = \emptyset \).

Let the input of each user \( U_i \) be \( x_i \). For simplicity, we assume \( m \) divides \( n \) and \( |\Gamma_j| = \frac{n}{m} \) for \( j \in [1, m] \). Assume that the group of users \( \Gamma_j \) corresponds to server \( S_j \). Denote by \( \Gamma_j^\prime_1, \Gamma_j^\prime_2, \Gamma_j^\prime_3, \Gamma_j^\prime_4 \) the subsets of users in \( \Gamma_j \) that successfully sent their messages to the corresponding server \( S_j \) at round 1, 2, 3 and 4 respectively, such that \( \Gamma_j \supseteq \Gamma_j^\prime_1 \supseteq \Gamma_j^\prime_2 \supseteq \Gamma_j^\prime_3 \supseteq \Gamma_j^\prime_4 \). For example, users in \( \Gamma_j^\prime_1 \setminus \Gamma_j^\prime_2 \) are those that abort after completing the execution of round 1 but before sending the message to \( S_j \) in round 2. Let \( S' \) be the corrupted servers such that \( |S'| \leq t \), and \( \mathcal{U}' \) the corrupted users such that \( |\mathcal{U}'| \leq t_{\text{key}} \). Let \( \text{Real}^{\mathcal{U}, S', t, t_{\text{key}}} \left( \{x_i\}_{U_i \in \mathcal{U}'}, \{\Gamma_j^1, \Gamma_j^2, \Gamma_j^3, \Gamma_j^4\}_{j \in [1, m]} \right) \) be a random variable representing the views of all corrupted users in \( \mathcal{U}' \) and all corrupted servers in \( S' \) after executing the above instantiated protocol, where the randomness is over their internal randomness and the ones in the setup phase.

**Theorem 3 (DEVA Security).** There exists a PPT simulator \( \text{Sim} \) such that for all \( t < m \) and \( t_{\text{key}} < \left\lfloor \frac{m}{2} \right\rfloor \), \( \mathcal{U}, S, \mathcal{U}', S', \{x_i\}_{U_i \in \mathcal{U}'} \), and \( \{\Gamma_j^1, \Gamma_j^2, \Gamma_j^3, \Gamma_j^4\}_{j \in [1, m]} \), such that \( |S'| \leq t, |\mathcal{U}'| \leq t_{\text{key}}, \mathcal{U}' \nsubseteq \mathcal{U}, S' \nsubseteq S, \Gamma_j^1 \supseteq \Gamma_j^2 \supseteq \Gamma_j^3 \supseteq \Gamma_j^4 \) for \( j \in [1, m] \), and \( \mathcal{U}' \cup \Omega = \{ \Gamma_j^4 \} \), the output of \( \text{Sim} \) is computationally indistinguishable from the output of \( \text{Real}^{\mathcal{U}, S', t, t_{\text{key}}} \), i.e.,

\[
\text{Real}^{\mathcal{U}, S', t, t_{\text{key}}} \left( \{x_i\}_{U_i \in \mathcal{U}'}, \{\Gamma_j^1, \Gamma_j^2, \Gamma_j^3, \Gamma_j^4\}_{j \in [1, m]} \right) 
\approx \text{Sim}^{\mathcal{U}, S', t, t_{\text{key}}} \left( \{x_i\}_{U_i \in \mathcal{U}'}, \{\Gamma_j^1, \Gamma_j^2, \Gamma_j^3, \Gamma_j^4\}_{j \in [1, m]} \right)
\]

where, by considering \( \Omega := \bigcup_{j \in [1, m]} \Gamma_j^3 \), and \( \text{aux} := \sum_{U_i \in \Omega \setminus \mathcal{U}'} x_i \) if \( |\Gamma_j^4| > t_{\text{key}} \) for all \( j \in [1, m] \); otherwise \( \text{aux} := 1 \).

**Proof (DEVA’s Security - Thm. 3).** Let us construct the simulator \( \text{Sim} \) by doing a sequence of games from the initial view of the real execution \( \text{Real}^{\mathcal{U}, S', t, t_{\text{key}}} \) such that any two consecutive games are computationally indistinguishable.

**Game0:** \( \text{Real} \) is exactly the joint view of the set of corrupted servers \( S' \) and corrupted users \( \mathcal{U}' \) in a real execution of the above instantiated protocol.
**Game 1**: given the set of corrupted users $\mathcal{U}'$, let $\mathcal{Y}^2_j := \mathcal{U}' \cap \mathcal{T}^2_j$ for all $j \in [1, m]$. In Game 1, for all $j \in [1, m]$, the ciphertexts that are received by honest users $U'_j \in \mathcal{T}^2_j \setminus \mathcal{Y}^2_j$ and sent from honest users $U_i \in \mathcal{T}^2_j \setminus \mathcal{Y}^2_j$, are replaced with encryptions of 0 instead of $sk^{KA}_{i,i'}$, i.e., computing $c_{i,i'} \leftarrow \text{PKE.Enc}(pk_{i',\text{PKE}}, 0)$ instead of $c_{i,i'} \leftarrow \text{PKE.Enc}(pk_{i',\text{PKE}}, sk^{KA}_{i,i'})$. The IND-CPA security of the PKE encryption scheme guarantees that this game is indistinguishable from the previous one.

**Game 2**: for all $j \in [1, m]$, when the user $U_j \in (\mathcal{T}^2_j \setminus \mathcal{Y}^2_j) \setminus \mathcal{Y}^2_j$ generates shares of $sk^{KA}_i$, we substitute all shares of $sk^{KA}_i$ with shares of 0 (every user $U_i$ in the set $(\mathcal{T}^2_j \setminus \mathcal{Y}^2_j) \setminus \mathcal{Y}^2_j$ uses a different sharing of 0), and give those shares to the corrupted users in set $\mathcal{Y}^2_j$ in Round ShareKeys, i.e., computing $sk^{KA}_{i,i'} := \text{SS.share}(t_{key}, 0, U'_i, \mathcal{Y}^2_j)$ for $U'_i \in \mathcal{Y}^2_j$ instead of computing $sk^{KA}_{i,i'} := \text{SS.share}(t_{key}, sk^{KA}_i, U'_i, \mathcal{Y}^2_j)$. The properties of Shamir’s secret sharing guarantee that the distribution of any $|\mathcal{U}'|$ shares of 0 is identical to the distribution of an equivalent number of shares of $sk^{KA}_i$, making this game and the previous one identically distributed.

**Game 3**: for all $j \in [1, m]$, for each user $U_i \in (\mathcal{T}^2_j \setminus \mathcal{Y}^2_j) \setminus \mathcal{Y}^2_j$, instead of computing

$$
\rho_i := g^{R_i} \cdot \prod_{i' < i} s_{ii'} \cdot \prod_{i' > i} s_{i'i}^{-1} \quad \text{and} \quad \tau_i := g^{R_i} \cdot g^{R_i'}
$$

we compute

$$
\rho_i := g^{\zeta_i} \cdot \prod_{i' < i} s_{ii'} \cdot \prod_{i' > i} s_{i'i}^{-1} \quad \text{and} \quad \tau_i := g^{\zeta_i},
$$

where $\zeta_i := -\eta_i$ and $\eta_i$ is sampled uniformly at random. Since $R_i'$, $R_i''$ are uniformly random values, this game and the previous one are identically distributed.

**Game 4**: given the set of corrupted users $\mathcal{U}'$, let $\mathcal{Y}^3_j := \mathcal{U}' \cap \mathcal{T}^3_j$ for all $j \in [1, m]$. In Game 4, for all $j \in [1, m]$, when user $U_i \in \mathcal{T}^3_j \setminus \mathcal{Y}^3_j$ generates shares of $sk^{KA}_i$, we substitute all shares of $sk^{KA}_i$ with shares of 0 (every $U_i \in \mathcal{T}^3_j \setminus \mathcal{Y}^3_j$ uses a different sharing of 0), and give those shares to the corrupted users in set $\mathcal{Y}^3_j$ in Round 2 - ShareKeys for user $U_i$, i.e., computing $sk^{KA}_{i,i'} := \text{SS.share}(t_{key}, 0, U'_i, \mathcal{Y}^3_j)$ for $U'_i \in \mathcal{Y}^3_j$. The security of the threshold secret sharing scheme guarantees that Game 2 is identically distributed as Game 3.

**Game 5**: for a fixed user $U_i \in \mathcal{T}^3_j \setminus \mathcal{Y}^3_j$ as well as for other users $U_i \in (\mathcal{T}^3_j \setminus \mathcal{Y}^3_j) \setminus \{U_i\}$, we substitute $s_{i,i'} = s_{ii'}$ with a uniformly random value, instead of computing the value $s_{i,i'} = s_{ii'} \leftarrow \text{KAgree}(sk^{KA}_i, pk^{KA}_i, \mathcal{T}^3_j)$. More precisely, Sim computes, for any user $U_i \in (\mathcal{T}^3_j \setminus \mathcal{Y}^3_j) \setminus \{U_i\}$:

$$
\rho_i := g^{\zeta_i} \left( \prod_{i' < i} s_{ii'} \prod_{i' > i} s_{i'i}^{-1} \right) \frac{\sum_{i' < i} s_{ii'}}{\sum_{i' > i} s_{i'i}}
$$

where $\sum_{i'} := \begin{cases} s_{ii'} & \text{if } i' > i \\ s_{ii'}^{-1} & \text{if } i' < i \end{cases}$ and $s_{ii'} = s_{i'\ast i}$
is a random element of $G$, $z_i := \theta_i \cdot s_{ii^*}$, and

$$\omega_i := \left( \prod_{i' \in I_j^3 \setminus \{U_i\}} \prod_{i' \in I_j^3 \setminus \{U_i\}} (p_{ki^*})^{-1} \right)^{p_{ki}}_i,$$

where $p_{ki} := \begin{cases} p_{ki}^0 \text{ if } i^*>i \\ (p_{ki}^0)^{-1} \text{ if } i^*<i \end{cases}$

and generates $\text{Proof.DLEQ}(g, \omega_i, p_{ki}^0, z_i, sk_i^0)$ using the simulator of the ZK proof. For the fixed user $U_i \in I_j^3 \setminus I_j^3$, Sim computes,

$$\rho_i := g^{i^*} \left( \prod_{i' \in I_j^3} s_{ii^*} \prod_{i' \in I_j^3} s_{ii^*}^{-1} \right), \quad z_i := \theta_i,$$

and generates $\text{Proof.DLEQ}(g, \omega_i, p_{ki}^0, z_i, sk_i^0)$ using the ZK proof's simulator. The DDH assumption and ZK property assure $\text{Game}_5$ to be indistinguishable from $\text{Game}_4$.

**Game$_6$, or Sim:** for all users $U_i \in I_j^3 \setminus I_j^3$, instead of computing

$$\tau_i := g^{i^*}g^{R_{ii^*}}, \quad \rho_i := g^{R_{ii^*}'} \left( \prod_{i' \in I_j^3} s_{ii^*} \prod_{i' \in I_j^3} s_{ii^*}^{-1} \right) = g^{R_{ii^*}'} . \tag{8}$$

$$\cdot \left( \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*} \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*}^{-1} \right) \left( \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*} \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*}^{-1} \right)$$

we compute

$$\tau_i := g^{\eta_i}, \quad \rho_i := g^{\zeta_i} \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*} \prod_{i' \in I_j^3 \setminus (I_j^3 \setminus I_j^3)} s_{ii^*}^{-1} \tag{9}$$

where $\eta_i$ and $\zeta_i$ are sampled uniformly at random and are subject to

$$\sum_{i \in \bigcup_{j=1}^m (I_j^3 \setminus I_j^3)} (\eta_i + \zeta_i) = \text{aux} = \sum_{i \in \bigcup_{j=1}^m I_j^3 \setminus I_j^3} x_i$$

To generate the shares of an input for each user $U_i \in \bigcup_{j=1}^m (I_j^3 \setminus I_j^3)$, given aux, the simulator Sim randomly chooses $x'_i$ such that $\sum_{i \in \bigcup_{j=1}^m I_j^3 \setminus I_j^3} x'_i = \text{aux}$, and shares $x'_i$ among $m$ servers using $t$-out-of-$m$ secret sharing scheme, i.e., for each server $S_j$ for $j \in [1, m]$, $x_{ij} \leftarrow \text{SS.share}(t, x'_i, S_j, \{S_j\}_{j \in [1, m]})$. 
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For $\tau_i$ and $\rho_i$ generated as in Eq. (9), it implies that, for $\Xi_j := \bigcup_{j=1}^{m}(F_j^3 \setminus T_j^3)$,

$$\prod_{i \in \Xi_j} \tau_i \cdot \rho_i = \prod_{i \in \Xi_j} \left[ g^{\eta_i} \cdot g^{\zeta_i} \cdot \left( \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right) \right]$$

$$= g \sum_{i \in \Xi_j} (\eta_i + \zeta_i) \cdot \left[ \prod_{i \in \Xi_j} \left( \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right) \right]$$

$$= g^{\mathrm{aux}} \cdot \left[ \prod_{i \in \Xi_j} \left( \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right) \right]$$

while for honestly generated $\tau_i$ and $\rho_i$ as Eq. (8), it holds that

$$\prod_{i \in \Xi_j} \tau_i \cdot \rho_i =$$

$$= g^{\tau_i + \eta_i + \zeta_i} \cdot \left[ \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right] \cdot \left[ \prod_{i \in \Xi_j} \left( \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right) \right]$$

$$= \sum_{i \in \Xi_j} x_i \cdot g^{\mathrm{aux}} \cdot \left[ \prod_{i \in \Xi_j} \left( \prod_{i < i'} s_{ii'} \prod_{i > i'} s_{ii' - 1} \right) \right]$$

This implies that, choosing $\eta_i$ and $\zeta_i$ uniformly at random to compute $\tau_i$ and $\rho_i$ as in Eq. (9) is identically distributed with computing $\tau_i$ and $\rho_i$ as in Eq. (8). Since for all $U_i \in F_j^3 \setminus T_j^3$, $\eta_i$ and $\zeta_i$ are sampled uniformly at random, to generate $\tau_i$ and $\rho_i$, the simulator $\text{Sim}$ does not need the knowledge of individual $x_i$ for $U_i \in \Xi_j$ but, instead, their sum $\sum_{i \in \Xi_j} x_i = \mathrm{aux}$ is sufficient for the simulation. This implies the indistinguishability between $\text{Game}_5$ and $\text{Game}_6$. \(\square\)

## 5 Evaluation

This section describes several experimental results from the implementation of our DEVA protocol. We explain the different findings of DEVA, and provide comparison
to prior work of VerifyNet by Xu et al. [19]. We got our protocol’s experimental results, by implementing a prototype in Python 3.8.3. The execution of the tests was on MacOS 10.14.6 over a MacBookPro (2017) with processor Intel i7-7820HQ CPU @ 2.9GHz, with 16GB LPDDR3 2133MHz RAM, 1MB L2 cache and 8MB L3 cache. We used Diffie-Hellman over the elliptic curve secp256k1 for the key agreement, the Shamir’s secret sharing scheme as an additive homomorphic secret sharing scheme, and RSA-2048 as a public key encryption scheme. The execution time provided is expressed in milliseonds (ms), while the bandwidth is presented in kilobytes (kB). The source code of our protocol is publicly released\(^7\).

5.1 Implementation analysis

In this subsection, we explore how our DEVA protocol performs when considering different parameters, e.g., number of users, number of servers or the amount of dropout users and how this affects the communication bandwidth of the protocol and the execution time required.

We are interested in (i) each user’s execution time and the output data size in relation to the amount of employed servers but also to a different percent of dropout users; (ii) each server’s execution time and input data size w.r.t. the amount of users and the percentage of dropout users; (iii) the verification’s execution time and the data input size in relation to the amount of users, servers and the number of dropout users considered; and lastly, (iv) the total communication bandwidth in relation to the amount of users, servers and number of users that have dropped out.

We describe how our DEVA protocol performs and explain its behavior in each case. The results for the different costs considered per user or per server include all the rounds of the protocol (excluding Round 1). Specifically for the server execution time the results contain the cost just from Round 4 where the aggregation takes place, since no other computation is performed elsewhere by the server.

**Execution and communication cost analysis per user.** Our decentralized protocol employs multiple servers for the computation to achieve less computation time per user which is shown to be the case in Fig. 1. In fact, in this figure, it is clear that

![Figure 1. User execution time for 0% and 30% of dropout users.](image)

when the amount of servers is increased, the required execution time for each user

\(^7\) All code will be released publicly after publication, but is already available to reviewers upon request through the program committee.
decreases. We also observe that when we consider more users, the execution time increases, which is expected since, in that case, each user belongs to a bigger disjoint subset $\Gamma_j$; therefore, needs to exchange information within a bigger set of users. Lastly, comparing the two scenarios of dropout, 0% and 30% respectively, we notice minor differences. This happens because the dropout of the users, in the experiments, occurs in Round 3, where the computational costly operations that the user performs are already made. We should clarify here that, in our implementation, dropout takes place at that point of the DEVA protocol with the aim to illustrate the maximum computation time from the user side. Regarding the communication bandwidth that each user has in our DEVA protocol, we expect that the employment of multiple servers results in smaller communication cost for each user. This is because when the protocol uses more servers, less amount of users are connecting to a single server; thus, for e.g., a single user exchanges shares of keys with less users. This expectation is represented in the Fig. 2. Additionally, the figure shows that when dropouts of users occur, less output data are given by each user; which is reasonable since less users are active in that case. Finally, when more users participate in the DEVA protocol, more data communication is required from each user because of the exchange of keys between the users.

![Figure 2. User output data for 0% and 30% of dropout users.](image)

**Execution and communication cost analysis per server.** The execution time required during the DEVA protocol per server depends on the number of servers that participate in the protocol. More precisely, a big amount of servers participating, offloads the execution time required for each server. On the other hand, the amount of users can affect the time cost of the server in two ways. Firstly, more users require more execution time for the server since each of them handles more computations (since each server handles $\frac{n}{m}$ users when it comes to key sharing (Round 2)). Secondly, when there is a user dropout, servers need to compute, among other values, the missing keys from the dropout users as well as the proof $\text{Proof.DLEQ}(g, \omega_i', p_{K_i}, z_i', s_{K_i})$ for each of them; thus, requiring more execution time. The expected behavior of DEVA is illustrated in Fig. 3. The bandwidth cost of each server is easily explained. Less data are received when dropouts of users occur (less users send data to each server). Our experiments show a small difference due to when the dropout happens in the implementation, as we have previously mentioned. Similarly, when more servers are employed, each server receives less data because it handles less users. Our expectations are clearly depicted in Fig. 4.
DEVA verification time and communication cost. The verification execution time depends on several parameters that can affect the timing. Surely, a bigger amount of servers should not influence the verification execution time, while w.r.t. bigger amount of users or percent of dropout users, the verification time is expected to increase. Fig. 5 illustrates the expected behavior of our protocol, considering 500 users and 10 servers for the presented plots, respectively. Regarding the input data needed for the verification, the amount of servers does not affect the input data needed, while bigger dropouts of users require more data. This is because for a smaller number of active users, less public keys are received but more zero knowledge proofs need to be checked. In fact, observe our experimental results depicted in Fig. 6.

DEVA total communication cost (bandwidth). Finally, the total bandwidth of the DEVA protocol is shown in Fig. 7 and shows that when multiple servers are employed the total bandwidth of DEVA decreases. Therefore, using more servers results in less communication cost which reports precisely our expectation. Moreover,
we observe that DEVA requires smaller communication cost for more dropout users, demonstrating that our protocol handles dropouts very well.

5.2 Comparison

In this subsection, we compare DEVA and the protocol provided by Xu et al. VerifyNet [19]. VerifyNet’s experiments are conducted on a Intel Xeon E5-2620 CPU @ 2.10GHz, 16GB RAM running Ubuntu 18.04. To the best of our knowledge, the authors did not publicly release their source code and, as an additional complication, the CPUs used for running the experiment are hard to compare since Xu et al.’s machines are server-CPUs while DEVA’s experiments are obtained from a laptop-CPU. For these reasons, we limit our comparison on just the amount of data transmitted by the user. VerifyNet’s users have secret vectors of length $K = 1000$ as input to the aggregation protocol. To fairly compare, we repeatedly execute our DEVA protocol $K$ times in order to achieve the same amount of aggregated bytes. We execute our experiments in a reasonably distributed setting of $m = 10$ servers, threshold $t = 1$ and key threshold $t_{\text{key}} = 1$. In Fig. 8, we compare the amount of data transmitted for each user in executing DEVA or VerifyNet with respect to different amounts of users $n$ or vector sizes $K$. DEVA is linearly dependent both in the amount of user $n$ and vector size $K$, while VerifyNet is linear in the vector size but quadratic in the amount of users. This different increase factor implies that there will always be, for a fixed vector size $K$, an amount of users from which our DEVA protocol is more efficient than VerifyNet. As previously discussed, this is due to the fact that in DEVA, the higher the amount of servers, the smaller the amount of data transmitted
by each user because it belongs to a smaller subset $I_j$, while the size of this subset depends on the amount of servers. On the other hand, DEVA is clearly not optimal when considering large vector-inputs. It must be observed that VerifyNet is designed to work with vectors, key aspect of the specific comparison. DEVA is penalized since multiple executions must be made, thus, posing the DEVA’s extension, that allows the usage of vectors as input, an interesting future development.

![Graph](image)

**Figure 8.** User’s data out comparison for fixed $K = 1000$ and $n = 100$.

6 Conclusion

We proposed DEVA, a secure and practical protocol that allows organizations to collaboratively train their model by employing multiple cloud servers. It protects users’ privacy, handles users’ dropouts that occur at any round, and provides public output verifiability allowing anyone to check the correctness of the aggregated parameters and thus, it provides greater transparency in the learning process. Servers are independent in DEVA and only a threshold amount of them is required to compute the sum. We provided the execution time and bandwidth cost analysis of DEVA for different cases. DEVA is designed to deal well with a large number of users compared to the state of the art, while a future direction would be to extend our work integrating vector size inputs.
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