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The FlexSoC program, launched in 2003, aims to develop new architectural technigues and program-

ming models for high performance System on Chip. The target platforms are embedded systems where

long battery life, high performance, and the flexibility to adapt to new protocols and standards are im- |

portant. ASIC design makes it possible to tailor the hardware for a specific application thus achieving Arch desc Code Config Pert mod

an efficient solution with the lowest power dissipation but the total lack of flexibility makes it costly to

adapt to new standards. GPPs on the other hand offers flexibility at the cost of high power dissipation :

and lower performance. Simulator o
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FlexSoC exposes a more fine-grained control and a richer native ISA than a GPP. The proposed idea
IS to generate an application specific ISA as a subset of the native ISA. That way we hope to gain in

performance and power efficiency and also to store programs in a more compact way. Simulator and evaluation framework
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Memory Is an important component in embedded devices and by reducing the static code
size of the applications we can: dissipate less energy, reduce cost of system, and get high-
er performance.
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plication only one quarter of the T o B
partial products of an N-bit multipli-
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This opens up the possibility of per-

forming a second N/2-bit multiplica-

Traditional dictionary based compression identifies identical sequences of instructions in
the code and stores them only once, in the dictionary. In the extended schemes, the dictio-
nary entries may also be generated from similary sequences of instructions. Bitmask Echo

tion in parallel and DICE are two previously proposed schemes that allows mismatch in complete instruc-
tions and operands.

Ful adder oit Forcing inactive partial products to We have evaluatepl .dlctlonary-.based compression and proposed a erX|pIe scheme that al-

-L oRgate zero (oray) enables the possibility lows for a more _eff!uant exec.utllon ofa compressepl program. Qur evaluation shows that the

two 4:b multplications operand flexibility is more efficiant than complete instructions, if used alone. We also show

of computing a second N/2-bit mul-
tiplication in parallel (red). To Im-
prove the delay of the N/2-bit
multiplicaions the active partial
products (red&blue) are placed in
the reduction tree close to the final
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that the combination of the two allows for a more efficient format to be executed.
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looking into ways to efficiently
transfer not only instructions, but
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Simulations done with a 16-bit twin-

precision multiplier shows a power
reduction of more then three times,

when performing signed 8-bit multi-

also data. Our current studies look
at the data transfered between
CPU and memory, but a long term
goal is to use the same efficient
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