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» Grammar transformations.
» Chomsky normal form.

» The pumping lemma for
context-free languages.



Grammar
transforma-
tions



Grammar transformations

» A number of transformations of grammars.

» | have taken some information and terminology
from “To CNF or not to CNF? An Efficient Yet
Presentable Version of the CYK Algorithm” by
Lange and LeiB.



BIN

» Result: No production A — « where |a| > 3.

» Replace each production A — X X,...X,,
where n > 3, with:

A— XA,

An—l — Xn—lX

n

Here A,,..., A, are new nonterminals.

» L(BIN(G)) = L(G).



DEL

» Result: No production of the form A — ¢.
» A nonterminal A is nullable if A =* <.

» Replace each production A — X; X,... X, with
{A—alae f(n)\{e}}:
feN—p(NUX)
f0)={¢e}
FA+k) = fR){ Xppp

{f(k) if X, is a nullable
U

nonterminal
0, otherwise

» L(DEL(G)) = L(G)\{¢}.



({S,A},{0},(S = (SA)°|e,4—-0),9)



DEL

» The DEL transformation can make the
grammar much larger.

> If every production A — « satisfies |a| < 2,
then the blowup is contained.

» Run BIN before DEL.



UNIT

» Result: No production of the form A — B.
» (A, B) is a unit pair if A= B or

A= C, == C, = B (where n € N).
» Include exactly the following productions:

{A — a | (A, B) is a unit pair,
B—acP,
a is not a single nonterminal}



The resulting grammar could be much larger than
the original one:

A — Ay |1
Ay — Ag | 2
Ay — A, |3

A, — A |n



The resulting grammar could be much larger than
the original one:

A, —=1]2]3]|...]n
Ay —112]3]|...]n
Ay —112]3]|...]n

A —51]2]3]..|n



Construct a grammar G for which DEL(UNIT(G))
contains a production of the form A — B.



Construct a grammar G for which DEL(UNIT(G))
contains a production of the form A — B.

Run DEL before UNIT.



TERM

» Result: No terminals in productions
A — « where |a| > 2.

» Find all terminals in such productions.

» For each such terminal b, add a new
nonterminal B with a single production B — b,

and substitute B for b in every production
A — « where |a| > 2.

» L(TERM(G)) = L(G).



Chomsky
normal form



Chomsky normal form

» A context-free grammar is in
Chomsky normal form if every production is
of the form A — BC or A — a.

» For any context-free grammar G the grammar
G’ = TERM(UNIT(DEL(BIN(G)))) is in
Chomsky normal form and satisfies

L(G")=L(G)\{¢e}.



Chomsky normal form

» A context-free grammar is in
Chomsky normal form if every production is
of the form A — BC or A — a.

» For any context-free grammar G the grammar
G’ = TERM(UNIT(DEL(BIN(G)))) is in
Chomsky normal form and satisfies

L(G")=L(G)\{¢e}.

| dropped the text book’s requirement that there
should be no useless symbols.



» Is G ambiguous?
» Is TERM(UNIT(DEL(BIN(G)))) ambiguous?




The

pumping
lemma



The pumping lemma for CFLs

For every context-free language L
over the alphabet X:

Im € N.
Vw € L. lw| >m =
dr, s, t,u,v € X*.
w = rstuv A |stu] < m A suFeA
Vn e N. rs"tu"v € L



The pumping lemma for CFLs

For every context-fr
over the alphabet X:

Im € N.
Yw € L. lw| >m
dr, s, t,u,v € X*
w = rstuv A |stu] < m A suFe A
Vn eN. rs"tjill € L



Height
The height of a parse tree:

height € Py(G, A) — N

height(leaf(A)) =0

height(node( A, ts)) = 1 + height*(ts)

height* € Py (G, o) = N

height*(nil) =0

height*(term(a, ts)) = height*(ts)
height*(nonterm(t, ts)) = maz(height(t), height*(ts))

For parse trees in P(G, A) the height is equal to
the largest number of nonterminals encountered on
any path from the root to a leaf.



For context-free grammars in
Chomsky normal form:

Vp € P(G, A). |yield(p)| < 2heiohip)—1



{S5},{0},(5—=555]0),5)



The pumping lemma for CFLs

Proof sketch:
» Take any context-free grammar G for L.
» Let G’ = TERM(UNIT(DEL(BIN(G)))).
» If G = (N,%,P,S), let m = 2N
» Given a string w € L with |w| > m we know
that w # €, so we have w € L\ { ¢} = L(G").



The pumping lemma for CFLs

» Take any parse tree p for w with respect to G’.
> We know that 2/V < |w| < 2ki9htp)=1 5o
height(p) > |N|.
» Take a path of maximal length from
the root of p to a leaf.

» Such a path must contain
at least |N| + 1 nonterminals.

» By the pigeonhole principle the path must
contain two instances of the same nonterminal,
at most |IV| 4 1 steps from the leaf.






rstuv

w =



|8tu| S 2(|N|+1)_1 = 2|N|



S
t

No nonterminal is nullable, A — BC =
s#FeVu#Fe=suFe



rtv € L(G") C L



rs*tu?v € L(G') C L



The pumping lemma for CFLs

The language L = { 0"1™2" | n € N } over
> ={0,1,2} is not context-free. Proof sketch:
» Assume that L is context-free.

» Take the constant m € N that we get from the
pumping lemma.

Consider the string w = 0™1™M2™ € L.
Because |w| > m we get some information:

v

v

dr, s, t,u,v € X",
w = rstuv A |stu] < m A su e A
Vn € N. rs"tu"v € L



The pumping lemma for CFLs

» Because |w| > m we get some information:

dr,s, t,u,v € X*.
w = rstuv A |stu| < m A su#eA
Vn € N. rs"tu"v € L

> Because |stu| < m this substring cannot
contain both 0 and 2.

» Because su # ¢ either s or u must contain at
least one symbol from 3.

» Thus rtv does not contain the same number of
each symbol from 3.

» This is a contradiction, because rtv € L.



What is the smallest possible value of “m" for a
non-empty context-free language?



» Grammar transformations.
» Chomsky normal form.

» The pumping lemma for
context-free languages.



Next lecture

v

Closure properties.

v

Algorithms.

v

Deadline for the next quiz: 2019-03-04, 10:00.

Deadline for the fifth assignment:
2019-03-03, 23:59.

v
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