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e Recommended: First look through all questions and make sure that you under-
stand them properly. In case of doubt, do not hesitate to ask.

e Answer all questions in the given space on the question paper (the
stapled sheets of paper you are looking at). The question paper will
be collected from you after the exam. Only the solutions written in
the space provided on the question paper will count for your points.

e Use extra sheets only for your own rough work and then write the final answers
on the question paper.

e Try to give the most efficient solution you can for each problem - your solution
will be graded on the basis of its corectness and efficiency — a faster algorithm
will get more credit than a slower one. In particular a brute force solution will
not get any credit.

e Answer concisely and to the point. (English if you can and Swedish if you must!)

e Code strictly forbidden! Motivated pseudocode or plain but clear English /Swedish
description is fine.

Lycka till!
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Problem 1 Planning a Party [10] Moa is planning her housewarming party. She
wants to invite as many of her friends as possible. However, she wants each person
she invites to have at least 5 other people they already know (so they don’t feel totally
lost), and at least 5 others they don’t already know (so they could make new friends).
She has made a graph with a vertex for each of her friends, and an edge between two
friends if they know each other.

(a) [4 pts] Give a O(n?) time algorithm to find the largest such set of people she
could invite (return empty set if it is impossible).

(b) [3 pts] Give a brief inductive argument for correctness.

(c) [3 pts] Give a brief justification of how the algorithm can be implemented in O(n?)
time.



Solution to Problem 1:

a) Let |V| be the set of vertices in the input graph G While (|V| is not
0)

Find v € V s.t. v has degree less than 5

Find v € V s.t. v has degree more than than |V| —5

If v is found, remove it with all adjacent edges

Else terminate cycle

End While

Return |V|

b) Correctness: the algorithm provides a correct answer after n iterations.
Proof - induction on number of iterations:

Base case - no iterations at all. If there are no such vertices, then everyone
has 5 friends and 5 not-yet-friends. Correct answer is |V/|

Induction step - suppose output for n = k iterations is correct. Consider
graph that requires n = k + 1 iterations. Some vertex is removed on the first
iteration, it is easy to see that it can’t be in the solution (it has either too
many or too few friends, and its degree can only decrease with other ver-
tex removal). Therefore graphs before and after 1st iteration are equivalent
instances. According to induction, we get a correct answer for an instance,
that we obtain after k following iterations, thus algorithm works correctly.

c) As every edge is removed at most once, total number of iterations is
linear on number of (removed) edges. Remark: worst case is reachable on
full graph (everyone is friends to others).



Problem 2 Buying a new car[10] You are given a NAVTEQ map of Sweden with
all the cities and the highways connecting them in the form of a graph G = (V, E).
Each stretch of highway between two cities has a length £, > 0,e € E (in km). You
want to drive from Goteborg to Kiruna. There’s only one problem: you car can hold
enough gas to travel L km. There are gas stations at the cities but not in between.

Therefore you can only travel a route if each one of its intercity stretches e has length
at most £, < L.

(a) [3 pts] Give a linear time algorithm to find if it is possible at all to go from
Goteborg to Kiruna.
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(b) [3 pts| You are now planning to buy a new eco-friendly “green” car with a small
fuel capacity. You would like to find the mnimum fuel tank capacity that is needed

to go from Goteborg to Kiruna. Describe a O(|V| + |E|log |V|) time algorithm
to solve this problem.
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(c) [2 pts] Argue that your algorithm is correct.
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(d) [2 pts] Justify the running time with the use of appropriate data structures and
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Problem 3 Merging again[10] You have k lists each of size n each already sorted.

Your task is to merge them into one sorted list.

(a) [2 pts| One way to do this is by successively merging the lists: merge first two to
get a list of length 2n, then merge the third with this to get a list of length 3n
ete. How many comparisons does this require? Give your answer in O(+) notation
as a function of k and n.

(b) [4 pts] Describe a“Divide-and-Conquer” algorithm to solve the problem.



(d) [2 pts] Justify the running time with the use of appropriate data structures and
algorithms.
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Your task is to merge them into one sorted list.
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““U(’ag(l.) \_/I L o«tmlaQ. -Q.\‘S“.S
leX nzSige b, Wk m: M
:'*‘(“:::\\ Cetucn LC.G)/‘ Il oase Cate , ONC \at
‘:"'* (n=22) \. ed Q.: LCa), Q.= LC‘\]' nl=5;3¢_Q”n!:S\'3¢_ 0,
ld 0 ve \i8% e A xNa); \z0,)20,C=°
Wil (i< a1 &) |
% (3l (icn ot 0CT€0GD)
0.Ce) = 0.Ci); elie Ly 3= )
€+ i)

™m
o Cav2) dhem me.r'2g'~ (wnerge (DL, - LCeg0) 5 )))
recge ([LEmad, - Len-D



(c) [4 pts] Write a recurrence for the running time of the algorithm and solve the

recurrence (in O(-) notation) giving a brief justification. ~)
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Problem 4 Yuckdonanlds[10] Yuckdonald’s is considering opening a series of restau-
rants along the Swedish west coast. The n possible locations are on a straight line
(basically) and the distances along the line from the start at the bottom of Skane are
(in integer km) and increasing order: mj,mg, -+, ms. The constraints are:

e At each location Yuckdonald’s may open at most one restaurant. The expected
profit from opening a restaurant at location 4 is p;, > 0, for i = 1,.

e Any two resturants should be at least distance k km apart (where k is a fixed
positive integer).

Let OPT(i) denote the maximum profit Yuckdonalds’s can expect to get considering
only the first 7 locations.

(a) [1 pt] In this notation, what is the final solution we want, and a base case where
the value is easy to compute? (Give the base case value!)

(b) [4 pts] Write a recurrence for OPT(3).

(c) [2 pts] Using (b) and (c), implement the recurrence efficiently in pseudocode.



(c) [4 pts] Write a recurrence for the running time of the algorithm and solve the
recurrence (in O(-) notation) giving a brief justification.

Problem 4 Yuckdonanlds[10] Yuckdonald’s is considering opening a series of restau-
rants along the Swedish west coast. The n possible locations are on a straight line
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e Any two resturants should be at least distance k¥ km apart (where k is a fixed
positive integer).
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only the first ¢ locations.

(a) [1 pt] In this notation, what is the final solution we want, and a base case where
the value is easy to compute? (Give the base case value!) Frau @ 0F7 ()

pase ¢ OfTlo)=0
(b) [4 pts] Write a recurrence for OPT (4). fen2
AQUAPFON | padxs RETUNS  YME  GREATEST INfEGER OF A SEF
p-z.-./{u.; = m«\g);(i :] I ’T*S_]'\’L- k M;‘:Ks"‘”‘;i J 1:31; )
( :1€ E"J'MTJ J

Oer Py !m“-r’(f’d +oFr{chu(.',ﬂfOFT“-l))

(¢) [2 pts] Using (b) and (c), implement the recurrence efficiently in pseudocode.
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(d) [1 pt] What is the time and spa;ce complexity of your algorithm?
Tive Olm) St A m)

(e) [2 pts] How do you actually find the optimal set of places to open the restau-
rants (not just the optimal profit value)? Give just a short description of what
modifications you make to (c).
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Problem 5 Are you at risk of cancer? [10] A common machine learning task
is classification: a typical example is that we have a set of n microarray data from n
patient from their tissue sample and we want to classify which of them are susceptible
to cancer. For each patient, we have done some statistical tets on the microarray data
to get likelihood values 0 < p; < 1 for whether patient i is cancerous (assume these
are rational numbers). In addition, based on other patient record data, we also have
similarity values 0 < S(4,7) < 1 for how similar patient sand patient j are with respect
to several physiological factors: S(i,j) = 0 means patients ¢ and j are not similar at
all, S(i,j) = 1 means they are very similar (assume these are also rational values). Our
belief is that if two patients are similar, then they are both likely to be susceptible or
both non susceptible. Our task is to classify the patients as susceptible £; = 1, or not
susceptible £; = 0. We would like to find a labelling ¢, to mazimize the score:
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(The last term is a penalty for labelling two similar patients differently.)



(d) [1 pt} What is the time and space complexity of your algorithm?

(e) [2 pts] How do you actually find the optimal set of places to open the restau-
rants (not just the optimal profit value)? Give just a short description of what
modifications you make to (c).
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(a) [7 pts] Construct a network so that by computing a maximum flow on it, you
can find a classification that maximizes the score q(p, S). State how you get the
classifying labels from the computed maxflow.
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(b) [3 pts] What is the running time of your algorithm?

Considering that the capacities Pi are integer,
the correct complexity would be O(C nn2),

C <= n, thus O(n"3).

Problem 6 How to be a Master Chef [10] We want to become celebrity chefs
by creating a new dish. There are n ingredients and we’d like to use as many of them
as possible. However, some ingredients don’t go so well with others: there isan xn
matrix D giving the discord between any two ingredients i.e. D[i,j] is a real value
between 0 and 1: 0 means 7 and j perfectly well together and there is no discord and 1
means they go very badly together. Any dish prepared with these ingredients incurs a
penalty which is the sum of the discords between all pairs of ingredients in the dish. We
would like the total penalty to be small. Consider the decision problem EXPERIMENTAL
CUISINE: can we prepare a dish with at least k ingredients with total penalty at most
p?



(a) [3 pts] Show that EXPERIMENTAL CUISINE is in N'P.

(b) [5 pts] Show that EXPERIMENTAL CUISINE is NP-complete by giving a reduction
from a problem known to be N'P-complete).

(c) [2 pts] What is the significance of (a) and (b) for the question of whether there is
a fast algorithm to prepare a dish with the maximum number of ingredients that
does not exceed a given penalty?



Solution to Problem 6

a) Certificate: a dish with at least k ingredients with total penalty of at
most p.

Verifier: go through ingredients and calculate the penalty and the total num-
ber of ingredients (takes at most quadratic time).

b) Given an instance of IS, (G, k), where G is a graph, and k is a parameter,
construct the following:

Set D to be an incidence matrix of G, i.,, D[i, j| = 1, iff vertices i and j are
connected by an edge, otherwise D[i, j] =0

Set p = 0.

(D, k,p) is an instance of EXPERIMENTAL CUISINE.

Claim: (D, k, p) returns YES for EXPERIMENTAL CUISINE iff (G, k) returns
YES for INDEPENDENT SET. Proof: straightforward "=;” and ”j=". Take
instances, observe that a collection of vertices form an IS iff corresponding
p = 0. k parameter stands for size of solution in both cases.

¢) optimization version is N P-hard and is unlikely to have a polynomial time
solution. (Otherwise we could simply solve a corresponding decision-version
N P-complete problem in polynomial time and prove that P = NP).
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