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The problem of deciding if a task set is schedulable on  
m processors with respect to global scheduling is  

NP-complete in the strong sense.  

Few of the results obtained for a single processor 
generalize directly to the multiple processor case; bringing 
in additional processors adds a new dimension to the 
scheduling problem. The simple fact that a task can use 
only one processor even when several processors are 
free at the same time adds a surprising amount of difficulty 
to the scheduling of multiple processors.   
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(RM scheduling) 

•  Applies for (greedy) RM, DM and EDF scheduling 
•  Least utilization of unschedulable task sets can be arbitrarily 

close to 1 no matter how many processors are used. 
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•  The response time of a task depends on the relative 
priority ordering of the higher-priority tasks 

•  This property does not exist for a uniprocessor system 
•  This means that well-known uniprocessor methods for 

finding optimal priority assignments (e.g., Audsley, 1991) 
cannot be applied 

(RM scheduling) 
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•  A critical instant does not always occur when a task arrives 
at the same time as all its higher-priority tasks. 

•  Finding the critical instant is a very (NP-?) hard problem 
•  Note: recall that knowledge about the critical instant is a 

fundamental property in uniprocessor feasibility tests.  
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(RM scheduling) 
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If                             then     has the highest priority  
(ties broken arbitrarily) 

If                             then     has RM priority 

•  Clearly, tasks with higher utilization,                  , 
get higher priority. 

•  The utilizations of these tasks are: 0.143, 0.2, 0.45, 0.5 
and 0.08, respectively. 



EDA421/DIT171 - Parallel and Distributed Real-Time Systems, Chalmers/GU, 2011/2012                 Lecture #7 
Updated November 5, 2011 

9 

•  Hence, tasks     and    will be assigned higher priorities, 
and the remaining tasks will be assigned RM priorities. 

•  The possible priority assignments are therefore as follows 
(highest-priority task listed first): 

or 

•  Question: does RM-US[m/(3m-2)] avoid Dhall’s effect? 
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•  RM-US[m/(3m-2)] thus avoids Dhall’s effect since we can 
always add more processors if deadlines were missed. 

•  Note that this remedy was not possible with traditional RM. 

•  The difference is that the calculation of interference now 
has to account for the fact that higher-priority tasks can 
execute in parallel on the processors.  



EDA421/DIT171 - Parallel and Distributed Real-Time Systems, Chalmers/GU, 2011/2012                 Lecture #7 
Updated November 5, 2011 

11 

      1. Interference can only occur when          . 

      2. Interference can only affect tasks                    since  
      the m highest-priority tasks will always execute in  
      parallel without contention on the m processors. 
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•  The worst-case response time for a task    is thus: 

•  We now have a sufficient condition for static-priority 
scheduling on multiprocessors: 
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The utilization guarantee bound for any static-priority 
multiprocessor scheduling algorithm cannot be higher  

than 1/2 of the capacity of the processors.  

•  This applies for all types of static-priority scheduling. That 
is, partitioned and global, greedy and p-fair scheduling. 

•  Hence, we can never expect to utilize more than half the 
processing capacity if hard timing constraints exist. 

•  The most resource-efficient multiprocessor real-time system 
is therefore one with a mix of soft and hard constraints. 

Scheduling anomaly: A seemingly positive change in 
the system (reducing load or adding resources) causes 

a non-intuitive decrease in performance. 
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