
EDA421/DIT171 - Parallel and Distributed Real-Time Systems, Chalmers/GU, 2011/2012                 Lecture #4 
Updated October 29, 2011 

1 

A schedule is a reservation of spatial (processor, RAM) 
and temporal (time) resources for a given task set. 
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•  A scheduling algorithm generates a schedule for a given 
set of tasks and a certain type of run-time system. 

•  The scheduling algorithm is implemented by a scheduler 
that decides in which order the tasks should be executed. 

•  Observe that the scheduler selects which task should be 
executed next, while the dispatcher starts the execution of 
the selected task. 
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A set of tasks is said to be schedulable if there exists at 
least one scheduling algorithm that can generate a 
feasible schedule. 

A schedule is said to be feasible if it fulfills all application 
constraints for a given set of tasks. 

A scheduling algorithm is said to be optimal with respect 
to schedulability if it can always find a feasible schedule 
whenever any other scheduling algorithm can do so. 
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”Predictions are always hard to make. In particular about the future.” 
(Yogi Berra) 
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(a.k.a. the ”Skalman” factor) 

•  Inefficient for tasks with ”bad” periods 
–  Tasks with mutually inappropriate periods gives rise to 

large time tables, which consumes memory 

t 0 5 10 15 

Example: 
Schedule generated  
with rate-monotonic 
priority assignment 
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•  Complicated inter-task communication 
–  Task must synchronize to exchange data 
–  Difficult to adapt to TDMA networks (but simple for e.g. CAN) 
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t1 

H blocked 

t2 

H requests shared resource 

normal execution 

critical region 

priority (H) > priority (L)  
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 H and L share resource R  

Blocking time for H bounded by execution 
of critical region (= analyzable) 
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t1 

H blocked 

t2 

Blocking time for H not bounded 
by execution of critical region 
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normal execution 

critical region 

 priority (H) > priority (M) > priority (L)  

L 

H and L share resource R  
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R3 t 
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normal execution 

critical region 

 priority (H) > priority (M) > priority (L)  

L 

H sequentially accesses resources R1 and R2 
M accesses resource R3 
L accesses resource R3 and nests R2   

R3 R2 R2 R3 

R3 

R1 R2 

L inherits the priority of M  
 M blocks on R3  

ceiling blocking 

H blocked because its priority 
is not higher than ceiling for R2  
L inherits the priority of H    
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When there are mutual exclusion constraints in a system,  
it is impossible to find an optimal on-line scheduling 

algorithm (unless it is clairvoyant).  

The problem of deciding feasibility for a set of periodic tasks 
which use semaphores to enforce mutual exclusion is NP-hard.  


