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The “Bible” of complexity theory 

M. R. Garey and D. S. Johnson 

W. H. Freeman and Company, 1979 
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NP-complete problems: 
    Problems that are ”just as hard” as a large number of 
    other problems that are widely recognized as being 
    difficult by algorithmic experts.  

  
C = c1,c2 ,c3,c4{ },d c1,c2( ) = 10,d c1,c3( ) = 5,d c1,c4( ) = 9,

  
d c2 ,c3( ) = 6,d c2 ,c4( ) = 9,d c3,c4( ) = 3
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  O( p(n))

 p  n
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If an optimization problem asks for a structure of a certain type that 
has minimum “cost” among such structures, we can associate with 
that problem a decision problem that includes a numerical bound B  

as an additional parameter and that asks whether there exists a 
structure of the required type having cost no more than B. 

The theory of NP-completeness applies only to decision problems, 
where the solution is either a “Yes” or a “No”.  
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  O( p(n,m))

 p  n
 m

 p   m ≤ p(n)

•  Examples: 
–  PARTITION, KNAPSACK, TRAVELING SALESMAN 
–  MULTIPROCESSOR SCHEDULING 

A decision problem Π which cannot be solved by a 
pseudo-polynomial-time algorithm, unless P = NP,  

is said to be NP-complete in the strong sense.  

If a decision problem Π is NP-complete and is not a number problem, then it 
cannot be solved by a pseudo-polynomial-time algorithm unless P = NP.  

Assuming P ≠ NP, the only NP-complete problems that are potential candidates 
for being solved by pseudo-polynomial-time algorithms are those that are 

number problems.  
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