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b)

The system consists of six error containment regions: each 1/0 module, each P/M
module and each bus.

The system is modelled by the following reliability block diagram:

1/0 module Bus

Processor
subsystem

I/0 module Bus

The subsystems that correspond to the I/O modules and the buses have the
following reliability:

Ry (t) = e ot

Ry(t) = e™t
Ryiso(t) = 2R/ (t) — R, (1)
Ry, (t) = 2R, (t) — Rj (1)

The processor subsystem is modelled using the following Markov model:

Ap(1-c)

The transition rate matrix for the Markov model is:

=2, A(A+c) 2,(1-0)
Q=1 0 —Ap Ay
0 0 0

Using the equation P’(t) = P(t)Q, we obtain the following system of differential
equations:

Py(t) = —22,P,(t)
Pll(t) = Ap(l + C)Pz(t) - }lppl(t)
Py(t) = A, (1 = c)P,(t) + A,P, (£)

As both modules are working from the beginning, we know that:
P(0O)=[1 0 O]

We solve the equation system using the Laplace transform.
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sPy(s) =1 = =2A,P,(s)

sPi(s) = A,(1 + c)Py(s) — A,P1(s)
Py(s) = A,(1 = c)P;(s) + A, P, (s)
) = on
P
A +0) A1 +0) I 11
Pi(s) = s+4, Pa(s) = s+ 4, . s+ 24, B (1+C)(s+/1p s+21p)

Using the inverse Laplace transform, we obtain:

Po(6) = =2t
P(t)=(0+c)- (e"lpt - e_ZApt)
Ropm(t) = Py () + P,(t) = (1 +¢) - e Mt—c - e72Mt

The reliability of the satellite launcher is
Rpoae(t) = Ropm(t) - Rzi/o(t) * Rap (0).

c)  The MTTF of the processor subsystem is
MTTFzpy = f Rapu()dt =f (1+0)-eMt—c-e ?Mtdt
0

0
}tp ZAp o
_ 1+c c 2+c
Ap 2/1p le
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2.

The system is modelled by viewing the disks and the processors as two independent
primary subsystems. The processor subsystem is modelled using the following Markov

model:
20, Ay

Hp Up

The label of each state represents the number of working processors. We obtain the
following transition rate matrix from the Markov-model:

—22, 24, 0 0
0= Hp _(Ap + -“p) Ap
0 0 —Up Uy
Hp 0 0 —p

We also know that P(0) =[1 0 0]. We obtain the following system of differential
equations:

Pi(t) = 22,P(8) = (A + 11 )P1 (D)
Py(t) = A, Py (8) — pp Py (8)
LP{I(t) = ppPo(t) — pp Py ()

!le(t) = =2, P,(t) + pp Py (t) + up Py (t)

Let t — oo and use II; to denote lim,_,, P;(t). We obtain:

0= _2/1pn2 + ,Llpl—ll + ,Llpnl, (1)
0= 2/1[71_[2 - (/1p + ,Llp)l_ll (2)
0= 2,1, — T, ®)
0= ﬂpHO - ”pnl' (4)
We also have
n2+H1+H0+H1’=1. (5)

We obtain the following expression for I1; from (3):

_H

I1
1 1,

Iy (6)

Equation (4) gives:

[y, =1l (7)
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Equations (2) and (6) give:

:’110"'“10 :Ap‘l"”p.:“_p :’110“10"'“1271-[ ®)
24, 124, A, 0 222 °

I,

An expression for I1, is obtained using (5):

1: H2+H1+H0+H1’

Aplty + U T
=%Ho+ﬁno+no+no

Aoty + 115 U
=no<—p” P+ +2)=1,-
22 A,

Y
B 3Apy + 3 + 443

Aoty + 15 + 22,1, + 425
27

= I,

The steady-state availability of the processors is:

22 (%%+%+@>
31, + 5 + 443 2% Ap
_ 225 ) 3Aphy + 13

3Aplyp + U + 442 223
_ 3Aphy + 13

3y + i + 422

t11—>12> Aprocessors(t) =1 +1II; =

The disk subsystem is modelled using the following Markov-model:

204 Ad

Hd G Md

The Markov-model above is the same as for the processor subsystem, except for the
failure rates. The steady-state availability of the disk subsystem is

3Aala + 1§
Batta + pg + 425

gl_)rg Agisks (t) =
The steady-state availability of the system is calculated as

th_)lg Asystem (t) = Agisks(£) - Aprocessors (®).
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3. The system is described by the following GSPN model:

pup #\  pdown prepair N

Markings of the GSPN model are represented as (#pup #pdown #prepair). The marking
(0 2 2) corresponds to the event that the system is unavailable.



