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1.

a)

There are four error containment regions with sensor buses included. Each sensor module,
PM1 + sensor bus and PM2 + sensor bus, see figure below.
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b)

The system consists of two primary independent subsystems, one for the processor modules
and one for the sensor modules.

c)
The sensor subsystem can be seen as a parallel system with two components:
Ryensors(t) =1 — (1 — Ry(t))* = 2R,(t) — R2(t)
= Rsensors(t) - 26_)\St - 6_2)\5t

The processor subsystem is modeled with the following Markov chain.

Ap + Ap/10 Ap

OBROBRO

We obtain the following equation system:

P'(t) = P(t)Q
P(t)=[ PR(t) P(t) Pp(t)]
PO)=[1 0 0]
—1.1x, L1\, 0
Q= 0 =X N
0 0 0



EDA121/EDA122/DIT060/DIT061 Fault Tolerant Computer Systems, Sid 2(6)
2009-01-12. Solutions.
Pi(t) = —1.1)\,P(t)
Pl(t) =1.1XNPs(t) — N\, Pi(t)
Pp(t) = Nhi()
We solve the equation system using Laplace transform:
sPy(s) — 1= —1.1\,P(s) (1)
sPi(s) = 1L.1IA, Py(s) — A\, Pi(s) (2)
sPp(s) = A\yPi(s) 3)

From (1), we get
1
P = - = P, (t) = —L.1Xpt
2(s) = Sy, T R =
From (2), we get

11X, 1.1\, 11

11

Pi(s) = -
= Pi(t) =11 (e " — e MM
We obtain the following reliability:
Rpus(t) = Po(t) + Py(t) = 11e ! — 1011w
Ryystem(t) = Rsensors(t) - Rpas(t)

= (26—/\515 . 6—2)\5t) (116—)\pt _ 106—1_1)\pt)

d)

The reliability of the sensor subsystem is obtained using a Markov chain model:

AsC+ As As

)‘s(l - C)

This gives the following equation system:
P'(t) = P(t)Q
Pit)=[ Rt P(t) Pr() ]
PO)=[1 0 0]
—2Xs (IT+c)As (1 —=c)As

Q= 0 —As As
0 0 0

+ A 2(s) = (G+M)(s+1IN)  s+A, s+ 11\
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Pi(t) = —2X\Pa(t)
Pl(t) =1+ c) \Pa(t) — AsPi(t)
Pr(t) = (1= c)AsPa(t) + AsPi(2)

We solve the equation system using Laplace transform:

sPy(s) — 1 = =2XsPs(s) (1)
sPi(s) = (14 ¢c)AsPs(s) — AsPi(s) (2)
sPp(s) = (1 — c)AsPy(s) — AsPi(s) (3)
From (1), we get:
1
2(8) = ST o\ = Pg(t) = 6_2)\St
From (2), we get:
(1+c)As (1+c)As

1
Bls) = s+ A 2(s) = (s+A)(s+2N,) S <s+)\s - s+2As)
= Pyt) = (L+c) (e — e2M)

We obtain the following reliability:
Rsensors (t) = P2 (t) + P1 (t)
= (14 c)e Mt — cem 2!

Rsystem = Rsensors (t) : RPMS (t)
= ((1 +c)e Mt — C€72>\St) (1167)\1’15 — 10671‘1’\”)
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2.

a)

The system is modelled by the following Markov model:

State label = # operational modules; F = safe shutdown; CF = unsafe shutdown.

We obtain the following transition rate matrix

—2A 2\ 0 0

| o =+ Ae AM1—¢)
@= 0 L — I 0
0 p 0 —p

and the following equation system

P'(t) = P(H)Q
P(t)=[ P(t) Pi(t) Pp(t) Por(t) ]
PO)=[1 00 0].

This gives the following system of differential equations

Py(t) = =2ARy(t) + pli(?)

Pi(t)  =2\Py(t) — (A + p)Pi(t) + pPp(t) + pPor(t)
Pp(t) = XcPi(t) — uPp(t)

Pep(t) = A1 —c)Pi(t) — pPer(t).

Let t — oo, and denote lim;_, ., P;(t) as I1;. We obtain

0 = —2ATI(¢) + Il (1) )
0 =2XIa(t) — (A + wWILi(t) + pdlp(t) + pllcr(t) 2)
0 = AcIL, (1) — pllp(t) 3)

0=XA1— )L (t) — pIep(t). 4)
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We also know that
Uy + I + g + Ilep = 1. (5)
From (1),(3) and (4), we obtain
I = 21, (6)
AC
Iy = =11, (7)
L
AMl—c
Hep = ( >H1 )
P
From (5), (6), (7) and (8), we then obtain
A Al —
1=m(i+1+£+( CU
2A It p
C2Mup 4 P+ 20 cp + 203 (1 — c)uH
B 2\pp '
2\
= 11, s 9)

N 2Mup + p?p + 2X2cp + 2X%(1 — c)p

The steady-state probability of being in the unsafe shutdown state is obtained using (8) and (9):

A1 —¢)
p

thm PCF(t) = HC’F = H1

2 pp

- 2Mp + 12p + 202¢cp + 2X2(1 — )

2X%u(1 — ¢)

B 2Aup + p2p + 2X2cp + 2X02(1 — o)

b)
The steady-state availability of the system is

2App

t—o00 2Mpup + p2p 4+ 2X2%¢cp + 2X2(1 — o) <

B 2\up + 11 p
2 \up + p2p 4+ 202cp + 202(1 — )’
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3

We represent possible markings of the GSPN model as {#pspare, #pactive, #pdown}. The
reachability set is then {1,1,0}, {1,0,1}, {0,1,1}, {0,0,2}, where {1,0,1} is a vanishing marking.
The following extended reachability graph is obtained:

1,0,1

A Jl 1
Ak
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0

We account for the effects of the vanishing marking by modifying the transition rates, resulting
in the following reachability graph:

A+ Nk A



