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VLSI performance has increased by
five orders of magnitude in the last three
decades, made possible by continued tech-
nology scaling. This trend will continue, pro-
viding an integration capacity of billions of
transistors; however, power, energy, variabili-
ty, and reliability are barriers to future scaling.

Die size, chip yields, and design productiv-
ity have so far limited transistor integration
in a VLSI design. Now the focus has shifted to
energy consumption, power dissipation, and
power delivery.1 Transistor subthreshold leak-
age continues to increase, and those of us in
this industry have devised leakage avoidance,
tolerance, and control techniques for circuits.2

As technology scales further we will face new
challenges, such as variability,3 single-event
upsets (soft errors), and device (transistor per-
formance) degradation—these effects mani-
festing as inherent unreliability of the

components, posing design and test chal-
lenges. This article discusses these effects and
proposes microarchitecture, circuit, and test-
ing research that focuses on designing with
many unreliable components (transistors) to
yield reliable system designs.

This problem is not new; we design systems
to account for reliability issues. For example,
error-correcting codes are commonly used in
memories to detect and correct soft errors.
Careful designing and testing for frequency
binning copes with variability in transistor
performance. What is new is that as technol-
ogy scaling continues, the impact of these
issues increases, and we need to devise tech-
niques to effectively deal with them.

Sources of variations
There are three major sources that cause vari-

ations in transistor behavior. The first source is
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called random dopant fluctuations, which
results from discreteness of dopant atoms in the
channel of a transistor.4 Transistor channels are
doped with dopant atoms to control their
threshold voltage. Figure 1 shows dopant atoms
in the channel of several generations of tran-
sistors. The decrease in transistor size each tech-
nology generation reduces its area by half, and
thus the number of dopant atoms in the chan-
nel decreases exponentially over generations.
Notice that in the 1-micron technology gener-
ation there were thousands of dopant atoms,
whereas in a 32- to 16-nm generation there are
only tens of dopant atoms left in the channel,
and the law of large numbers no longer applies.
Therefore, two transistors sitting side by side
will have different electrical characteristics
because of randomness in a few dopant atoms,
resulting in variability.

The second source of variability is because
of sub-wavelength lithography. Since the 0.25-
µm technology generation, we have used sub-
wavelength lithography for patterning
transistors. For example, fabrication processes
used a 248-nm wavelength of light to pattern
0.25-µm (250-nm) and 0.18-µm transistors.
The wavelength decreased to 193 nm for 130-
nm technology and has since remained con-
stant for even 65-nm transistors. There might
be some additional breakthroughs to effective-
ly reduce this wavelength (to a 157-nm light
source or via immersion technology) but the
difference in the wavelength of light and the
patterning width will continue to widen until
extreme ultra-violet technology (13 nm)
becomes available. Until then, sub-wavelength
lithography is here to stay. This sub-wavelength
lithography is the primary reason for line edge
roughness and several other effects in transis-
tors, resulting in variations.

These first two sources are static—that is,
they occur during fabrication—but the third
source of variations is dynamic; that is, it is
time and context variant. Figure 2 shows heat
flux (power density) in Watts per square cen-
timeter across a microprocessor die. The heat
flux across the die varies depending on the
functionality of the circuit block. For example,
a cache has less heat flux than an execution
unit, and it depends on the activity and com-
pute load at any given time. Higher heat flux
also puts more demand on the power distrib-
ution grid, resulting in resistive and inductive

voltage drops, and creating time-dependant,
dynamic, supply voltage variations. Higher
heat flux results in higher temperature, creat-
ing hot spots, which in turn create tempera-
ture variations across the die, affecting circuit
performance. This also results in higher sub-
threshold leakage, variations in the leakage
across the die, and variations in power deliv-
ery demand across the power distribution
grid. Supply voltage variations will have a
worse impact in future technology generations
as the supply voltage scales (even moderately)
and the supply current increases.

Impact of variations
Static and dynamic variations have impact

even on today’s VLSI chips, and it’s expected
to get worse as technology scales.3 Today, we
see the effect predominantly as a 30 percent
variation in operating frequency and 5 to 10
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Figure 1. Random dopant fluctuations.
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times variation in leakage power. Since sub-
threshold leakage power is a major portion
(30 to 50 percent) of total power consump-
tion, a 5 to 10 times variation in the leakage
power alone contributes to almost a 50 per-
cent variation in total power. Since the behav-
ior of the fabricated design in terms of power
and performance differs from what designers
intended, the effect of variations looks like
inherent unreliability in the design.

Variation-tolerant design
Researchers have proposed numerous

process technology, circuit, and architectural
solutions to combat variations;3,5,6 these solu-
tions require radical changes in design method-
ology. For example, designers can use forward
and reverse body bias to tighten subthreshold
leakage and frequency distributions. Chips
with higher leakage tend to be faster, hence it
is possible to apply reverse body bias to reduce
leakage and reduce frequency. Similarly, slow
chips can benefit from forward body bias to
improve their speed at the expense of a mod-
erate increase in leakage power. Similarly, adap-
tive supply voltage, used in conjunction with
body bias can tighten the distribution.5

Chip frequency depends on the speed of
critical paths. During circuit design, designers
model a critical path, Figure 3a, to have deter-
ministic delay as predicted by a circuit simu-
lator. However, because of the static and
dynamic variations just described, the circuit’s
delay, illustrated in Figure 3b, is probabilistic.
When designers complete the design and
apply conventional design methods, they typ-
ically downsize transistors to save active power.
As a result, they also downsize transistors in
the paths close to critical paths, increasing the
total number of critical paths in the design,
hence exasperating the impact of variations. 

Although manufacturers make every
attempt to maintain the deterministic behav-
ior, the increased variability—or not fully
comprehended variability in transistor per-
formance—can make these path delays prob-
abilistic. Therefore, the industry must deviate
from the conventional methodology of down-
sizing transistors indiscriminately to reduce
active power because downsizing indiscrimi-
nately makes many noncritical paths critical,
and reduces the probability of meeting the fre-
quency goal. Similarly, low-threshold-voltage
transistor usage does not have to be minimal
to reduce leakage power. With reduced low-Vt

usage across the design, the transistors near
the critical path might also be replaced with
high-Vt transistors, and because of variations
in Vt these paths could become slower, result-
ing in a wider frequency distribution. Design
tools and methodologies must comprehend
variations and optimize the design not for fre-
quency alone, but for active and leakage pow-
ers, and their distribution. 

When we design a microarchitecture, the
tendency is to improve the frequency of oper-
ation by creating more critical paths, which
reduces the probability of meeting the
increased frequency goal. Furthermore, to
meet higher frequency goals, the microarchi-
tecture tends to employ fewer gate delays in a
clock cycle. Since passing the signal through
fewer gates in a clock cycle does a poor job of
averaging and canceling the effects of varia-
tions, there is a lower probability of meeting
the frequency goal. This, once again, is con-
trary to conventional thinking and design
methodology.

We need to evolve from today’s determin-
istic design to probabilistic and statistical
design for the future. These new design meth-
ods must account for variations, and optimize
for yield, performance, and power. 

Extreme variations
As technology continues to scale further—

beyond 22 nm or so—both static and dynam-
ic variations will continue to become worse
for the reasons discussed, resulting in wider
distribution of transistor threshold voltages.
Figure 4 illustrates this trend. In Figure 4, the
target Vt of the transistor is 150 mV. In cur-
rent process technologies, the measured Vts of
the actual devices tend to cluster tightly
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around the target Vt. In the future (the dashed
line), for nanometer-scale technologies, fewer
transistors will actually approach the target
Vt, and this distribution will flatten out. These
variations in the transistors could become
severe enough that it would be impossible to
correct for them during design—you might
have to somehow compensate for them at the
level of the entire system.

Single event upsets (soft errors) are anoth-
er source of concern. These errors are caused
by alpha particles and, more importantly, cos-
mic rays (neutrons) hitting silicon chips, cre-
ating charge on the nodes that flips a memory
cell or a logic latch. These errors are transient
and random. It is relatively easy to detect these
errors in memories by protecting them with
parity checking, and correcting these errors in
memory is also relatively straightforward using
error correcting code. However, if such a sin-
gle-event upset occurs in a logic flip-flop, then
it is difficult to detect and correct.

Researchers expect about an 8 percent
increase in soft-error rate per logic state bit
each technology generation.7 Because the
number of logic state bits on a chip double
each technology generation (following
Moore’s law), the aggregate effect on soft-error
rate failure in time of a chip is shown in Fig-
ure 5. Notice that by the 16-nm generation,
the failure rate will be almost 100 times that
at 180 nm.

Aging has had significant impact on tran-
sistor performance. Studies have shown that a
transistor’s saturation current degrades over
years because of oxide wear out and hot-car-
rier degradation effects, as Figure 6 shows. So
far, the degradation is small enough to
account for as an upfront design margin in
the VLSI component’s specification.
Researchers expect this degradation to become
worse as we continue to scale transistor
geometries beyond the 32-nm node. It might
become so bad that it would be impractical to
absorb degradation effects upfront in a system
design. 

Impact on test
Future transistor scaling will have signifi-

cant impact on test methodology as well. One
important limiter is gate leakage. The gate
dielectric (gate oxide) thickness must decrease
as transistor dimensions scale downward to

improve performance and reduce short-chan-
nel effects. However, as this oxide scales, den-
sity Jox of the gate leakage current increases
exponentially, as Figure 7 shows, because of
quantum mechanical tunneling.

One preferred method of screening for
defects and decreasing infant mortality in
VLSI chips is called burn-in, where the chips
are stressed with higher supply voltage at high-
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Figure 4. Extreme device variations will become more typi-
cal in the future.
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er temperature for a short period of time to
accelerate aging. A fault in the chip shows up
early during burn-in and hence is caught. Since
the gate leakage current increases exponentially
with supply voltage, leakage power during
burn-in could become prohibitively high and
could make burn-in testing obsolete. 

A high dielectric constant (K) alternative is
on the horizon to replace gate oxide. This high-
K material should provide the same capacitance
as silicon dioxide but with a much higher thick-
ness; this thicker dielectric will have less leak-
age. However, this dielectric thickness, too, will
scale downward over time and ultimately face
the same gate leakage problem. 

Because of extreme variability in transistor
performance, the absence of burn-in testing
to catch early defects, and latent defects caused
by time-dependent device degradation, one-
time factory testing of VLSI components after
fabrication is insufficient—the VLSI compo-
nent and the system could fail at any time in
the field. Therefore, we need to devise new
techniques to guarantee system reliability.

The reliability challenge
Putting it all together, a VLSI chip will have

the following characteristics: It will have tens
of billions of transistors, but many of them
might be unusable because of extreme static
variations. Furthermore, circuits will
encounter dynamic variations of supply volt-
age and temperature; frequent and intermit-
tent soft-errors; and transistors that slowly age
and degrade over time, degrading circuit per-
formance. Despite these difficulties and the
fact that the chips cannot be retested at the

factory, users expect the system to remain reli-
able and to continue to deliver the rated per-
formance. This challenge will undoubtedly
require a major paradigm shift in all aspects
of VLSI design—fabrication, design, microar-
chitecture, testing, software, and applications. 

Potential solutions
There are several potential solutions in sight

in all disciplines to tackle most of the prob-
lems discussed here. However, all VLSI disci-
plines must work together toward successful
solutions.

In VLSI design methodology, a shift from
deterministic design to probabilistic and sta-
tistical design would ease the impact of tran-
sistor variations on circuit performance.
Today’s design optimizations can handle only
one or two objectives, namely performance
and power. This mindset will have to change,
moving toward multivariable design opti-
mizations that account for performance,
active and leakage power, reliability, yield, and
bin splits. We must work together to develop
design tools to implement such optimizations,
and statistical and probabilistic methodolo-
gies to go along with the tools.

In circuit design, replacing regular flip-flops
by soft-error-tolerant hardened flip-flops will
improve soft-error tolerance by almost 10
times. To catch dynamic errors, innovative
techniques such as Razor6 need serious con-
sideration. Such techniques will not only
detect and correct errors but will allow the
design to operate at optimum power and per-
formance. The Razor technique is power effi-
cient because it does not replicate all the
hardware, but only those flip-flops that are
critical and require checking for correctness.
This technique is also capable of catching cir-
cuit marginalities arising from transistor per-
formance variations. In addition, algorithmic
techniques at the functional-block level might
be applicable to improve noise marginalities as
well as cope with dynamic variations, thus
improving reliability.8

At the system architecture level, the tradi-
tional method of error detection with func-
tional redundancy checking might work;
however, this method might not be power and
energy efficient since it almost doubles the
hardware and power consumption for the
same performance. Designers must use any
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redundancy and checking hardware judi-
ciously to dynamically catch errors and take
corrective action; such hardware should not
burden the system with excessive power con-
sumption and complexity. Called the Relia-
bility and Security Engine, this is a
comprehensive approach to an architectural
framework.9 In another interesting microar-
chitecture, a traditional processor core is
accompanied by a small yet robust core as a
checker.10 The checker core is correct by con-
struction, might be overdesigned to be varia-
tion tolerant, and is made immune from any
further errors—both static and dynamic.
Since the checker core is small, it consumes
very little power and can dynamically detect
and correct any errors made by the large core,
thus providing reliable system operation.

The key to the reliability problem might be
to exploit the abundance of transistors—use
Moore’s law to advantage. Instead of relying
on higher and higher frequency of operation
to deliver higher performance, a shift toward
parallelism to deliver higher performance is
in order, and thus multi might be the solution
at all levels—from multiplicity of functional
blocks in a design to multiple processor cores
in a system. 

Multiple functional blocks, operating at
lower voltage and frequency, provide the same
logic throughput, but at much reduced power,
and can be used for redundancy and error
checking. For example, a design could use two
arithmetic and logic units to provide higher
throughput when needed; each unit could
check and correct results produced by the
other. Multiple cores in a system will provide
similar performance and redundancy benefits
with functional redundancy checking
employed at a coarse-grained level. For exam-
ple, one core could check results produced by
several cores; of course, software and applica-
tions will have to support this concept when-
ever possible.

We could distribute test functionality as a
part of the hardware to dynamically detect
errors, or to correct and isolate aging and faulty
hardware. Or, a subset of cores in the multicore
design could perform this task. This microar-
chitecture strategy, with multicores to assist in
redundancy, is called resilient microarchitecture.
It continually detects errors, isolates faults, con-
fines faults, reconfigures the hardware, and thus

adapts. If we can make such a strategy work,
there is no need for one-time factory testing or
burn-in, since the system is capable of testing
and reconfiguring itself to make itself work reli-
ably throughout its lifetime.

All this is possible because of the abundance
of transistors, but all disciplines—from fabri-
cation to software—will have to cooperate and
make the system reliable in spite of unreliable
components. A lot of research and develop-
ment needs to happen, however, to make this
concept a reality. 

For reasons discussed before, the behavior
of a VLSI chip and the system could look

different from what designers intended: Stat-
ic and dynamic variations will cause inherent
unreliability in the design, traditional testing
will be ineffective, and intermittent soft errors
and long term device degradation will pose
challenges to ensuring the overall system’s  reli-
ability. The challenges painted here are for the
extreme case: assuming the trends continue
and that no innovations occur in VLSI sys-
tem design. I am very optimistic that acade-
mic and industrial research will find
innovative solutions for these challenges—as
we always have in the past. That is why I
intend this discussion to inspire research
toward building reliable systems with unreli-
able components. MICRO
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