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Topics marked in red are covered in this lecture,
lecture 10, and the guest lecture by Jan
Jacobson, SP

Fault tolerance in real-time systems Fault tolerance in distributed systems
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Dependability
Engineering

Reliability analysis

Life-cycle models
Availability analysis

Standards
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Technical
Management

Case studies A

Terminology Safety analysis

Hazard and risk analysis

List of topics in this and
the next two lectures

Design

= Specification of dependability and safety requirements
Assessment and Validation

= Hazard analysis

= Risk analysis

= Hardware failure rate prediction
Technical management

= Life-cycle models

= Standards - IEC 61508 and 1SO 26262

= Safety case

Reading list for lecture 9, 10 and 11

« Chapter 1 — Introduction

= Terminology, life cycle models, cost, legal aspects
* Chapter 2 — Safety Criteria

= Terminology, requirements, role of standards, safety case
« Chapter 3 — Hazard Analysis

= FMEA, HAZOP, FTA, Hazard Analysis within the development lifecycle
« Chapter 4 — Risk analysis

= |EC 61508, risk classification, Safety Integrity Levels
« Chapter 5 — Developing Safety-Critical Systems

= Life cycle models, safety management
« Chapter 7 — System Reliability

= Hardware reliability prediction, Mil Hdbk 217

Qutline

« Specification of dependability and safety requirements
« Development life-cycles models

* Hazard analysis

« Risk analysis

« Risk classification

Non-functional vs. Functional
Requirements

« Non-functional requirements describes properties of the system
such as dependability, safety, maintainability, cost, power
consumption, size, weight, etc.

« Functional requirements describes the service that the system shall
deliver
« Two categories of functional requirements
= Primary functionality
— Service delivered in response to normal inputs
= Secondary functionality

— Service delivered in response to abnormal inputs and/or in the presence of faults and errors.
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Safety requirements

« In safety-related systems, the safety issues are often covered by a
separate safety requirements document

« Safety requirements can be both functional and non-functional

Ways to express dependability and safety
requirements

Non-functional properties

« Reliability
* Availability
* Safety

* Maintainability
« Safety integrity level (SIL)

Functional features

Fault tolerance
Failsafe operation
Error masking
Error detection
System recovery

(See Chapter 2.2 System requirements, pp. 19 — 25 in the course book)

Different definitions of integrity

The term integrity is used in different contexts covering both functional and
non-functional aspects of a system!

Course book:
Safety integrity is the likelihood of a safety-related system satisfactorily
performing the required safety functions under all the stated conditions
within a stated period of time

Data integrity: Data integrity is the ability of a system to prevent damage
to its own database and to detect, and possibly correct, errors that do occur

System integrity: The integrity of a system is its ability to detect faults in
its own operation and to inform a human operator

“Basic Concepts and Taxonomy of Dependable and Secure Computing”:

Integrity: absence of improper system alterations

Safety Integrity Levels (SILs)
IEC 61508

Continuous mode of operation | Demand mode of operation

(probability of failure to
perform its designed function
on demand)

Safety
integrity | (probability of failure per year)
level
4 >10%to < 10
3 >10*to < 1073
2 >103 to < 102
1 >102 to < 10

>105to < 104
>10%to < 103
>103to < 102

>102to < 107

(See Chapter 4.6 Levels of integrity, Table 4.10, p. 72 in the course book)

The Dependability and Security Tree

Availability
Fskablity I .
Aoutes Sataty Availability: readiness for correct service
Ariu
Confidentiabity Reliability: continuity of correct service
[ "
ntegrity Safety: absence of catastrophic
Maintainatility
consequences on user(s) or
Dependability Faults the environment
and Theeats ~E Emors Integrity: ab: fi "
Security Painn ntegrity: absence of improper system
alterations

Fant Finmevnl modifications and repairs

Fault Prevention PR
{ Fault Tolerance Maintainability: ability to undergo
Means
Fault Forecasting

From “Basic Concepts and Taxonomy of Dependable and Secure Computing”

Ways to express functional dependability
and safety requirements

Non-functional properties

* Reliability
* Availability
» Safety

* Maintainability
« Safety integrity level (SIL)

Functional features

Fault tolerance
Failsafe operation
Error masking
Error detection
System recovery
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Specifying fault-tolerant and fail-safe
operation

Fault-tolerant and fail-safe operation can be specified as illustrated by
the following examples:

FO/FS:

= The system shall tolerate one fault (FO = Fail Operational) and shut-down
safely (FS = Fail Safe) after the second fault.

FO/FO/FS:

= The system shall tolerate two faults (FO/FO = Fail Operational after two
faults) and shut-down safely (FS = Fail Safe) after the third fault.

(See “Basic Concepts and Taxonomy of Dependable and Secure Computing”, pp. 29)

Academic year 2012/13

Outline

Dependability and safety requirements specification
Development life-cycles models

Hazard analysis

Risk analysis

Risk classification

Life-cycle models

Life-cycles models are used to organize the development, operation
and maintenance of complex systems

We will look at three development life-cycle models for safety-critical
computer systems:

An extension of the V-model — from the course book

Life-cycle model from IEC 61508 — Generic standard

Life-cycle model from ISO 26262 — New safety standard for automotive
electronic systems (lecture 10 and 11)

Safety life-cycle models will be discussed in the guest lecture by Jan
Jacobson from SP — Technical Research Institute of Sweden
(www.sp.se)

Development life-cycle model for safety-critical
systems (Extended V-model

System

deployment

System
verification

S
validation

System
integration
and testing

Module
construct
and testi

Limitations of the V-model

The V-model is an approximation of the development process.

In practice, the various stages are not performed in a strictly sequential
manner .

Hazard and risk analysis is shown as a requirements definition activity,
but should be conducted during the entire life-cycle.

The V-model does not capture the necessary, and sometimes costly,
iterations that are needed in all development projects.

Nor does it capture all activities and relationships within a development
project.

The V-model represents one view of the development process

Dept. of Computer Science and Engineering
Chalmers University of Technology

Information flow in the V-model

Figere 51 A V" development lifecycle model
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IEC 61508 Functional safety of
electrical/electronic/programmable electronic
safety-related systems

Generic standard
Intended to be a template for industry-specific standards

Three major and four subsidiary sections, and an introduction:
Part 0 — Functional safety IEC 61508
Part 1 — General requirements

Part 2 — Requirements for electrical/electronic/programmable electronic safety-related
systems

Part 3 — Software requirements
Part 4 — Definitions and abbreviations (Definitions)

Part 5 — Examples and methods for the determination of safety integrity levels
(Guidelines for applications of part 1)

Part 6 — Guidelines for application of part 2 and 3
Part 7 — Overview of techniques and measures (Bibliography of techniques)

Academic year 2012/13

Definition of safety lifecycle in
IEC 61508

“The necessary activities involving safety-related systems, occurring
during a period of time that starts at the concept phase of a project and
finishes when any safety-related systems are no longer available for
use”

Note: The IEC 1508 draft standard mentioned in the course book has
now become an accepted standard called IEC 61508

The overall safety lifecycle model for IEC 61508

Examples of sector standards based on
IEC 61508

IEC 61511 Process industries

IEC 61513 Nuclear power plants
IEC 62061 Machinery sector

IEC 61800-5-2 Power drive systems

1SO 26262 Road vehicles — functional safety

Qutline

Dependability and safety requirements specification
Development life-cycles models

Hazard analysis

Risk analysis

Risk classification

Dept. of Computer Science and Engineering
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Hazard and Risk

Definitions

“A hazard is a situation in which there is actual or potential danger to
people or the environment.”

“Risk is a combination of the frequency or probability of a specified
hazardous event, and its consequence.”

(Quotes from the course book)
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Tasks involved in identifying
safety requirements

< Identification of the hazards associated with the system

« Risk classification of these hazards

« Determination of methods for dealing with hazards

= Assignment of appropriate reliability and availability requirements
« Determination of an appropriate safety integrity level (SIL)

« Specification of development methods appropriate to this safety
integrity level.

(See Chapter 2.3 Safety requirements, pp. 25 — 26 in the course book)

Academic year 2012/13

Hazard Analysis

« The purpose of a hazard analysis is to identify
= the hazards associated with a safety-critical system, and

= all events that may lead to a hazard

* Hazard analysis is not a single method — it is an activity that involves a
combination of different analysis and assessment techniques

« Hazard analysis should be conducted throughout the development
life-cycle

Hazard Analysis Techniques

* We will briefly look at three hazard analysis techniques:
= fault-tree analysis (FTA)
= failure mode and effects analysis (FMEA)
= hazard and operability studies (HAZOP) (lecture 10)
« Examples of other techniques:
= event tree analysis (ETA)

= functional failure analysis (FFA)

Fault Tree Analysis (FTA)

« Graphical method that starts with a hazardous event and works
backwards to identify the causes of the "top event”

* Top-down analysis

« Intermediate events related to the top event are combined by using
logical operations such as AND and OR.

« |EC 1025 international standard, 1990

Brake fluid warning lamp

Battery Fuse Floatswitch  Indicator

= lamp
l =

T )
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Fault tree for brake fluid warning

Figure 310 A faul re for  brake fsid warming lamp system.
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Failure Mode and Effects Analysis (FMEA)

« Manual analysis to determine the consequences of components,
module or subsystem failures

« Bottom-up analysis

« Documented in a spreadsheet where each failure mode, and its
possible causes and consequences are described

« Conducted with a special software tool or a standard spreadsheet Rk S—
program. 2 Excossive  [(ageing [ Siom | Negigbis !em.mm

wwilch- effects ceayln | | g prienls
. bounce ng | | excessive curent
« |EC 812 International Standard, 1985 fipeoiongsd | statsof | | thrcusgh switch

* (See Chapter 3 Hazard Analysis, pp. 34 — 35 and 38 — 39 in the course
book) Figure 3.3 A simple FMEA chart,

How can we conducted Hazard Analysis within
FMEA - Characteristics the development life-cycle?
(Not shown in the V-model)

« Focuses on single failures —
reauroments soomnt
« Often applied late in the development process

specifcation

Archiectural
sin

« Demanding, time-consuming, and expensive

« Not possible to apply exhaustively at the component-level for complex
systems - needs to be focused to critical parts

« Boring — need for automated analysis

« Useful for an approximate analysis at the subsystem or module level
(analysis based on failure mode assumptions)

Hazard Analysis within the Development Elements of a Preliminary Hazard Analysis

Lifecycle
Activity Documentation « A brief description of the system and its environment
Pfﬁlimin:fv Preliminary « An overview of the system’s function and its safety features
azar
\dentificati - hazard list -
identification azardis « The safety objectives of the system

‘ , « Justification of the risk and integrity level assignments

Preliminary Preliminary .
el » hazard analysis « Target failure rates and safety levels
analysis report

, « A bibliography of all documents used.
Safety
Hazard

« Sources of any data used within the analysis

/
e

Dept. of Computer Science and Engineering
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Hazard Analysis within the Development
Lifecycle

Activity Documentation

Safety
System

System
hazard » hazard analysis
analysis report
System ‘

N\
!

d

risk H TZafd
assessment o9

Hazard Analysis within the Development
Lifecycle

Activity Documentation

System
risk Halxzard
assessment e
Indeper?dent » Independent
audit safety audit report

Qutline

« Dependability and safety requirements specification
« Development life-cycles models

* Hazard analysis

« Risk analysis

« Risk classification

Risk analysis
Risk analysis predicts the probability and severity of accidents

"An accident is an unintended event or sequence of events that causes
death, injury, environmental or material damage” (Quote from course
book)

Risk analysis - Example

In a country with a population of 10 000 000 approximately
500 people are killed in traffic accidents each year. In
average each person spend 500 hours per year in situations
where they are exposed to the risk of traffic accidents.

What is the risk of being killed in a traffic accident?

The risk is simply
(500/107)/ 500 =107 deaths/hour

Number of deaths in transport
(per 100 Million passengers)

300 l

Is it safe to fly?

250

200

1504

100

Source: Royal Society
for the Prevention of
Accidents and Michael
Paulitsch, EADS

Dept. of Computer Science and Engineering
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Qutline Risk classification

« Dependability and safety requirements specification

Severity of
« Development life-cycles models nanmou.;

avent

* Hazard analysis

\
« Risk analysis Risk
/

classification
« Risk classification
Frequency of
hazardous
avent
Figure 4.2 D ination of risk cl
Severity classifications of hazards Likelihood of occurrence in IEC 61508

 Industries developing safety-related systems classify Range (failures per
hazards in terms of their severity year)

Many times in system

. . i i i i Frequent lifetim >1073
« Severity classification varies between different industries Sime)
Several times in system
. . e . Probable e 103 to 10
* We will look at severity classifications used in: lifetime
« |EC 61508 Occasional Once in system lifetime 10 to 105
« Civil aircraft Remote Unlikely in system lifetime 10 to 10
« Military systems Improbable Very unlikely to occur 10to 107
TEre Cannot believe that it <107

could occur

Risk classification in IEC 61508
Consequence categories in IEC 61508

Table 4.6 Risk classifications from draft IEC 1508,

Consequences
Frequency Catasirophic  Critical  Marginal  Negligible
" Frequent 1 1 ] i
Category Definition Probable 1 1 1 1
Occasional 1 i 1 i
. . F Remote 1 i 1 W
Catastrophic Multiple loss of life Improbable m o ™ v
" . _ Incredible w v v v
Critical Loss of a single life
Marginal Major injuries to one or more persons . .
Table 4.7 Interpretation of risk classes from draft [EC 1508,
Negligible Minor injuries at worst Risk ciass Inserpretation

1 Intolerable risk

n Undesirable risk, and toberable only if risk reduction is
impracticable or if the costs are grossly disproportionate
to the improvement gained

m Tolerable risk if the cost of risk reduction would excesd
the improvement gai

w Megligible risk

Dept. of Computer Science and Engineering
Chalmers University of Technology 8
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Hazard severity categories for civil aircraft

E e S W 100 Table 4.1 Hazard severity categoeies for il sivcrafl
Caregary Definition

Catasrophic  Fallure cosdition which wesld prevent continusd safe fight and
lusding

Harardous Failure coaditions which would reduce the capabibity of the sircralt
o the sbiity of the crew 10 cops with adverss operating condstions,
1 the eatess that theor woukd be:
(1} & large reduction i safety margins oe Nunctional capabiliics
(1) physscal distress of agher workload such that the fight crew

e selied on 1o perform their ks sccarasely or

completely

(3} adverse cffocts on oocepants, including serious or potentially
fatal mjuries 86 2 wmall number of thoss occepants.

Mapr Failure conditions which would reduce the capability of the sircraft
or the ability of the crew 10 cope with adverse operating conditions
o the entent that there wokd be, for example, o gnifcant redaction
in safety masgias o functicnal capabilitios, & significant incroase in
erew worklasd or in cosditions impairing cres effickency, o
discomfont to cocupants, possibly including ispurcs

Minor Failute condition which would zot igrificantly redsce airraft
safety, and which would mvolve crew actions thas are well within
their capatalities. Minor failure conditions may inchede, for examele,
& thghs reducton in safety masgs or functional capabilitics, & shght
incromse in orew woeklond, such e soutine Night plan changes, or
some incomveRience Lo oecupanty

» . o effact Failure coaditions which do not affect the operstional capability of

Figure 4.1  Hazard probability classes for aircrafl systems, the airorafl o increase crew workload

Extrematy L

Improbable

Severity vs. allowed probability for civil aircraft Accidents severity categories for military
systems

Table 4.1 Relationship besween the severity of an cffect and its allowable probability
for civil aircraft systems.

Maximum peobabifiny
Categary Severity of effect Per aperating howr Table 4.2 Accident severity categories for military systems.
Narmal 1
e Category Defimition
Nulsance [ ) -
Misor Operating limitation; emergency procedures 10 Catastrophic  Multiple deaths
104 Critical A single death, and/or multiple severe injuries or severe occupational
Major Significant reduction in safety marging; w0t illnesses
difficult for crew 1o cope with adverse Margi . . " . " .
conditions; v injuris arginal A single severe injury or occupational illness, and/or multiple minor
passenger in] P, p ; ¢
e injuries or minor occupational illnesses
Hazardous Large reductions in safiety margins; crew w7 Negligible Al most a single minor injury or minor occupati iliness
extended beeause of workload or Blig g jury nor occupational ill
environmental conditions. Serious injury or
death of a small number of occupants
0
Catastrophic  Multiple deaths, usually with loss of ([

wircrad

Military risk classes
Overview of Lecture 9

Table 44 Accident risk classes for military systems.

Consequences
Frequency Caraitrophic Critieal Miarginal Negligible .
Frequent A A A — « Fault tolerance in space computers
Probable A A B [
Occamonal »
Remate 3 g : b Guest lecture by Torbjérn Hult, RUAG Space Sweden (formerly Saab
I bable C
e b 5 b o Space)
Table 45 Interpretation of rigk classes for military systems. .
Risk clazr ] Interpresation Preparations:
A Intolerable . .
5 Uncesirable, and will oy be scoepted when sk reduction Ariane 501 failure report
is mmpracticable 1, H
¢ Tolerabl with the endorsement of the Project Safety = The US space shuttle’s computer system, page 152 -154 in the
Review Commitise course book
D Tolerahle with the endarsement of the narmal project
rexiews = Lecture slides

Dept. of Computer Science and Engineering
Chalmers University of Technology 9
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Overview of Lecture 10

Hazard analysis - continued

« Hazard and operability studies (HAZOP)

1ISO 26262 — Functional Safety for Automotive Systems
Acceptability of risk

Assignment of safety integrity levels

Safety case

Hardware failure rate prediction

Preparations:
= Chapter 2.4, 3.4, 4.1 - 4.6, 7.3, and 14.4 in the course book.
= Lecture slides

Academic year 2012/13
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Overview of Lecture 11

Guest lecture by Jan Jacobson, SP Technical Research
Institute of Sweden, Boras.

Topic: IEC 61508 and ISO 26262

Preparations:
= Section 5.1 - 5.3, and 14.5 (IEC 1508) in the course book.

= Lecture slides
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