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Abstract—Designing highly dependable systems requires a good understanding of failure characteristics. Unfortunately, little raw data

on failures in large IT installations are publicly available. This paper analyzes failure data collected at two large high-performance

computing sites. The first data set has been collected over the past nine years at Los Alamos National Laboratory (LANL) and has

recently been made publicly available. It covers 23,000 failures recorded on more than 20 different systems at LANL, mostly large

clusters of SMP and NUMA nodes. The second data set has been collected over the period of one year on one large supercomputing

system comprising 20 nodes and more than 10,000 processors. We study the statistics of the data, including the root cause of failures,

the mean time between failures, and the mean time to repair. We find, for example, that average failure rates differ wildly across

systems, ranging from 20-1000 failures per year, and that time between failures is modeled well by a Weibull distribution with

decreasing hazard rate. From one system to another, mean repair time varies from less than an hour to more than a day, and repair

times are well modeled by a lognormal distribution.

Index Terms—Large-scale systems, high-performance computing, supercomputing, reliability, failures, node outages, field study,

empirical study, repair time, time between failures, root cause.
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1 INTRODUCTION

RESEARCH in the area of dependable computing relies in
many ways on a thorough understanding of what

failures in real systems look like. For example, knowledge
of failure characteristics can be used in resource allocation
to improve cluster availability [5], [28]. The design and
analysis of checkpoint strategies relies on certain statistical
properties of failures [8], [24], [26]. Creating realistic
benchmarks and testbeds for reliability testing requires an
understanding of the characteristics of real failures.

Unfortunately, obtaining access to failure data from
modern, large-scale systems is difficult, since such data is
often perceived to be sensitive. Existing studies of failures
are often based on only a few months of data, covering
typically only a few hundred failures [22], [27], [16], [19],
[15], [7]. Many of the commonly cited studies on failure
analysis stem from the late 1980s and early 1990s, when
computer systems were significantly different from today
[3], [4], [6], [13], [22], [9], [11]. Finally, none of the raw data
used in the above studies has been made publicly available
for use by other researchers.

This paper analyzes failure data collected at two large
high-performance computing sites. The first data set was
collected over the past nine years at Los Alamos National
Laboratory (LANL) and covers 22 high-performance com-
puting (HPC) systems, including a total of 4,750 machines

and 24,101 processors. The data contains an entry for any
failure that occurred during the nine-year time period and
that required the attention of a system administrator. For
each failure, the data includes start time and end time, the
system and node affected, as well as categorized root cause
information. The second data set was collected at another
supercomputing site, which prefers to remain anonymous,
and covers one year of node outages at one large HPC system
containing more than 10,000 processors. To the best of our
knowledge, this is the largest set of failure data studied in the
literature to date, both in terms of the time period spanned,
and the number of systems and processors covered. More-
over, all LANL data used in this work have been made
publicly available [1], presenting the first public release of a
large set of failure data from large-scale production systems.

Our goal is to provide a description of the statistical
properties of the data, as well as information for other
researchers on how to interpret the publicly released data.
We first describe the environments the data come from,
including the systems and the workloads, the data collection
process, and the structure of the data records (Section 2).
Section 3 describes the methodology of our data analysis. We
then study the data with respect to three important proper-
ties of system failures: the root causes (Section 4), the time
between failures (Section 5), and the time to repair (Section 6).
Section 7 compares our results to related work. Section 8
describes our ongoing efforts to create a public failure data
repository and some of our experiences in obtaining failure
data. Section 9 concludes.

2 DESCRIPTION OF THE DATA AND ENVIRONMENT

2.1 The Systems

We obtained data from two different high-performance
computing sites, LANL and a supercomputing site that
would like to remain unnamed.
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The LANL data span 22 high-performance computing
systems that have been in production use at LANL between
1996 and November 2005. Most of these systems are large
clusters of either Nonuniform-Memory-Access (NUMA)
nodes, or two-way and four-way Symmetric-Multiproces-
sing (SMP) nodes. In total, the systems include 4,750 nodes
and 24,101 processors. Table 1 gives an overview of the
22 systems.

The left half of Table 1 provides high-level information
for each system, including the total number of nodes and
processors in the system, and a system ID we use
throughout to refer to a system. The data do not include
vendor-specific hardware information. Instead, it uses
capital letters (A-H) to denote a system’s processor/memory
chip model. We refer to a system’s label as its hardware type.

As the table shows, the LANL site has hosted a diverse
set of systems. Systems vary widely in size, with the
number of nodes ranging from 1 to 1,024 and the number of
processors ranging from 4 to 6,152. Systems also vary in
their hardware architecture. There is a large number of
NUMA- and SMP-based machines, and a total of eight
different processor and memory models (types A-H).

The nodes in a system are not always identical. While all
nodes in a system have the same hardware type, they
might differ in the number of processors and network
interfaces (NICs), the amount of main memory, and the
time they were in production use. The right half of Table 1

categorizes the nodes in a system with respect to these
properties. For example, the nodes of system 12 fall into
two categories, differing only in the amount of memory per
node (4 versus 16 GB).

The data from the unnamed site cover one year of node
outages at a large supercomputing system, which we will
refer to as system X. Table 2 provides an overview over the
basic properties of system X. Note that the main difference
compared to the LANL systems is that system X employs a
very large number of processors per node (512) and that it
was put in production relatively recently (October 2005).

2.2 The Workloads

At both sites, most workloads are large-scale long-running
3D scientific simulations, e.g., for nuclear stockpile steward-
ship or for plasma flow analysis. These applications
perform long periods (often months) of CPU computation,
interrupted every few hours by a few minutes of I/O for
checkpointing. Simulation workloads are often accompa-
nied by scientific visualization of large-scale data. Visuali-
zation workloads are also CPU-intensive, but involve more
reading from storage than compute workloads. Finally,
some nodes are used purely as front-end nodes, and others
run more than one type of workload, e.g., graphics nodes
often run compute workloads as well.

Failure tolerance is frequently implemented through
periodic checkpointing. When a node fails, the job(s) running
on it is stopped and restarted on a different set of nodes,
either starting from the most recent checkpoint or from
scratch if no checkpoint exists.

2.3 Data Collection

The LANL data are based on a “remedy” database created
at LANL in June 1996. At that time, LANL introduced a site-
wide policy that requires system administrators to enter a
description of every failure they take care of into the
remedy database. Consequentially, the database contains a
record for every failure that occurred in LANL’s HPC
systems since June 1996 and that required intervention of a
system administrator.

A failure record contains the time when the failure
started, the time when it was resolved, the system and node
affected, the type of workload running on the node, and the
root cause. The workload is either compute for computa-
tional workloads, graphics for visualization workloads, or fe
for front-end. Root causes fall in one of the following five
high-level categories: Human error; Environment, including
power outages or A/C failures; Network failure; Software
failure; and Hardware failure. In addition, more detailed
information on the root cause is captured, such as the
particular hardware component affected by a Hardware
failure. More information on the root causes can be found in
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TABLE 1
Overview of LANL Systems. Systems 1-18 are SMP-based, and

systems 19-22 are NUMA-based

TABLE 2
Overview of System X



the released data [1]. The failure classification and rules for
assigning failures to categories were developed jointly by
hardware engineers, administrators, and operations staff.

Failure reporting at LANL follows the following protocol.
Failures are detected by an automated monitoring system
that pages operations staff whenever a node is down. The
operations staff then create a failure record in the database
specifying the start time of the failure, and the system and
node affected, then turn the node over to a system
administrator for repair. Upon repair, the system adminis-
trator notifies the operations staff who then put the node
back into the job mix and fill in the end time of the failure
record. If the system administrator was able to identify the
root cause of the problem, he provides operations staff with
the appropriate information for the “root cause” field of the
failure record. Otherwise, the root cause is specified as
“Unknown.” Operations staff and system administrators
have occasional follow-up meetings for failures with
“Unknown” root cause. If the root cause becomes clear later
on, the corresponding failure record is amended.

Two implications follow from the way the data were
collected. First, these data are very different from the error
logs used in many other studies. Error logs are automatically
generated and track any exceptional events in the system,
not only errors resulting in system failure. Moreover, error
logs often contain multiple entries for the same error event.

Second, since the data were created manually by system
administrators, the data quality depends on the accuracy of
the administrators’ reporting. Two potential problems in
human-created failure data are underreporting of failure
events and misreporting of root cause. For the LANL data,
we do not consider underreporting (i.e., a failure does not
get reported at all) a serious concern, since failure detection
is initiated by automatic monitoring and failure reporting
involves several people from different administrative
domains (operations staff and system administrators).
While misdiagnosis can never be ruled out completely, its
frequency depends on the administrators’ skills. LANL
employs highly-trained staff backed by a well-funded
cutting edge technology integration team, often pulling
new technology into existence in collaboration with
vendors; diagnosis can be expected to be as good as any
customer and often as good as a vendor.

Failure data collection at the site containing system X
works in a fashion similar to that described above for LANL.
However, the data we obtained provided only monthly
summary statistics, rather than detailed information on each
individual outage. That is, for every month, our data set
contains the number of failures observed during that month,
including a breakdown of the number of failures by root
cause. While the LANL data use six root cause categories
(Hardware, Software, Network, Human, Environment, and
Unknown), at system X failures are grouped into one of only
four different categories: Hardware, Software, Human, and
Unknown. Network failures in system X are assigned to
either the Hardware, the Software, or the Human category,
depending on which was responsible for the network failure.
Node outages due to environmental problems were not
observed in system X during the measurement period. For
system X, no data on repair times is available.

3 METHODOLOGY

In our work, we use common statistical methods that would
be covered in most college-level statistics classes [18]. We
characterize an empirical distribution using three import
metrics: the mean, the median, and the squared coefficient
of variation (C2). The squared coefficient of variation is a
measure of variability and is defined as the squared
standard deviation divided by the squared mean. The
advantage of using the C2 as a measure of variability, rather
than the variance or the standard deviation, is that it is
normalized by the mean, and hence allows comparison of
variability across distributions with different means.

We also consider the empirical cumulative distribution
function (CDF) and how well it is fit by four probability
distributions commonly used in reliability theory1: the
exponential, the Weibull, the gamma, and the lognormal
distribution. We use maximum likelihood estimation to
parameterize the distributions and evaluate the goodness of
fit by visual inspection and the negative log-likelihood test.

Note that the goodness of fit that a distribution achieves
depends on the degrees of freedom that the distribution
offers. For example, a phase-type distribution with a high
number of phases would likely give a better fit than any of
the above standard distributions, which are limited to one or
two parameters. Whenever the quality of fit allows, we
prefer the simplest standard distributions, since these are
well understood and simple to use. In our study, we have not
found any reason to depend on more degrees of freedom.

4 ROOT CAUSE BREAKDOWN

An obvious question when studying failures in computer
systems is what caused the failures. Below, we study the
entries in the high-level root cause field of the data.

We first look at the relative frequency of the high-level root
cause categories in the LANL data and in system X, presented
in Fig. 1. Recall that the LANL data provide a root cause
breakdown of failures into human, environment, network,
software, hardware, and unknown, while the failures in
system X are attributed to either hardware, software, human,
or unknown. Fig. 1 shows that the trends at both sites are
similar. Hardware is the single largest component, with more
than 50 percent of all failures assigned to this category for
both the LANL systems and for system X. Software is the
second largest contributor, with around 20 percent of all
failures at both sites attributed to software.

It is important to note that at both sites, the number of
failures with unidentified root cause is significant
(14 percent and 23 percent, respectively). Since at both sites
the fraction of hardware failures is larger than the fraction
of undetermined failures, and the fraction of software
failures is close to that of undetermined failures, we can still
conclude that hardware and software are among the largest
contributors to failures. However, we cannot conclude that
any of the other failure sources (Human, Environment,
Network) is insignificant.

While Fig. 1a provides an aggregate view of the root
cause information across all LANL systems, two interesting
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to be a better fit than any of the four standard distributions.



questions are 1) whether the root cause breakdown changes
over the lifetime of a system and 2) how it varies across the
different types of systems at LANL.

Regarding question 1, we do not see a significant change
in the root cause breakdown over the lifetime of a system
(i.e., when moving from initial deployment to later years of
operation). The main change we observe is that for some
systems, the percentage of failures with unidentified root
cause drops over time. However, the relative frequency of
the other types of failures remains unchanged.

Regarding question (2), Fig. 2a shows root cause
information broken down by the type of system. Each of
the five bars to the left presents the breakdown across all
failure records for systems of a particular hardware type.2

The rightmost bar describes the breakdown across all
failure records in the data set.

Fig. 2a indicates that while the basic trends are similar
across system types, the actual breakdown varies. Hard-
ware is the single largest component for each system type,
with the actual percentage ranging from 30 percent to more
than 60 percent. Software is the second largest contributor
for each system type, with percentages ranging from
five percent to 24 percent. Type D systems differ most
from the other systems, in that hardware and software are
almost equally frequent as a root cause.

We asked LANL about the higher fraction of downtime
with unknown root cause for systems of type D and G and
were told the reason lies in the circumstances surrounding
their initial deployment. Systems of type G were the first

NUMA-based clusters at LANL and were commissioned

when LANL had just started to systematically record

failure data. As a result, initially the fraction of failures

with unknown root causes was high (>90 percent), but

dropped to less than 10 percent within two years, as

administrators gained more experience with the system

and the root cause analysis. Similarly, the system of type D

was the first large-scale SMP cluster at LANL, so initially

the number of unknown root causes was high, but then

quickly dropped.
The above example shows that interpreting failure data

often requires interaction with the people who run the

systems and collect the data. The public release of the data

[1] includes a complete FAQ of all questions that we asked

LANL in the process of our work.
We also study, using the repair time information in the

LANL data, how much each root cause contributes to the

total repair time. Fig. 2b shows the total downtime per

system broken down by the downtime root cause. The basic

trends are similar to the breakdown by frequency: hard-

ware tends to be the single largest component, followed by

software. Interestingly, for most systems, the failures with

unknown root cause account for less than 5 percent of the

total downtime despite the fact that the percentage of

unknown root causes is higher. Only systems of type D and

G have more than 5 percent of downtime with unknown

root cause.
In addition to the six high-level root cause categories in

the LANL data (recall Fig. 2), we also looked at the more

detailed root cause information. Table 3 shows the 10 most
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Fig. 2. The breakdown of failures into root causes (a) and the breakdown of downtime into root causes (b) for the LANL systems. Each graph shows

the breakdown for systems of type D, E, F, G, and H and aggregate statistics across all systems (A-H).

2. For better readability, we omit bars for types A-C, which are small
single-node systems.

Fig. 1. The breakdown of failures into root causes for the LANL systems (a) and system X (b). The LANL graph shows the breakdown across all

systems (A-H).



common root causes within the high-level hardware, soft-
ware, and environmental categories and their percentages.

As the first column in the table indicates, a large
fraction (more than 40 percent) of all hardware-related
outages at LANL are attributed to CPU. The second most
commonly blamed hardware component is memory
DIMMS. However, a closer look at the data reveals that
for most systems memory is the by far more common root
cause than CPU. The only exception are systems of type E.
System E experienced a very high percentage (more than
50 percent) of CPU-related failures, due to a design flaw in
the type E CPU.

The second column in the table presents the breakdown
of hardware failures into low-level root causes across all
LANL systems, except for type E systems, indicating that
nearly a third of all hardware-related node failures among
those systems are due to memory. In fact, we find that in all
systems memory-related failures make up a significant
portion of all failures, not just hardware failures. Memory
was the single most common “low-level” root cause for all
systems (across all failures not only hardware failures),
except for system E. For each system covered by the data
(including type E systems), more than 10 percent of all
failures (not only hardware failures) were due to memory.
Interestingly, we observe similar trends for system X. While
we do not have detailed low-level root cause information
for all outages in system X, we do have records of a
significant number of memory-related outages (making up
more than 20 percent of all outages).

Surprised by the high percentage of node outages
attributed to memory DIMMS, we talked to the adminis-
trators of the systems about the nature of these outages. We
were told that most node outages attributed to memory are
not fatal hardware failures that require the replacement of a
DIMM. Instead, it is common that the number of bit flips
exceeds what the error correcting code is able to correct,
causing the system to crash. One might at first assume that
this is a problem particular to LANL, which happens to be
geographically located at a high altitude, and hence, might
see a higher rate of cosmic rays. However, as mentioned
above, we also see similarly high DIMM failure rates for
system X, which is located at a low altitude.

The third column in Table 3 provides a breakdown of
software-related failures into low-level root cause categories.

Unfortunately, a significant fraction of software failures
were not specified further, but rather assigned to the “Other
Software” category. When looking at individual systems, we
find that the detailed breakdown for software-related
failures varies quite a bit across systems. For system F, the
most common software failure was related to the parallel file
system, for system H to the scheduler software, and for
system E to the operating system. For system D and G, a
large portion of the software failures were not specified
further (“Other Software”).

The fourth column in Table 3 provides a breakdown of
failures with environmental root cause. Nearly half of the
failures in this category are due to power outages. The
second most common root cause are problems with a
uninterruptible power supply (UPS) device, followed by
power spikes.

For network failures and human errors, the data does not
contain a more detailed breakdown, and hence, there are no
corresponding columns in Table 3.

5 ANALYSIS OF FAILURE RATES

5.1 Failure Rate as a Function of System and Node

This section looks at how failure rates vary across different
systems, and across the nodes within the same system.
Studying failure rates across different systems is interesting
since it provides insights on the effect of parameters such as
system size and hardware type. Knowledge on how failure
rates vary across the nodes in a system can be utilized in job
scheduling, for instance, by assigning critical jobs or jobs
with high recovery time to more reliable nodes.

Fig. 3a shows for each of the 22 systems the average
number of failures recorded per year during the system’s
production time. The yearly failure rate varies widely
across systems, ranging from only 17 failures per year for
system 2, to an average of 1,159 failures per year for system
7. In fact, variability in the failure rate is high even among
systems of the same hardware type.

The main reason for the vast differences in failure rate
across systems is that they vary widely in size. Fig. 3b
shows for each system the average number of failures per
year normalized by the number of processors in the system.
The normalized failure rates show significantly less varia-
bility across systems, in particular, across systems with the
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same hardware type. For example, all type E systems
(systems 5-12) exhibit a similar normalized failure rate,3

although they range in size from 128 to 1,024 nodes. The
same holds for type F systems (systems 13-18), which vary
in size from 128 to 512 nodes. This indicates that failure rates
do not grow significantly faster than linearly with system size.

We next concentrate on the distribution of failures across
the nodes of a system. Fig. 4a shows the total number of
failures for each node of system 20 during the entire system
lifetime.4 We first observe that nodes 21-23 experience a
significantly higher number of failures than the other nodes.
While nodes 21-23 make up only six percent of all nodes,
they account for 20 percent of all failures. A possible
explanation is that nodes 21-23 run different workloads than
the other nodes in the system. Nodes 21-23 are the only
nodes used for visualization, as well as computation,
resulting in a more varied and interactive workload
compared to the other nodes. We make similar observations
for other systems, where failure rates vary significantly
depending on a node’s workload. For example, for systems E
and F, the front-end nodes, which run a more varied,
interactive workload, exhibit a much higher failure rate than
the other nodes.

While it seems clear from Fig. 4a that the behavior of
graphics nodes is very different from that of other nodes,
another question is how similar the failure rates of the
remaining (compute-only) nodes are to each other. Fig. 4b

shows the CDF of the measured number of failures
per node for compute-only nodes, with three different
distributions fitted to it: the Poisson, the normal, and the
lognormal distributions. If the failure rate at all nodes
followed a Poisson process with the same mean (as often
assumed, e.g., in work on checkpointing protocols), the
distribution of failures across nodes would be expected to
match a Poisson distribution. Instead, we find that the
Poisson distribution is a poor fit, since the measured data
have a higher variability than that of the Poisson fit. The
normal and lognormal distribution are a much better fit,
visually as well as measured by the negative log-likelihood.
This indicates that the assumption of Poisson failure rates
with equal means across nodes is suspect.

5.2 Failure Rate at Different Time Scales

Next, we look at how failure rates vary across different time
scales, from very large (system lifetime) to very short (daily
and weekly). Knowing how failure rates vary as a function
of time is important for generating realistic failure work-
loads and for optimizing recovery mechanisms.

We begin with the largest possible time scale by looking
at failure rates over the entire lifetime of a system. We find
that for all systems in our data set, the failure rate as a
function of system age follows one of two shapes. Fig. 5
shows a representative example for each shape.

The left graph in Fig. 5 shows the number of failures per
month for system 5 at LANL, starting at production time.
Failure rates are high initially, and then drop significantly
during the first months. The shape of this curve is the most
common one and is representative of all LANL systems of
types E and F.
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3. The higher failure rates for systems 5-6 are due to the fact that they
were the first systems of type E at LANL and experienced a higher failure
rate during the initial months of deployment.

4. Note that the lifetime of all nodes is the same, with the exception of
node 0, which has been in production for a much shorter time (see Table 1).

Fig. 3. (a) Average number of failures for each system per year. (b) Average number of failures for each system per year normalized by number of

processors in the system. Systems with the same hardware type have the same color.

Fig. 4 (a) Number of failures per node for system 20 as a function of node ID. (b) The corresponding CDF, fitted with a Poisson, normal, and

lognormal distribution.



The shape of this curve is intuitive in that the failure rate
drops during the early age of a system, as initial hardware
and software bugs are detected and fixed and adminis-
trators gain experience in running the system. One might
wonder why the initial problems were not solved during
the typically 1-2 months of testing before production time.
The reason most likely is that many problems in hardware,
software, and configuration are only exposed by real user
code in the production workloads.

The middle graph in Fig. 5b corresponds to the failures
observed over the lifetime of system 19 and represents the
other commonly observed shape. The shape of this curve is
representative for systems of types D and G, and is less
intuitive: The failure rate actually grows over a period of
nearly 20 months, before it eventually starts dropping. One
possible explanation for this behavior is that getting these
systems into full production was a slow and painful process.

Type G systems were the first systems of the NUMA era at
LANL and the first systems anywhere that arranged such a
large number of NUMA machines in a cluster. As a result, the
first two years involved a lot of development work among
system administrators, vendors, and users. Administrators
developed new software for managing the system and
providing the infrastructure to run large parallel applica-
tions. Users developed new large-scale applications that
would not have been feasible to run on previous systems.
With the slower development process, it took longer until the
systems were running the full variety of production work-
loads and the majority of the initial bugs were exposed and
fixed. The case for the type D system was similar in that it was
the first large-scale SMP cluster at the site.

Two other observations support the above explanation.
First, the failure rate curve for other SMP clusters (systems
of types E and F) that were introduced after type D and
were running full production workloads earlier in their life,
follows the more traditional pattern in Fig. 5a. Second, the
curve of system 21, which was introduced two years after
the other systems of type G, is much closer to Fig. 5a.

The rightmost graph in Fig. 5 corresponds to system X.
Unlike the other two graphs in the figure, the shape of the
graph for system X shows no signs of increased failure rates
in the early lifetime of the system. However, for system X,
we have no data available for the first three months of
production use. The figure plots the failure rates only
starting in month 4 of production use. It is likely that the
failure rates of system X follow a pattern similar to the one

observed in Fig. 5a, although at this point we are not able to
validate this assumption.

Next, we look at how failure rates vary over smaller
time scales. It is well known that usage patterns of systems
vary with the time of the day and the day of the week. The
question is whether there are similar patterns for failure
rates. Fig. 6 categorizes all failures in the LANL data by
hour of the day and by day of the week. We observe a
strong correlation in both cases. During peak hours of the
day, the failure rate is two times higher than at its lowest
during the night. Similarly, the failure rate during week-
days is nearly two times as high as during the weekend.
We interpret this as a correlation between a system’s
failure rate and its workload, since, in general, usage
patterns (not specifically LANL), workload intensity, and
the variety of workloads are lower during the night and on
the weekend.

Another possible explanation for the observations in
Fig. 6 would be that failure rates during the night and
weekends are not lower, but that the detection of those
failures is delayed until the beginning of the next (week-)
day. We rule this explanation out, since failures are detected
by an automated system, and not by users or administrators.
Moreover, if delayed detection was the reason, one would
expect a large peak on Mondays, and lower failure rates on
the following days, which is not what we see.

5.3 Statistical Properties of Time Between Failures

In this section, we view the sequence of failure events as a
stochastic process and study the distribution of its
interarrival times, i.e., the time between failures. Since the
data from system X provide only summary statistics, and no
timestamps for individual failures, we will focus in this
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Fig. 5. Some representative examples for how the failure rate changes as a function of system age (in months). The leftmost graph corresponds to

system 5, which is representative for LANL systems of types E and F. The graph in the middle corresponds to system 19, which is representative of

LANL systems of types D and G. The rightmost graph corresponds to system X. (a) LANL system 5. (b) LANL system 19. (c) System X.

Fig. 6. Number of failures by hour of the day (a) and the day of the week

(b) at LANL.



section entirely on the LANL data. We take two different
views of the failure process: 1) the view as seen by an
individual node, i.e., we study the time between failures
that affect only this particular node; 2) and the view as seen
by the whole system, i.e., we study the time between
subsequent failures that affect any node in the system.

Since failure rates vary over a system’s lifetime (Fig. 5),
the time between failures also varies. We therefore analyze
the time between failures separately for the early produc-
tion time, when failure rates are high, and the remaining
system life, when failure rates are lower. Throughout, we
focus on system 20 as an illustrative example.

We begin with the view of the time between failures as
seen by an individual node. Figs. 7a and 7b show the
empirical distribution at node 22 in system 20 during the
years 1996-1999 and the years 2000-2005, respectively, fitted
by four standard distributions. We see that from 2000-2005,
the distribution between failures is well modeled by a
Weibull or gamma distribution. Both distributions create an
equally good visual fit and the same negative log-like-
lihood. The simpler exponential distribution is a poor fit, as
its C2 of 1 is significantly lower than the data’s C2 of 1.9.

During years 1996-1999, the empirical distribution of the
time between failures at node 22 looks quite different (Fig. 7a)
from the 2000-2005 period. During this time, the best fit is
provided by the lognormal distribution, followed by the
Weibull and the gamma distribution. The exponential
distribution is an even poorer fit during the second half of
the node’s lifetime.

Next, we move to the system-wide view of the failures in
system 20, shown in Figs. 7c and 7d. The basic trend for
2000-05 (Fig. 7d) is similar to the per node view during the
same time. The Weibull and gamma distribution provide
the best fit, while the lognormal and exponential fits are
significantly worse.

The system-wide view during years 1996-1999 (Fig. 7c)
exhibits a distribution that is very different from the others

we have seen and is not well captured by any of the
standard distributions. The reason is that an exceptionally
large number (>30 percent) of interarrival times are zero,
indicating a simultaneous failure of two or more nodes.
While we did not perform a rigorous analysis of correlations
between nodes, this high number of simultaneous failures
indicates the existence of a tight correlation in the initial
years of this cluster.

Given that in all the above cases the exponential
distribution does not provide a good fit to the data, one
might ask how the empirical distribution differs from an
exponential distribution, i.e., what are the properties of the
data that the exponential distribution cannot capture.

We identify as a first differentiating property that the
time between failures in the data has a significantly higher
variability than that of an exponential distribution. For
example, the time between failures at node 22 in years 1996-
1999 has a squared coefficient of variation C2 of 3.9, while
the C2 of an exponential distribution is always 1. For some
nodes and systems, we observe C2 values as high as 35.

We identify as a second differentiating property that the
empirical time between failures exhibits decreasing hazard
rates. For failure interarrival distributions, the hazard rate
measures how the time since the last failure influences the
expected time until the next failure. An increasing hazard
rate function predicts that if the time since a failure is long
then the next failure is coming soon. And a decreasing
hazard rate function predicts the reverse.

For an exponential distribution, the hazard rate function
is constant, that is the probability of a failure does not
depend on the time that has passed since the last failure. On
the other hand, we find that in those cases in our previous
discussion, where the Weibull distribution provides a good
fit (Figs. 7a, 7b, and 7d), the shape parameter of the Weibull
fit to the data is less than 1, which indicates that the hazard
rate function is decreasing, i.e. not seeing a failure for a long
time decreases the chance of seeing one in the near future.
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For example, the data in Fig. 7b are well fit by a Weibull
distribution with shape parameter 0.7.

Fig. 8 provides a graphical illustration of the decreasing
hazard rates in the time between failures. In the figure, we
plot the expected time until the next failure as a function of
the time since the last failure, for the system-wide view of
time between failures for system 20 and for an exponential
distribution fit to the data. For the exponential distribution,
the time until the next failure is independent of the time
since the last failure (dashed line). On the other hand, for
the empirical data, the expected time until failure grows
significantly with the time the system has survived without
a failure (solid line).

5.4 Correlations Between Failures

We are interested in two different types of correlations,
spatial and temporal. By spatial correlation, we mean
correlations between failures of different nodes in the same
system, i.e., does the fact that one node in a system fails
increase the probability of observing another node failing in
the same time interval. By temporal correlation, we mean
correlations between the number of failures observed in a
system in consecutive time intervals.

In order to test for spatial correlation, we compute six
different time sequences for each node in a system,
containing for each hour of operation5 the number of
observed failures due to hardware, software, environment,
human error, network, and unknown root cause, respec-
tively. We then compute the correlation coefficients
between the different vectors. The only significant correla-
tion (correlation coefficient larger than 0.1 and p-value
smaller than 0.05) we observe is between failures that are
due to network problems. There is no clear indication for
correlations between other types of failures.

In order to study the degree of temporal correlation, we
make use of the concept of autocorrelation. The autocorre-
lation function (ACF) measures the correlation of a random
variable with itself at different time lags l. The ACF can, for
example, be used to determine whether the number of
failures in one day is correlated with the number of failures
observed l days later. The autocorrelation coefficient can
range between 1 (high positive correlation) and –1 (high
negative correlation). For a stationary failure process (e.g.,
data coming from a Poisson process), the autocorrelation
would be close to zero at all lags.

Fig. 9 shows the autocorrelation function for the number
of failures observed per day, per week, and per month,
respectively, in system 19 broken down by the six different
types of root cause. As the graphs show, significant
autocorrelation exists at all three time granularities, indicat-
ing that the number of failures observed in one time interval
is predictive of the number of failures expected in the
following time intervals. Autocorrelation is strongest at the
monthly granularity with autocorrelation coefficients higher
than 0.8, but is still significant at weekly and monthly
granularity, with autocorrelation coefficients higher than 0.2.

One might argue that the observed autocorrelation, in
particular, at larger time granularities, is not surprising,
given that we have shown earlier (recall Fig. 5) that failure
rates change as a function of system age, in particular,
during the time of initial deployment. In order to verify that
the observed autocorrelation is not solely due to this factor,
we repeated our analysis separately for the different parts
of a system’s lifetime. We find that the ACF graphs look
nearly identical when produced for only the steady state
part of a system’s lifetime compared to the entire lifetime.
Moreover, we find this to be the case for both systems that
follow more closely the typical bathtub curve, such as
system 5, as well as for other systems, such as system 19.

It is interesting to observe that autocorrelation varies
greatly depending on the root cause of failures. Autocorre-
lation is strongest for failures that are due to hardware,
software, and unknown root cause and is less significant for
all other root causes (environment, network, human).

While Fig. 9 shows results only for system 19, we find
that the trends are very similar for the other LANL systems,
in terms of the strength of the observed autocorrelation. The
only significant difference in the ACF of different systems is
in the correlation behavior of failures with unknown root
cause. For example, while we observe significant auto-
correlation for failures with unknown root cause for system
19, failures with unknown root cause in system 5 show very
little autocorrelation. One possible explanation might be
that the actual root cause breakdown of failures with
unknown root cause does vary across systems, e.g., in
system 19, failures with unidentified root cause might be
largely due to hardware failures (which exhibit high
autocorrelation), while in system 5, they might be more
likely due to network, human, or environmental problems
(which exhibit low autocorrelation).

6 ANALYSIS OF REPAIR TIMES

A second important metric in system reliability is the time
to repair. We first study how parameters such as the root
cause of a failure and system parameters affect repair times.
We then study the statistical properties of repair times,
including their distribution and variability. Since the data
on system X do not include information on repair times, we
focus in this section entirely on the LANL data.

Table 4 shows the median and mean time to repair as a
function of the root cause, and as an aggregate across all
failure records in the LANL data. We find that both the
median and the mean time to repair vary significantly
depending on the root cause of the failure. The mean time to
repair ranges from less than three hours for failures caused
by human error, to nearly 10 hours for failures due to
environmental problems. The mean time to repair for the
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Fig. 8. llustration of decreasing hazard rates in the LANL data versus

constant hazard rates in the exponential distribution.

5. We also experimented with number of failures per day instead of per
hour, with the same results.



other root cause categories varies between four and six
hours. The mean repair time across all failures (indepen-
dent of root cause) is close to six hours. The reason is that it
is dominated by hardware and software failures which are
the most frequent types of failures and exhibit mean repair
times around six hours.

An important observation is that the time to repair for all
types of failures is extremely variable, except for environ-
mental problems. For example, in the case of software
failures, the median time to repair is about 10 times lower
than the mean, and in the case of hardware failures, it is
four times lower than the mean. This high variability is also
reflected in extremely high C2 values (see bottom row
of Table 4).

One reason for the high variability in repair times of
software and hardware failures might be the diverse set of
problems that can cause these failures. For example, the
root cause information for hardware failures spans 99
different categories, compared to only two (power outage
and A/C failure) for environmental problems. To test this
hypothesis, we determined the C2 for several types of
hardware problems. We find that even within one type of
hardware problem, variability can be high. For example, the
C2 for repair times of CPU, memory, and node interconnect
problems is 36, 87, and 154, respectively. This indicates that
there are other factors contributing to the high variability.

Fig. 12 shows the empirical CDF for all repair times in
the data, and four standard distributions fitted to the data.
The exponential distribution is a very poor fit, which is not
surprising given the high variability in the repair times. The
lognormal distribution is the best fit, both visually as well as
measured by the negative log-likelihood. The Weibull
distribution and the gamma distribution are weaker fits
than the lognormal distribution, but still considerably better
than the exponential distribution.

In Fig. 10, we consider how repair times vary across LANL
systems. The graphs in Figs. 10a and 10b show the mean and
median time to repair for each system, respectively. The

figure indicates that the hardware type has a major effect on
repair times. While systems of the same hardware type
exhibit similar mean and median time to repair, repair times
vary significantly across systems of different types.

Fig. 10 also indicates that system size is not a significant
factor in repair time. For example, type E systems range
from 128 to 1,024 nodes, but exhibit similar repair times. In
fact, the largest type E systems (systems 7-8) are among the
ones with the lowest median repair time.

The relatively consistent repair times across systems of
the same hardware type are also reflected in the empirical
CDF. We find that the CDF of repair times from systems of
the same type (not shown in figure) is less variable than that
across all systems, which results in an improved (albeit still
suboptimal) exponential fit.

Finally, another interesting question is how repair times
change over the lifetime of a system. Recall from Section 5
that failure rates can vary drastically over the span of a
system’s lifetime. We observe that repair times also change
over time; however, the trends, are not as clear as for failure
rates. We do observe, though, that repair times are consis-
tently higher during the first year of operation compared to
the remaining years. After the first one to two years of
operations, the repair times are relatively stable.

Fig. 11 shows the mean and median repair time, broken
down by root cause, for the first year of operation and the
remaining years of operation. As the graphs indicate, mean
repair time drops after the first year of operation for all types
of failures, except for those with unknown root cause, often by
more than a factor of two. Median repair times drop
significantly for all types of failures after the first year of
operation. The overall drop in mean repair time, across all
failure types, is more than a factor of two, while the overall
median repair time drops by more than a third. We also check
whether variability in repair times changes over time, but do
not see a significant change (results not shown in figure).

The decrease in repair times over time likely reflect the
learning curve of the system administrators in troubleshoot-
ing problems in a new system. It might indicate that during
the first year of operation, system administrators get
significantly better at quickly identifying the root cause of
a problem and fixing it.

7 COMPARISON WITH RELATED WORK

Work on characterizing failures in computer systems differs
in the type of data used; the type and number of systems
under study; the time of data collection; and the number of
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Fig. 9. The autocorrelation function for number of failures observed per day, per week, and per month, respectively.

TABLE 4
Statistical Properties of Time to Repair as a Function of the Root

Cause of the Failure in the LANL Data



failure or error records in the data set. Table 5 gives an
overview of several commonly cited studies of failure data.

Four of the above studies include root cause statistics [4],
[13], [16], [7]. The percentage of software-related failures is
reported to be around 20 percent [3], [13], [16] to 50 percent
[4], [7]. Hardware is reported to make up 10-30 percent of
all failures [4], [13], [16], [7]. Environment problems are
reported to account for around 5 percent [4]. Network
problems are reported to make up between 20 percent [16]
and 40 percent [7]. Gray [4] reports 10-15 percent of
problems due to human error, while Oppenheimer et al.
[16] report 14-30 percent. The main difference to our results
is the lower percentage of human error and network
problems in our data. There are two possible explanations.
First, the root cause of 20-30 percent of failures in our data is
unknown and could lie in the human or network category.
Second, the LANL environment is an expensive, very
controlled environment with national safety obligations
and priorities, so greater resources may be put into its
infrastructure than is put into commercial environments.

Several studies analyze the time between failures [19],
[22], [5], [27], [15], [10]. Four of the studies use distribution
fitting and find the Weibull distribution to be a good fit [5],
[27], [9], [15], which agrees with our results. Several studies
also looked at the hazard rate function, but came to
different conclusions. Some of them [5], [27], [9], [15] find
decreasing hazard rates (Weibull shape parameter < 0:5).
Others find that hazard rates are flat [22], or increasing [19].
We find decreasing hazard rates with Weibull shape
parameter of 0.7-0.8.

Three studies [2], [6], [19] report correlations between
workload and failure rate. Sahoo [19] reports a correlation

between the type of workload and the failure rate, while Iyer
[6] and Castillo [2] report a correlation between the work-
load intensity and the failure rate. We find evidence for both
correlations, in that we observe different failure rates for
compute, graphics, and front-end nodes, for different hours
of the day and days of the week.

Sahoo et al. [19] also study the correlation of failure rate
with hour of the day and the distribution of failures across
nodes and find even stronger correlations than we do. They
report that less than 4 percent of the nodes in a machine
room experience almost 70 percent of the failures and find
failure rates during the day to be four times higher than
during the night.

Three studies [2], [6], [19] report correlations between
workload and failure rate. Sahoo [19] reports a correlation
between the type of workload and the failure rate, while
Iyer [6] and Castillo [2] report a correlation between the
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Fig. 11. Mean repair time (a) and median repair time (b) for each LANL system.

Fig. 12. Mean repair time (a) and median repair time (b) during the first

year of operation versus the remaining years of a system’s lifetime,

broken down by root cause.

Fig. 10. Empirical CDF of repair times in the LANL data.



workload intensity and the failure rate. We find evidence for
both correlations, in that we observe different failure rates
for compute, graphics, and front-end nodes, for different
hours of the day and days of the week.

Sahoo et al. [19] also study the correlation of failure rate
with hour of the day and the distribution of failures across
nodes and find even stronger correlations than we do. They
report that less than 4 percent of the nodes in a machine
room experience almost 70 percent of the failures and find
failure rates during the day to be four times higher than
during the night.

We are not aware of any studies that report failure rates
over the entire lifetime of large systems. However, there exist
commonly used models for individual software or hardware
components. The failures over the lifecycle of hardware
components are often assumed to follow a “bathtub curve”
with high failure rates at the beginning (infant mortality) and
the end (wear out) of the lifecycle. The failure rate curve for
software products is often assumed to drop over time (as
more bugs are detected and removed), with the exception of
some spikes caused by the release of new versions of the
software [13], [12]. We find that the failure rate over the
lifetime of large-scale HPC systems can differ significantly
from the above two patterns (recall Fig. 5).

Repair times are studied only by Long et al. [10]. Long et al.
estimate repair times of Internet hosts by repeated polling of
those hosts. They, like us, conclude that repair times are not
well modeled by an exponential distribution, but do not
attempt to fit other distributions to the data.

In our recent work, we have collected and analyzed a
number of data sets on storage failures, in particular, data on
hard drive replacements in large storage systems [21]. We
find that some of our findings on hard drive replacements
parallel those we report in this paper on cluster node outages,
while some characteristics of storage failures differ from
those of cluster node failures. For example, the distribution of
time between hard drive replacements is similar to the
distribution of time between cluster node failures. The time
between hard drive replacements is not exponentially
distributed, but instead better modeled by a Weibull
distribution. Again, the Weibull shape parameter for the
best distribution fit to the data is in the range of 0.7-0.8. On the
other hand, we find that failure rate as a function of system
age behaves very differently for storage systems than for
HPC cluster systems. Specifically, for storage systems, we
find little evidence of infant mortality, but significant

evidence of early wear out (increasing failure rates with
system age).

An interesting question that is beyond the scope of our
work is how system design choices depend on failure
characteristics. Plank et al. [17] study how checkpointing
strategies are affected by the distribution of time between
failures, and Nath et al. [14] study how correlations between
failures affect data placement in distributed storage systems.

An earlier version of the work presented in this paper
has appeared in the International Conference on Depend-
able Systems and Networks (DSN ’06) [20].

8 THE COMPUTER FAILURE DATA REPOSITORY

The work described in this paper is part of our broader
research agenda with the goal of analyzing and making
publicly available failure data from a large variety of real
production systems. We are currently working on creating a
public Computer Failure Data Repository (CFDR), to be hosted
by the USENIX Association. The goal of the repository is to
accelerate research on system reliability by filling the nearly
empty collection of public data with detailed failure data
from a variety of large production systems. Below, we first
briefly describe the data sets we have collected so far. We then
describe some of our experiences from collecting failure data
hoping that those might help others in obtaining data.
Finally, we discuss our ongoing efforts and the long-term
goals of the CFDR.

8.1 Data Sets

At this point, all LANL failure data that we have analyzed
in this paper are publicly available. For some of the
LANL systems, additional data have been made available,
including event logs and usage data. We are currently
working with the organization hosting system X to release
their data as well. In addition to data on node outages from
high-performance computing environments, we have also
collected a number of failure data sets on storage failures, in
particular, data on hard drive replacements in large storage
systems [21].

Interestingly, we find that many of our findings on hard
drive replacements parallel those we report in this paper on
cluster node outages. For example, we find that the time
between hard drive replacements is not exponentially
distributed, but, instead, better modeled by a Weibull
distribution. Again, the Weibull shape parameter for the
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best distribution fit to the data is in the range of 0.7-0.8.

8.2 Experiences from Data Collection

Obtaining failure data is difficult, since these data are often
perceived to be sensitive. In our pursuit to create a public
failure data repository, we have talked to more than a
dozen companies and high-performance computing labs
about contributing data. Our experiences in this process
have led us to believe that it is unlikely to obtain data from
vendors of IT equipment, due to their fear of negative
marketing. However, obtaining data from end users of IT
equipment is often complicated by the perception that the
data collection is not state-of-the-art and the complexity and
efforts involved in collecting and explaining the data.

We found that sites with large amount of equipment are
motivated to share data since they are facing a pressing
need to provide reliability at scale and hope that researchers
will be able to develop better solutions, if given real data to
work with.

We would like to encourage any organizations that are
collecting failure data for their systems to consider con-
tributing to the repository. We would also like to encourage
other researchers to share failure data sets that they have
used in their work.

8.3 Long-Term Goals

Our work on the computer failure data repository focuses
on three long-term goals. Our first goal is to extend the
number of failure data sets hosted by the CFDR to cover a
large, diverse set of sites. We are also pursuing other types
of data, including usage data (job logs and utilization
measurements) and event logs, to facilitate the study of
correlations between such data and system failures. For the
LANL systems, both usage data and event logs have
recently been made publicly available.

Second, we plan to study the existing data sets in more
detail, with a focus on how the results can be used for better or
new techniques for avoiding, coping, and recovering from
failures. For example, from the results in this work as well as
in our related paper on hard drive failures, we find that
several common assumptions about failure processes (e.g.,
i.i.d. exponentially distributed time between failures) are not
realistic in practice. One path for future work is to reexamine
algorithms and techniques for fault-tolerant systems to
understand where unrealistic assumptions result in poor
design choices and for those cases explore new algorithms.

Third, we hope that our experiences from working with a
variety of sites on collecting and analyzing failure data will
lead to some best practices for failure data collection.
Currently, data collection and analysis are complicated by
the fact that there is no widely accepted format for anomaly
data and there exist no guidelines on what data to collect and
how. Providing such guidelines will make it easier for sites to
collect data that are useful and comparable across sites.

9 SUMMARY

Many researchers have pointed out the importance of
analyzing failure data and the need for a public failure data
repository [16]. This paper provides a study of a large
amount of failure data that have been collected at two large
high-performance computing sites and have, in part, been
made publicly available [1]. We hope that this data might

serve as a first step toward a public data repository and
encourage efforts at other sites to collect and clear data for
public release. Below, we summarize a few of our findings.

. Failure rates vary widely across systems, ranging
from 20 to more than 1,000 failures per year, and
depend mostly on system size and less on the type
of hardware.

. Failure rates are roughly proportional to the number
of processors in a system, indicating that failure rates
are not growing significantly faster than linearly
with system size.

. There is evidence of a correlation between the failure
rate of a machine and the type and intensity of the
workload running on it. This is in agreement with
earlier work for other types of systems [2], [6], [19].

. The curve of the failure rate over the lifetime of an
HPC system looks often very different from lifecycle
curves reported in the literature for individual
hardware or software components.

. Time between failure is not modeled well by an
exponential distribution, which agrees with earlier
findings for other types of systems [5], [27], [9], [15],
[19]. We find that the time between failure at
individual nodes, as well as at an entire system, is
fit well by a gamma or Weibull distribution with
decreasing hazard rate (Weibull shape parameter of
0.7-0.8).

. Failures exhibit significant levels of temporal corre-
lation at both short and long time lags. We find
indication of autocorrelation for all types of failures;
however, autocorrelation is particularly strong for
hardware and software failures.

. We also find indication of spatial correlation, i.e.,
correlation between failures at different nodes dur-
ing the same time interval. However, those are
limited to failures with network root cause and not
significant for other types of failures.

. Mean repair times vary widely across systems,
ranging from one hour to more than a day. Repair
times depend mostly on the type of the system, and
are relatively insensitive to the size of a system.

. Repair times change significantly over the lifetime of
a system. Both mean and median repair times drop
by more than a third after the first year in operation.
This might indicate that during the first year of
operation, system administrators get significantly
better at quickly identifying the root cause of a
problem and fixing it.

. Repair times are extremely variable, even within one
system, and are much better modeled by a lognor-
mal distribution than an exponential distribution.

We hope that our first step in analyzing the wealth of
information provided by the data, together with the public
release of the raw data [1], will spark interesting future work.
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