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Implementation 

Specification 

•  Scheduling 
•  Feasibility tests 
•  Configuration 
•  Static scheduling 

A schedule is a reservation of spatial (e.g., processor, 
program objects) and temporal (time) resources for a 
given set of tasks. 
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•  Event-triggered system: 
–  A task becomes ready as a result of an external or internal 

event in the system. 
–  Requires run-time support for dynamic scheduling. 
–  The system becomes very flexible, but indeterministic. 

•  The scheduling algorithm is implemented by a scheduler 
in the real-time kernel that decides in what order the 
tasks should be executed. 

•  Observe that the scheduler decides which task should be 
executed next, whereas the dispatcher is responsible for 
starting the selected task. 

A scheduling algorithm is used for generating a 
schedule for a given set of tasks for a particular 
type of run-time system.  
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A schedule is said to be feasible if it fulfills all application 
constraints for a given set of tasks. 

A set of tasks is said to be schedulable if there exists at 
least one scheduling algorithm that can generate a 
feasible schedule. 

A scheduling problem is said to be NP-complete if it (most 
probably) can only be solved with an exponential time 
complexity in the general case.  

A scheduling algorithm is said to be optimal with respect 
to schedulability if it can always find a feasible schedule 
whenever any other scheduling algorithm can do so. 

Run-time information 

Configuration 

Feasibility test 

Set of tasks 
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•  A feasibility test is sufficient if it with a positive answer 
shows that a set of tasks is definitely schedulable. 
–  A negative answer says nothing! A set of tasks can still be 

schedulable despite a negative answer. 

Negative test 

Task set 

Schedulable 

Not schedulable 

Positive test 

? 

•  A feasibility test is necessary if it with a negative answer 
shows that a set of tasks is definitely not schedulable. 
–  A positive answer says nothing! A set of tasks can still be 

impossible to schedule despite a positive answer. 

Task set 

Schedulable 

Not schedulable 

Positive test 

Negative test 

? 

•  An exact feasibility test is both sufficient and necessary. If 
the answer is positive the task set is definitely schedulable, 
and if the answer is negative the task set is definitely not 
schedulable. 

Task set 

Schedulable 

Not schedulable 

Negative test 

Positive test 
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•  External events are not handled efficiently 
–  I/O units are handled by ”polling” 

•  Only efficient for periodic tasks 
–  Sporadic events with short deadline must either be handled by 

a task with short period (= resource waste) or by a task with 
longer period (= long response time) 

•  Inefficient for tasks with ”bad” periods 
–  Tasks with mutually inappropriate periods give rise to large time 

tables, which consumes memory in the real-time kernel 

(a.k.a. the ”Skalman” factor) 
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Period: 15 

Period: 5 

Task Ci Oi Di 

A 4 0 7 
B 3 0 12 
C 5 0 15 
D 1 3 1 


