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Abstract

Normalization by evaluation (NbE) is a technique to compute the normal form of a
lambda-term, i.e., an expression of a pure functional programming language. While
evaluation is only concerned with computing closed expressions, normalization also
applies to function bodies, thus, needs to compute with open expressions containing
free variables. NbE reduces normalization to evaluation of expressions in a residualizing
model, i.e., a computational structure that has extra base values which are unknowns
or computations blocked by unknowns.

Normalization by evaluation, while not under this name, has been used by Martin-
Lof [1975] to prove normalization and decidability of type checking for his predicative
intuitionistic type theory with a weak notion of term equality that is not closed under
function abstraction. Independently, normalization by evaluation has been discoverd by
Berger and Schwichtenberg [1991] as a tool to implement a normalizer for simply-typed
lambda-calculus with a strong (extensional, “n”) notion of term equality. Normaliza-
tion invokes the evaluator of the host programming language, leading to a concise and
efficient normalization procedure.

In this thesis, we join the two strands of research by developing NbE for dependent
type theory with extensional term equality that does consider normalization of func-
tion bodies. Further, we extend NbE to impredicative type systems such as System F,
F“, and the Calculus of Constructions. As NbE is a tool to connect syntax (terms) to
semantics (values), the study of NbE enables us to semantically prove meta-theoretical
properties of the considered type systems such as decidability of term equality, which
entails the decidability of type checking in the presence of dependent types. For de-
pendent types with universes and extensional (1) equality at the level of types, this is
a novel result.

The study of NbE provides us with new insights into the nature of n-expansion
which we apply to dependent type theory with singleton types. Further, we formulate
the concept of candidate space to equip semantic types with extra structure that allows
us to show the correctness of NbE. Finally, we introduce typed Kripke structures to
unify semantic arguments by logical relations.

The results underlying this thesis were obtained partly in collaboration with Klaus
Aehlig, Thierry Coquand, Peter Dybjer, and Miguel Pagano, as far as the design of the
NbE algorithm and its application to predicative type theory are concerned.
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1 Introduction

Type systems have emerged as a paradigm to structure modern programming languages,
but long before, they have been introduced into logical theories such as Church’s simple
theory of types that serve as foundations for mathematics. A strong correspondence
between propositions and types, and between proofs and programs coined as Curry-
Howard-isomorphism intimately connects logics and programming languages and in-
spires research and design of new programming languages and logics. Martin-Lof intro-
duced the Curry-Howard counterpart of the quantifiers of predicate logic into functional
programming and is considered the pioneer of dependent type theory, a unified language
for programming and developing constructive mathematics. In dependent type theory,
propositions are identified with types, and proofs with programs, and checking a proof
for validity amounts to checking that a program has a certain type.

The distinctive feature of dependent type theory is that types can be defined by
computation on values. Expressions that compute the same value have to be considered
equal, and, in dependent type theory, two types that compute the same type value are
considered equal and thus, classify the same programs. Algorithms for type-checking
have to take type equality into account, and decidability of type-checking rests on the
decidability of equality. When Martin-Lof presented his Intuitionistic Theory of Types
(ITT) [1975] he accompanied it by a proof that typing is decidable. The decidability
relies on normalization of all well-typed expressions of ITT, which means that all well-
typed expressions reduce to a value, called the normal form of the expression, which
is uniquely determined by the expression. Martin-Lof demonstrates normalization by
a semantic argument in a constructive meta-language. Proofs in constructive meta-
languages implicitly describe algorithms, and the algorithm underlying Martin-Lof’s
argument has been later coined normalization by evaluation (NbE).

Independently, when implementing the proof system Minlog in the functional lan-
guage Scheme, Berger and Schwichtenberg [1991] discovered an algorithm for normal-
ization of simply-typed lambda-calculus that is summarized by the slogan normalization
by evaluation. A typed lambda-term is first embedded as program in the host language
Scheme and then evaluated. Then, the evaluated Scheme program is quoted, arriving at
a lambda-term in normal form. The quotation is described as inverse of the evaluation
functional. A detailed description of the NbE algorithms as composition of evaluation
and quotation is given in Chapter 2.

As NbE does not rely on the native evaluation and quotation features of Scheme, but
can be adapted to any host programming language, it soon found wide-spread interest
in the programming language research community. Its attraction comes from the el-
egant idea to reuse evaluation of the host language (originally Scheme) to implement
evaluation for the object language (originally the simply-typed lambda calculus). For
one, it was discovered that NbE corresponds to type-directed partial evaluation [Danvy,
1996]. For two, NbE presents an efficient normalization algorithm and even serves as



1 Introduction

a framework for normalization by compilation [Grégoire and Leroy, 2002]. Finally, due
to its semantic character, it proved a nice tool to structure the reasoning about meta-
theoretical properties of type systems such as normalization of well-typed expressions
and decidability of type equality [Martin-Lof, 1975].

This thesis continues the investigation of NbE as method to establish the decidability
of dependent type theory. Martin-Lof [1975] considered typing up to a notion of type
equality that is quite weak when relating functions. In essence, it is too intensional as
it does not equate functions whose bodies are equal w.r.t. computation, their bodies
must be literally identical. In contrast, modern implementations of dependent type
theories, such as the successful proof assistant Coq [INRIA, 2012] and the dependently
typed programming language Agda [Norell, 2007], rely on a more expressive, extensional
equality for functions called n-equality. Two functions are extensionally equal if their
applications to a fresh variable are already extensionally equal. Herein, a any value of
function type is considered a function, thus the notion of equality is typed.

Using NbE, the author and the coauthors of the papers underlying this thesis have
been able to prove the decidability of type checking in ITT with typed (n-)equality. But
the formulation and verification of NbE for dependently-typed systems is interesting in
itself, and the present work is the first description of NbE for a full-blown dependently
typed language [Abel et al., 2007a,b]. During the study of NbE for dependent types we
were also able to clarify n-expansion for singleton types [Abel et al., 2011]. The results
developed in the cited paper may serve as theoretical foundation for the language Agda
which is based on predicative universes.

The Coq system is based on the Calculus of Inductive Constructions (CIC) which
adds an impredicative universe of propositions to I'TT. To study the meta-theory of
impredicative type theories we have adapted NbE to the impredicative System F [Abel,
2008], F¥ [Abel, 2009a] and the dependently-typed Calculus of Constructions (CoC)
[Abel, 2010a]. These systems are subsystems of the CIC, and understanding of im-
predicativity in theses systems paves the way for the full CIC. While we have not fully
proven the decidability of CoC, we were the first to prove termination and completeness
of NbE for a system with both impredicativity and dependent types.

1.1 How to Read this Thesis

This thesis introduces the reader to NbE and semantic techniques to reason about
type systems and the correctness of NbE. It develops the necessary tools to study
NbE for dependent and impredicative type theories, summarizing the main ideas of
the publications underlying this thesis. We have tried to be gentle in the exposition,
focusing on the explanation of concepts rather than the proof details. For those, the
reader is referred to the original publications. The remainder of this thesis is structured
as follows:

Chapter 2 presents normalization by evaluation in a simple instance, a toy program-
ming language with natural numbers and higher-order functions, known as System T
(Section 2.1). On the way, we explain what we mean by definitional term equality,
normal form, soundness and completeness of normalization, reflection of syntax into
semantics, and reification of semantics into syntax (Sections 2.2 and 2.3). We give an
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overview over the different solutions to the problem of generating fresh variable names
during reification (Section 2.4) and pick one of them (Section 2.5). The introductory
part closes with proof of the correctness of NbE by a Kripke logical relation connecting
syntactic terms with semantic objects (Section 2.6).

Chapter 3 introduces untyped NbE (Section 3.1), generalizes it to partial applicative
structures (Section 3.2) and then revisits System T from a type-assignment perspective.
The purpose of this chapter of the thesis is to introduce—in a gentle setting— most of
the technical tools we need for the analysis of NbE for dependent types. In particular,
we apply untyped evaluation to System T and explain how it models System T’s typing
relation (Section 3.3). We introduce the concept of candidate spaces to extend our
reasoning about evaluation reasoning about NbE (Section 3.4). Explicit substitutions
(Section 3.5) and partial equivalences are introduced to model definitional equality
(Section 3.6). Then we add type-directed reflection and reification on the value level
to untyped NbE to obtain complete normalization for n-equality (Section 3.7). Finally,
we generalize the Kripke logical relation for the soundness proof of NbE to arbitrary
models of typed lambda-calculus we call type structures (Section 3.9).

Chapter 4 summarizes Abel et al. [2007a,b, 2011] and applies type-assignment NbE
as developed in Chapter 3 to dependent types. First we enrich System T with depen-
dent types and a hierarchy of predicative universes that allows us to compute types in
dependency on values (Section 4.1), arriving at language PTT. In the adaption of NbE
to dependent types, special attention is paid to reflection and reification which are now
directed by type-values (Section 4.2). An inductive definition of valid types, which is
the foundation of reasoning about PTT, is given in Section 4.3. Refining this inductive
definition by an equivalence relation on valid types we arrive at a model of PTT that
interprets types and universes as partial equivalence relations (PERs) on values (Sec-
tion 4.4). An extension of our concept of candidate spaces allows us to reason about the
completeness of NbE (Section 4.5). A hiherto unpublished view on PERs as subsets
of groupoids appears in Section 4.6. Soundness of NbE is finally established by the
dependently-typed Kripke logical relation of Section 4.7. The chapter concludes with a
summary of the results and a short discussion on singleton types (Section 4.8).

Chapter 5 applies NbE to impredicative type systems, presenting Abel [2008] in terms
of ideas from Abel [2009a] and outlining the results of Abel [2010a]. The exposition
focuses on System F, a typed lambda-calculus with impredicative polymorphism (Sec-
tion 5.1). A general notion of model for System F is developed that can be instantiated
to prove soundness and completeness of NbE, but also subsumes traditional normal-
ization proofs (Sections 5.2 and 5.3). Nbe for System F and its correctness are then
explained in Section 5.4. Section 5.5 concludes the chapter with a discussion on the
combination of impredicativity with higher kinds and dependent types.

Chapter 6 summarizes the contributions of this thesis. We discuss alternative, in-
trinsically typed approaches to NbE (Section 6.1) and NbE algorithms for extensional
treatment of disjunction (Section 6.2). A review of applications of NbE (Section 6.3)
demonstrates that NbE has secured its standing as efficient implementation of normal-
ization in proof assistants and may enjoy a bright future (Section 6.4).
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2 Simple Types: From Evaluation to
Normalization

2.1 Evaluation

Evaluation is the process of running a program and obtaining a result in the end, the
value. This typically involves the compilation of the program into a machine language
and the execution of the machine code on the machine. There are numerous machine
architectures and machine languages, both machines implemented in hardware and
machines implemented in software. We shall not be concerned with details of machines
and compilation, but shall treat evaluation on a more abstract level. We shall specify
the evaluation of a small programming language (our object language) in terms of a
language that already features advanced concepts like functions and application (the
host or meta language), which allows us to express evaluation succinctly. Such a host
language could be a mathematical language such as set theory or type theory, or an
already implemented programming language.

Evaluation lets us assign meaning to a program. If we type a program into an
interpreter and it prints back its value, for instance a number, then the meaning of
this program is that number. The meaning of a program could also be a function, not
a concrete value such as a number; in this case, the typical interpreter will not print
a result that adequately describes the meaning of the program—typically it may just
tell us that the result is a function and as such, unprintable. We will see how such an
interpreter could be modified to print back code that represents the function, but let
us not get ahead of us. In the following, we will describe the meaning of a program
by interpretation in mathematical language, which already has a meaningful concept of
function.

We consider a functional programming language, Godel’s System T [Godel, 1958],
with natural numbers, primitive recursion,' and functions of higher order. The natural
numbers are presented in unary form, introduced by constructors zero and suc. Prim-
itive recursion rec : Recy with Recyr =T — (N - T — T) — N — Tallows us to
define values of type T by recursion over a natural number. Application of function r
to argument s is written as juxtaposition rs. New functions Azt are constructed by
abstracting variable x in term ¢, the body of the function. Each term ¢ comes with its
type T in a typing contexts I' which assigns types to the variables that occur free in t;

'Recursion in System T is actually higher-order primitive recursion which has the computational
power € of Peano Arithmetic (PA) [Peano, 1889], and not the primitive recursion of Primitive
Recursive Arithmetic (PRA) [Skolem, 1923] which has the computational power w* of LOOP-
Programs [Schoning, 2003]. The Ackermann function can be easily coded by recursion into higher
type T'= N — N. Yet recursion in System T has the definition form of primitive recursion, so we
stick to the name.
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N eTy

SeTy TeTy

function type.

S—TeTy

Typing contexts.
—_— empty context
() € Cxt HIDLY COTex

I' e Cxt xegl

(I,z:T) € Cxt
Constants of type T, written .
Z€ero
zero : N
_ successor function
suc: N — N

rec:T—-(N—-T—-T)->N-=>T

r,s,t € Tm% Well-typed terms, written |I" ¢ :T'|.

c:T
m constant
T el
m variable
X :
x:S+¢t:T

function abstraction

''FXet: S—T

'kFr:S—=T I'kFs: S
I'btrs: T

function application.

type of natural numbers

extension by mapping variable = to type T.

primitive recursion into type T'.

Figure 2.1: A small functional language: Godel’s System T.



2.1 Evaluation

we write I' F ¢ : T to express that ¢ is a term of type T in context I'. A type is either
the base type N of natural numbers or a function type with domain S and codomain T,
which are types themselves. We only consider finite type expressions, but of arbitrary
order (nesting of function spaces).

System T can be directly interpreted in a meta language that has functions f € A —
B of arbitrary order and natural numbers n € N. Such a language could be classical
set-theory, but for reasons becoming apparent later, we prefer a meta language with
computable functions such as Martin-Lof Type Theory [Nordstrom et al., 1990]. Appli-
cation of function f to argument a in the meta-language is written f(a). Let further
Set denote a universe of small sets and Ny denote the one-element type containing only
the empty tuple (). We assume the meta language has a concept of primitive recursion
with the following behavior:

rec (AcSet) (z€A) (seN—-A—-A)(neN) € A
ec (4) () (s) 0 = -
rec (A) (z)  (s) (n+1) = s(n)(rec(A)(2)(s)(n))

We interpret types [T], contexts [I'], and terms [I' ¢ : T of System T as follows.

[T] € Set

[N] = N
[S—T] = [S] — [T]
] € Set

[0] = N

[T, z:S] = [ x [S]
[(z:T) €T (pelll) € [T1
[(z:T) € (I',z:T)](p,a) = a

[(z:T) € (I',y:5)] (p, a) = [(@:T)eT(p) fory#z
[e:T] e [1]

[zero : NJ =0

[suc: N — NJ (n) = n+1

[rec : Recr] = rec([T])
[T Ft:T] pe[l]) € [T]

(
[T Fec:T] (p) = [e:T]
[[Fa:T] (p) [(z:T) € D)1 (p)

E ) [Tyz:S Ft:T](p,a)

p) = [ Er:S=>TIp)IT Fs:S1p)

Now if we have a closed program F ¢ : N that computes a natural number, we can
obtain its value as [F ¢ : NJ() € N.

Looking closely, our interpretation does not really “explain” what natural numbers
and functions are, since it just maps object-level concepts to the corresponding meta-
level concepts.? However, it does explain what variables are: placeholders for values, or,

[T FXxt:S—T](p)(a)
[T Frs:T]

2In this respect, its Tarskian semantics at its best and subject to Girard’s critique [2001].
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more precisely, projections out of value tuples p which are valuations of typing contexts
r

In the following, for ' F ¢ : T' we allow ourselves to write [t] instead of [I" ¢ : T7.

2.2 Normalization

Normalization is the process of transforming a program into another program, called
the normal form of the first program. Normalization should increase the “entropy”
of the program while leaving its meaning intact. The term “entropy” is here used as
an analogy to entropy in thermodynamics; for instance, mixing a hot fluid with a cold
one will preserve the total thermal energy of the two fluids but increase the entropy
of the system. Computing the normal form might collapse some internal structure of
the program into a “simpler” one which leads to the same value. For instance, the
expressions 141 and 2 differ but have the same value, and normalization will turn 141
into 2, increasing entropy by removing structure.

Formally, let nf(¢) denote the normal form of typed term I' F ¢ : T. Then we expect
the following soundness properties to hold:

1. T' Fnf(t) : T (well-typedness of normal form),
2. [[nf(t)] = [t] (preservation of meaning), and
3. nf(nf(t)) = nf(¢) (idempotency).

These soundness properties do not express our intuition that normalization should
increase the entropy; for instance, the identity function fulfills all three properties. We
would wish for a completeness property: if two programs have the same meaning (we
also say they are semantically equal), then they have the same normal form, or in
symbols, [t] = [¢'] implies nf(¢) = nf(¢). This wish can be granted for closed programs
of base type F t,t : N, because their meaning is just a natural number, and this
number can be returned as normal form. However, for the interesting general case
' B t,t' : T of open terms (the context I' is non-empty) or functional terms (7" is a
function type), our wish cannot be fulfilled. The interpretation of open or functional
terms are (higher-order) functions whose equality is undecidable.?

If we remove natural numbers and primitive recursion from our language, restricting
to simply-typed lambda calculus, then program equivalence becomes decidable, and
we can introduce the syntactic relation I' F ¢t = ' : T of fn-equivalence between
typed terms ¢,t that holds iff [[¢] = [¢'] [Friedman, 1975]. Restoring natural numbers
and extending fn-equivalence with rules characterizing the computational behavior of
primitive recursion we arrive at the relation of definitional equality given in Figure 2.2.
Definitional equality for System T is not complete, but decidable, as we will show.
Since it encompasses equality of pure simply-typed lambda terms and equality of closed
natural number terms, it is a reasonable equality concept.

Definitional equality makes use of a capture-avoiding substitution operation t[s/x]
which is meaning-preserving in the sense that

[T Ftls/z] : T](p) =[T,z:S Ft:T(p, [T F s:S](p)).

3Undecidability of Godel’s System T is related to the undecidability of arithmetic [Godel, 1931].
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Computation rules (/).

x:SkFt:T I'kFs: S
I'F(Aat)s =t[s/z]: T

I'Fz:T I'Fs:N—=T—T

I'Freczszero=2:T

I'k2z:T I'Fs:N—T —T I'Fn:N

I' Freczs(sucn) =sn(reczsn): T
Function extensionality (7).

't:S—1T
F'FXete=t:5—=T

Compeatibility rules.
c: T
I'te=c:T

(x:T) el
'toe=x:T

Dx:Skt=t:T
F'EXxt=MXat' : S —>T

T'kFr=¢r:8—>T F''kFs=5s:8
F'kFrs=vr's:T

Equivalence rules (reflexivity, symmetry, transitivity).

'kt T
I'kFt=t:T
FTHt=¢:T
't =t:T

Pty =t:T F'Fto=t3:T
F'kbt1=t3:T

Figure 2.2: Definitional Equality for System T.
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As a consequence, definitional equality is sound, i.e., I' ¢ = ¢ : T implies [I" & ¢ :
T] = [ k¢ : T]. While semantic equality cannot be decided, definitional equality
shall be decided by normalization, so we aim at the following ties between definitional
equality and normalization.

1. T' Fnf(t) =t : T (soundness).
2. T F¢=1+:T then nf(¢t) = nf(t') (completeness).

Soundness says that normalization is compatible with definitional equality, and com-
pleteness says that definitionally equal terms have identical normal forms.

We normalize a term t by repeatedly applying the computation (3) and extensionality
(n) equations from left to right to one of ¢’s subterms. This process is known as
reduction and it terminates in the normal form of ¢ [Tait, 1967]. However, Berger
and Schwichtenberg [1991] discovered a method to obtain a normalization function as
instance of the evaluation function, and we will investigate it in the next section.

2.3 Normalization by Evaluation

Normalization can be viewed as evaluation of open terms. Under this view, a variable
changes its role subtly from place holder for values to unknown.* Evaluating an expres-
sion with unknowns in general does not return a value but another, possibly simplified,
expression with unknowns. Unknowns can block evaluation in these two cases:

1. An unknown function blocks application.
2. An unknown number blocks recursion.

Normal terms can be defined mutually with neutral terms,® which are blocked terms in
normal form, by the rules in Figure 2.3.
Normalization-by-evaluation (NbE) works as follows:

1. We extend the interpretation of types such that the base type N contains the
neutral terms of type N.

2. We define reflection functions 17 that map neutral terms of type T to semantic
objects in [T7.

3. We define reification functions |7 that map semantic objects in [T to normal
forms of type 7. ©

4. We obtain the normal form of a term I' F ¢ : T by reifying the value of ¢ obtained
in a environment of reflected variables.

1A bound variable is a place holder for some value, but a free variable should be considered as an
unknown value.

The notion of neutral term is due to Altenkirch et al. [1995] and should not be confused with Girard’s
notion of neutrality [1989] which is used in strong normalization proofs using reducibility candidates.
Girard’s concept is different but shares the property that substitution of a neutral for a variable
does not create a (-redex.

5Berger and Schwichtenberg called reification an *

‘inverse of the evaluation functional”.

10
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v € NfL | normal terms, written |[I' v & T|.
I'FveN I''Fu=N Nx:SrFoveT
I' - zero &= N I' Fsucv &= N ' ueN FFXxve=S—T
u € Nel | neutral terms, written |T' u = T|.
(x:T) el Fr'ru=S—T FFove S
I'kFz=T 'ruv=T
ko, &T ''ros&=N—->T =T ' Fu=N

I' Frecv,vsu=T

Figure 2.3: Normal and neutral terms for System T.

Let us give a preliminary NbE algorithm as follows:

[N]
[S — T]

T
nfp
nf%

S

NFN
[T — 71

Nel — [T7]
1 (uv)
[T] — NfT

(%

Az VT (f(a))

[T]

9)

(11, 15(2))
Tmk — NfL

(e ah)

where v = |(a)

where a = 1°(z) and z “fresh”

Since we have changed the semantic type of natural numbers, we have to update the

definition of primitive recursion as well:

[rec : RecT']

[IN=-(N—=>T—-T)—=N-=T]
z

s(v)(rec(T)(2)(s)(v))

1T (rec v, vg 1) where v, = [T (z) and v,

rec(T")

— iN_)T_)T(S)

11



2 Simple Types: From Evaluation to Normalization

Our preliminary algorithm is just a sketch, since we have been sloppy about variables
in two aspects: We have omitted the contexts I' in several places when mentioning Ne
and Nf, and we have required that x should be a fresh variable without explaining what
we mean by that. The purpose of the freshness condition for z in Az. [T(f(1° z)) is
to avoid capturing occurrences of variable x that morally stem from the reification of
function f, not its argument 1° 2. However, since f is a semantic object, the notion
of variable occurrence in f is a priori undefined, and a definition via reification of f is
problematic since we need the freshness condition to properly reify f. We shall address
these issues in the next section.

Even with being confined to the above sketch, we can understand how normalization-
by-evaluation works: Normalizing a functional term is performed by reifying its under-
lying function applied to an unknown of its domain. An unknown of functional type
is a neutral term u that acts as a function which reifies its argument to a value v and
returns the blocked application wv. If we recurse on an unknown natural number, the
code of the recursive function is produced. In this sense, if we apply a function to an
unknown it returns its own code.

NbE is complete for checking definitional equality. This follows from its definition
VE([t1 (1)) because definitionally equal terms have the same interpretation. Soundness
of NbE, I' ¢ = nf(t) : T, follows by a logical relation between syntax and semantics,
which we will study after having made NbE precise.

2.4 Variable Handling

In the literature, there are several approaches to the handling of variables and the
freshness condition in NbE.

e (Gensym. An implementation of NbE can obtain a fresh variable by taking one
out of a global store. This side effect has no direct mathematical meaning and
obstructs reasoning for the correctness of NbE. Filinski [2001] and Barral [2008]
have formalized this approach using monads, arriving at a monadic NbE algorithm
and a correctness proof using Kripke monadic logical relations.

o Trial reification [Garillot and Werner, 2007]. To find a variable that is fresh with
regard to a function f we apply it to a dummy unknown. After reification, we
have access to the variables actually used by f and we can pick an unused variable
x. Then we properly reify f using variable x. This is a simple solution, albeit
unfeasible because of exponential computational complexity.

o If we work in a two-level lambda-calculus [Danvy, 1996, Vestergaard, 2001a, Aehlig
and Joachimski, 2004, Abel et al., 2007b] we have a-conversion both at the “lower”
level of syntax and the “upper” level of “semantics”. Picking a fresh variable is
unproblematic since we can get the set of used variables at both levels. This
approach might be criticized for departing from actual implementations of NbE
which cannot make use of such trickery.

e Pitts [2010] specifies NbE in a meta-language of nominal sets and implements
NbE in his programming language Fresh Objective Caml. The notion of name

12



2.5 Liftable Terms

and freshness are primitive in nominal logics and the accompanying programming
language and apply to all objects, even (set-theoretical) functions, not only syn-
tax. In nominal style, the “problem” of freshness is non-existent, or, to put it the
other way round, nominal style exists to obliviate the problem of freshness.

e Term families [Berger and Schwichtenberg, 1991, Berger et al., 2003, Filinski,
1999] allow to systematically rename bound variables in order to make room for
a new bound variable. Term families rely on a de Bruijn level representation of
lambda-terms which uses integers k € N for variable names and numbers lambda-
bound variables consecutively from outside in. In the term family approach,
base types are interpreted as function spaces [N = N — NfN, where the integer
argument denotes the difference by which to shift all de Bruijn levels upward.

e Liftable terms [Aehlig and Joachimski, 2004, Abel et al., 2007a] are similiar to
term families only that they rely on a de Bruijn inder representation. Not the
bound, but the free variables are shifted upwards to make room for a binder. This
style will be presented in detail in Section 2.5.

e Locally nameless term representations go back to Pollack [1994] and implement the
Barendregt convention that bound variables should be distinct from free variables.
In locally nameless style, bound variables are represented as de Bruijn indices and
free variables as de Bruijn levels or by name. We have used this style in [Abel
et al., 2011, Abel, 2010a] and present it in Chapter 3.

e Coquand [1994] derives NbE from Kripke semantics meaning that all semantic
objects are relative to a typing context, can access this context to pick a fresh
variable, and can be lifted to an extended context. Kripke semantics is often
combined with de Bruijn index representations [Danielsson, 2007] and can be
generalized to presheaf models [Altenkirch et al., 1995].

e Contextual reification [Abel et al., 2008, Abel, 2008, 2009a] uses de Bruijn levels in
the semantics and names in the syntax. Quotation works with a set of used names
and can pick a fresh name avoiding this set. Contextual reification is similar to
the locally nameless style and can also be viewed as a light-weight variant of the
Kripke approach. It confines the “Kripke” to the correctness proof of NbE while
the actual algorithm does not work with context extensions or morphisms.

This list might not be comprehensive, but already gives an impression of the variety of
NbE styles.

2.5 Liftable Terms

When we look at reflection and reification, we note that

1. in reification at function type |7 (f), we need a context I of variables currently
in scope to pick a fresh variable x ¢ T,

2. this fresh variable is reflected into the semantics as value a = 15(x),

13



2 Simple Types: From Evaluation to Normalization

3. in reflection at function type 1° %T(u), a value a might be reified to a normal form
v = |%(a) in a context I" different from the one where it was created (in fact I”
can only be an extension of I', but this is not clear a priori).

These issues can be addressed by using liftable neutrals in the semantics of base types,
i.e., neutrals that can be used in a different context than created. We set

NfT = (I € Cxt) — NfL
Ne = (I' e Cxt) — (Nek w {L})

and we use 0 to denote a liftable normal term and @ for a liftable neutral term. A
liftable neutral 4 may be undefined for some context I', thus, we can have 4(I') = L.
Application of or to an undefined neutral yields again the undefined neutral, L v = L
and recv, vs L = L. Application of liftable terms is overloaded as (4 0)(I") = a(T") o(T")
and liftable constants are simply defined by ¢(I') = ¢. The base type Nat of natural

numbers is inductively defined by the rules

n € Nat @ € NeN
zero € Nat sucn € Nat 1 € Nat

to allow us embedding of liftable neutrals and induction on natural numbers for the
recursor. We can reify elements of Nat to normal forms recursively:

JNet € Nat — NfN

INat (zero) = zero

l/Nat (SUC’I’L) — &he \LNat(n)

N (@)T) = zero if a(T) = L
Nt () = () otherwise

The updated NbE algorithm now reads as follows:

[N] = Nat

[S — T] = [S]— [1]

1T e Nel — [17]

™ (@) = @

P @) (e e [S]) = 1T(ad) where & = |*(a)
T e [1] — NfT

N n _ \I/Nat(n)

52T = Az [T(f(a))(T,2:8) where a = 1°(i7)
" e [1]

: =

s (7, 15(@)

nfL € Tmi — NfL

nff (t) = (eI

14



2.6 Soundness of Normalization by Evaluation

The description uses a liftable variable jig in two places. It denotes the variable =
created in context I',z : S and usable in extended contexts I',x : S,IV. Formally, we
have to define its value for all contexts—we shall return dummy value L if it is used in
contexts which are not extensions of its creation context.

s € Ne®
BT, 2:8T) = =z
#3(T7) = 1 if I is not an extension of T.

What remains to be done is to update the primitive recursor to work on liftable terms
in case of a neutral natural number:

rec (T') € N=>(N—=>T—=T)—=N=T]

rec (T) (z) (s) (zero) = =z

rec (7) (2) (5) (sucn) = s(n)(rec(T)(=)(s)(n)

ec (T) (=) (5) (@) = 17 (fec . b, ) where o — |7 (z) and 8, = IN-T=T(s)

In the following, we adopt the notation % (a) as shorthand for }7 (a)(T).

2.6 Soundness of Normalization by Evaluation

We now turn to the problem of soundness of normalization I' ¢ = nf(¢) : T, which for
NbE reads
I'+t=|La:T where a = [t](11).

We obtain soundness from a Kripke logical relation ’F Ft:T® a‘ between a typed

term ¢ and a value a € [T]. The logical relation is constructed to imply T’ ¢ = |La: T.
Soundness follows after we establish I' F ¢ : T ® [t](1}) via the fundamental lemma of
logical relations.

We say context IV extends context I', written , if IV =T', A for some context
A. Our relation I' F ¢ : T ® a is defined by induction on type T as follows:

THt:N® o e VI'<T. T'Fi=oI):N
FEr:S—>TRf < VI'<S.T"Fs:S®a = I"Frs:T® f(a)

The logical relation is sandwiched between reflection and reification, more precisely, by
induction on type T" we can prove the implications

VIV <T. TV Fu=a("):T) = T Fu:T®1(a)
FFt:T®a =— VI'ST. TVkt=]L(a): T

A consequence of the first implication is that variables are logical related to their re-
flections, we have T,z : T + z : T ® 17 (&]) because I'  z = L (I") : T for all
I <(T,z:T).

To prove the fundamental lemma, we have to extend the logical relations to sub-
stitutions and environments. Parallel substitutions are introduced by the

rules
I'Fo: A I'ks: S

TE(Q):(0 I'F(o,s/z): Ayx: S

15



2 Simple Types: From Evaluation to Normalization

and the application of a substitution ¢[o] is an operation which enjoys the typing

I'Fo: A ArFt:T
I'Ftlo]: T

A Kripke logical relation ‘ F'Fo:A® p‘ between a substitution ¢ and an environment

p € [A] and a semantic typing judgment |T' E ¢ : T'| are constructed as follows:

r=0:0®0 = true
L'k (o,s/z): (Ayz:S)® (pa) <= TrFo:A®pandTl Fs:S®a

Fet:T <= VA o,p. AFo:T®p
= At : T® [()

By induction on I' -t : T we prove I' F ¢ : T — this is called the fundamental lemma
of logical relations. For the identity substitution I' Fid : I' we have I' Fid : I' ® 1T,
thus, the fundamental lemma implies T' ¢t : T ® [t](1!) and finally the soundness
I -t=L([t](11)) : T of NbE.

2.7 Summary

We have been introduced to NbE for simple types and intrinsic typing, i.e., types
are defined first and terms are never considered in their raw, untyped form. The
approach relies very much on the definition of type interpretation by induction on
the syntax of types. For this reason, it does not scale directly to dependent types
and impredicativity. While it served us well for a prime exposition, we switch to an
extrinsic, type-assignment, terms first! style that allows us to formulate NbE uniformly
for many type systems.
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3 Untyped Normalization-By-Evaluation
and Type Assignment

Describing a language as typed terms, as we have done in Section 2.1, has the advantage
that we never have to look at terms that have no meaning, such as the term Q =
(Ax.zx) (Ax.zx). As a consequence, the denotation [t] is a priori well-defined for any
term ¢.

But typed terms have also disadvantages: For one, computation is oblivious of types—
the value of a term ¢ does not depend on its type T'. In practice, machines that execute
computations are untyped, or at best, softly typed. Types give assurance that nothing
“goes wrong” [Milner, 1978], but it is sufficient that we type-check a program before
its execution or compilation, we can then throw away types. Thus, it makes sense to
adopt a type assignment perspective: terms get assigned a type rather than having a
fixed type from the beginning.!

Another problem with typed terms surfaces as we leave the world of simple types
and embark on a journey into polymorphic and dependent types. Untyped terms allow
us to separate concerns: we can first specify operations on untyped terms and then
prove typing properties of these operations. Typed terms do not give us this flexibility;
everything has to be well-typed from the beginning. Attempts to formulate NbE for
dependently typed terms have not fully succeeded so far. Initial progress has been made
by Altenkirch and Chapman [2009] who formalize a typed normalizer for a version of
System T with explicit substitutions. Chapman [2009] has extended this approach to
Martin-Lof’s dependently-typed logical framework with one (albeit empty) universe and
presented a partial formalization in Agda. Danielsson [2007] has formalized NbE for
the same type theory in a precursor of Agda. An early, influential work is Catarina
Coquand’s formalization of NbE [1994] using Kripke function spaces, however, it is also
confined to simple types.

Using a type-assignment perspective, we have succeeded to describe normalization
by evaluation for both dependent types and impredicative polymorphism. The key
tool is an underlying evaluation mechanism for untyped lambda calculus into a set
of values D which forms an applicative structure. NbE amounts to adding the type-
directed reflection and reification functions and logical relations that prove soundness
and completeness of NbE. In this chapter, we study NbE for untyped lambda-calculus
as the basic mechanism.

IThe view that terms have a fixed type seems to be the heritage of the Curry-Howard-Correspondence
that maps proofs to terms and propositions to types. It does not make much sense to consider a
proof without the proposition it tries to proof; thus, propositions come before proofs in the world of
logics. In the world of computation, programs can be meaningfully considered without their types,
hence, programs come before their types.
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3 Untyped Normalization-By-Evaluation and Type Assignment

3.1 Untyped NbE Using Domains

In the following we consider untyped lambda-calculus with variables represented as
de Bruijn indices [de Bruijn, 1972]. An index is a natural number indicating how many
As stand between? the variable and its binding A. The terms ¢ € Exp, neutral terms
u € Ne and normal terms v € Nf are given by the following grammar:

Exp 2 7,5t = v; the ith variable
| At abstracting the Oth variable in ¢
| rs applying 7 to s.
Ne > u = v; |uv [-normal non-abstraction term
Nf > o = wu|Av [-normal term.

The term Az.x (\y.y x) is represented by A.0(A.01) in de Bruijn notation. De Bruijn
indices should not be confused with de Bruijn levels which number the A-bound vari-
ables from outside in. In de Bruijn level representation, the same term is written
A0.0(A1.10) which is obtained by replacing the variable x by 0 and y by 1.

Untyped lambda-calculus can be interpreted in a Scott domain D = [D — D] which is
a set D that is isomorphic to the set [D — D] of continuous functions on D [Stoy, 1977].
We obtain untyped NbE by extending D with a suitable representation of neutrals.
The following “grammar” resembles data type declarations in functional languages and
corresponds to a system of two solvable domain equations defining D and D"¢:

D > abd == Abs (f €[D— D] function value
| Up (eeD") neutral value
D" > e = Level(k € N) de Bruijn level

| App (e € D", d € D) neutral application.

We write x;, for Level(k) and ed for App(e,d). For the semantic world we have chosen
de Bruijn levels instead of indices because a level is like a new constant, whereas an
index shifts its meaning according to the context it is considered. Our choice avoids
complications in the treatment of names such as the need to build liftings into the
semantics or to employ a Kripke semantics in the first place. Our approach resembles
the locally nameless representation of A-terms [Pollack, 1994] and we have successfully
applied it to NbE for dependent types [Abel et al., 2008, 2011, Abel, 2010a].
Application on D is a continuous function defined by cases as follows:

- . € [D—I[D—D]
Abs(f)-d = f(d)
Uple) -d = Up(ed)

For environments p € Env = N — D, update (p, d) € Env is defined as (p,d)(0) = d and

2“Between” refers to the view of a term as a tree, not its textual representation.
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3.1 Untyped NbE Using Domains

(p,d)(i + 1) = p(i). Using environments, we define the evaluation function as usual.

[-1 € Exp — [Env — D]
[vi] (p) = p(i)
M (o) = Abs() where f(d) = [)(p, d)

[rsl(p) = [rlp-[slp-

To turn evaluation into normalization, we define a family of read-back® functions Rf
that convert values d € D that stem from terms with at most n free indices into a (-
normal form. It is mutually defined with a family of read-back functions R}}® for neutral
values e € D",

Rnf € D-— Nf
RY(Abs(f)) = XRi1(f(xn))
RV (Up(e)) = Ri(e)

Rne € D"™ — Ne
RRS (xk) = Vp—(k+1)

Ru: (e d) = Ry(e)RY(d)

The number n is needed to convert a de Bruijn level x; into its corresponding de Bruijn
index v;. If we consider a context of n variables, de Bruijn levels appear in ascending
order form left to right (0 is the variable that was introduced first) while de Bruijn
indices appear in descending order (0 is variable that was introduced last).

level X0 X1 cee Xk e Xn,(iJrl) cee Xp—2 Xp—1
index Vvp_1 Vp—2 ... Vo (k1) -+ Vi .oV Vo

Level and index of a variable add up to n — 1, thus v,,_ (1) is the index corresponding
to the kth level. Symmetrically, x,,_(;41) is the level corresponding to the ith index,
and we define an initial environment p, for the evaluation of an expression with free
indices below n as

Pn € Env
pn(i) = Up (Xn—(it1)) -

While a well-scoped de Bruijn index i is strictly below n, it is technically convenient* if
pn(i) is defined also for i > n, even if it returns garbage. Thus, we consider here, and
throughout this thesis, subtraction as truncating subtraction on the natural numbers:
n —14 = 0 if ¢ > n. That we never encounter an ill-scoped de Bruijn index or level
during NbE, i.e., that truncation is actually never necessary, is a consequence of the
soundness theorem (Section 3.9).

3 A variant of our read-back procedure has been introduced by Grégoire and Leroy [2002]. Read-back
is often called quotation [Coquand, 1994, Coquand and Dybjer, 1997, Altenkirch et al., 1995].

4 If we considered subtraction on Z, we would either have to allow negative de Bruijn indices and
levels, or let R™ and p,, be partial functions, requiring a partial application on Ne. The definition
of the candidate space L, T in Section 3.4 would be less direct.
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3 Untyped Normalization-By-Evaluation and Type Assignment

Up

Semantics D pnre Level
[]
Rnf Rne n—
Syntax Exp > Nf = Ne Y Index

Figure 3.1: Untyped NbE in locally nameless style.

A family of (partial) normalization functions for the untyped lambda calculus is
finally obtained by

nf, € Exp — Nf
nfa(t) = RY([t](pn))-

nf,,(t) returns the normal form of term ¢ with indices < n if such a normal form exists.
We are not going to prove this here but refer to the works of Aehlig and Joachimski
[2004] and Filinski and Rohde [2004]. We are not actually interested in untyped NbE
per se, but we use it as a tool to study normalizing type assignment systems. Figure 3.1
summarizes our formulation of untyped NbE.

3.2 Untyped NbE Using Partial Applicative Structures

Domains are a nice tool to give semantics to programming languages, but they are not
a primitive notion of set theory or type theory. In fact, the construction of a reflexive
domain D = [D — D] is quite involved, requiring a framework of complete partial
orders, embedding-projection pairs, limits and so on [Schmidt, 1986]. It turns out
that evaluation into domains is just a special case of evaluation into partial applicative
structures.

For our purposes, a partial applicative structure® is a set D with partial application

operation _- - € D x D — D and partial evaluation operation [_](-) € Exp x Env — D
where Env = N — D. These operation must satisfy the following axioms:
[vil (p) = p(i)

M (p)-d = [tl(p,d)
[rsl(p) = Trl(p) - [s](p)

We read these equations as: if one side is defined, so is the other, and then both are
equal (Kleene equivalence =). By definition, these laws hold for evaluation into domains.
However, the more abstract framework of partial applicative structures also accommo-
dates a defunctionalized® variant of evaluation into domains. If we look closely, we see

50ur notion of partial applicative structure is analogous to Barendregt’s syntactical applicative struc-
ture [1984] or Mitchell’s environment models [1996].

SDefunctionalized interpreters are due to Reynolds [1972] and are used by Ager et al. [2003] to sys-
tematically develop abstract normalization machines.
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3.2 Untyped NbE Using Partial Applicative Structures

that all semantic functional values stem from the evaluation of a lambda-abstraction.
This allows us a positive formulation of D using closures (At)p [Landin, 1964] that does
not rely on domain theory.

D > a,bd,f == (A)p closure (function value)
| e neutral value
D" > e n= x| ed

Env = N—D

Besides replacing continuous function with closures, nothing has changed, except that
we leave constructor Up € D" — D implicit. Application and evaluation are now
defined mutually.

(At)p-d = [t[(p,d)
e -d = ed

il (p) = p()
[X]  (p) = (A)p
[rs] (p) = T[rl(p) - [sl(p)

Still, we are using partial functions which might be a convenient tool of set theory but
are not a primitive notion in type theory. A principled method [Bove et al., 2013] to
construct a partial function in type theory is to first define the graph of the function
inductively and then construct the “partial” function by recursion over its inductive
graph.” The graphs of application and evaluation are given by the mutual inductive

relations‘f ca N\ b‘ and ‘ [t (p) ¢ a‘.

[tl(p, @) b
(At)p-a b e-d\ ed

[rl(p) N f  [sl(p) o Fra\b
[vil(p) “op(@) — [AE](p) o (At)p [rs](p) 0
Since read-back of closures triggers the evaluation of the function body, the read-back
functions are partial and we define their graphs | R d \, v |and | R" e \, u | inductively

as well.

[tD(p %) N b R DN v REFe N\ u

R (At)p \ Av Rife N\ u
RreeNyu  RIFdN v
RAS Xk ¢ Vi (k-+1) Rited ™\ uv

Finally, the relation describing NbE is given by relation composition:

nf(t) v <= [t](pn) \d and R d \, v.

"In fact, this “partial function” is a total function, but its domain is not the full product of argument
types.
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3 Untyped Normalization-By-Evaluation and Type Assignment

From here we pursue the following path: We consider type assignment systems for
untyped terms that guarantee for typable terms I' F ¢ : T' the normalization of evalu-
ation and read-back. This then allows justifies the totality of the a priori partial NbE
procedure.

Notes. In relational formulation, evaluation coincides with Kahn’s natural semantics
[1987], also called big-step operational semantics. An analogous path from a partial eval-
uation operation to an inductive relation has been followed by Altenkirch and Chapman
[2009], including a read-back function they call quote—albeit for typed terms and for
the sake of formalization in Agda.

3.3 Type-Assignment System T

In this section we shall reconstruct System T typing from the operational semantics
given by our evaluation relation. First, let us extend expression and value language
and evaluation by call-by-value natural numbers and primitive recursion. For now, we
relinquish curried constants in favor of term constructors for successor and recursion.

Exp > ns,t = .| zero | suc(t) |rec(ty,ts,tn)
Nf > wo = ---|zero|suc(v)
Ne > u n= L | rec(vy, vs, u)
D > a,bd f == ---|zero|suc(d)
D™ > e n= Ll | rec(d,, ds, €)

Figure 3.2 introduces a new 4-ary relation ’rec(dz,ds,dn) Ny d‘ for the execution of

recursion and completes the operational semantics, now definitely call-by-value.

Evaluation is now partial not only because of non-termination, but also because of
illegal operations; for instance, application of a number to an argument is undefined, as
well as recursion over a closure instead of a number. In the following, we identify sets
of values on which application and recursion are well-behaved and terminating. These
set of values are semantic types.

A semantic type A is (for now) a predicate on D which we conceive as a subset A C D.
The semantic type Nat C D of natural numbers is defined inductively by the rules

d € Nat
zero € Nat suc(d) € Nat’

For two semantic types A, B the semantic function space A — B is defined by

A>B={feD|Vac A IbeB. fa\ b}

Let us introduce some suggestive, abbreviating notation for the statement that one
of our operational relations produces a result in some semantic type. We write

f-a eB iff WbeB. f-aN/b
rec(d,,ds,d,) € B iff 3b € B. rec(d,,ds,dy) (b
[t (p) eB iff FbeB. [t](p) b
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3.3 Type-Assignment System T

‘ rec(d,, ds, dn) \y d‘ Primitive recursion.

rec(ds, ds, dp) \y a ds - dp \ f fraNb
rec(d, ds, zero) \, d, rec(d, ds,suc(dy,)) \y b

rec(d,, ds, e) \ rec(d,, ds, €)

[t](p) “ d| Extension of evaluation.

[tl(p) \yd
[zero]l(p) Ny zero  [suc(t)](p) \ suc(d)

[t:1(p) \«d- [ts](p) “\ ds [tnl(p) \dn rec(dz, ds, dpn) o d
[rec(tz,ts, tn)](p) “\(d

R d N\, v|and [R" e\, u|: extended read-back.

LN
Rnf zero “\, zero Rf suc(d) N\ suc(v)

R d, \ v, R dg N\, s RP¢e N\, u
RNe rec(d,, ds, €) \ rec(v,, vs, u)

Figure 3.2: Extensions to evaluation and read-back.
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3 Untyped Normalization-By-Evaluation and Type Assignment

and analogously for the read-back and normalization relations. In the new notation,
feA—Biff f-a€ Bforall a € A We can prove the following “typing rules” for
values; these are actually just implications which we write suggestively in rule format.

Va e A. [t](p,a) € B feA—DB ac A
AM)pe A—B fraeB

d,c A ds € Nat - A — A d, € Nat
rec(d,,ds,d,) € A

The first two implications are immediate, the third requires an induction on d,, € Nat.

We can now recover the typing rules for System T from the semantics. To this end,
we interpret syntactic types T as semantic types A and typing contexts I' as sets of
environments p. Note that in our de Bruijn index representation, a typing context I' is
just a list of types.

[T c D

[N] = Nat
[S—=T] = [S]—I[T]
[T C Env

[0] = Env

[T, 51 {(p,d) | p € [I] and d € [S]}

Semantically, a term ¢ has type T in context I' iff evaluating ¢ in any environment
p € [I'] results in a value of semantic type [17.

= Vpe [T]. [H(p) € [7]

Using the value typing rules, we can immediately verify the following semantic typing
“rules”. Let context look-up I'(7) be defined by (T",S)(0) = S and (T', S)(i+1) = ().

I'e)=T SEt:T F'er:S—T 'es:S
'ev,: T F'EXx:S—>T I'eErs: T
I'Et:N

I'Ezero: N I'Esuc(t): N

I'Et,:T I'Ets:N—=T —>T I'Et,:N
I Erec(ty, ts,ty) : T

Thus, we have derived type assignment for System T which we define as
the smallest relation closed under the above six rules. Note that neutral values and
read-back have not played any role yet, but they will when we show the totality of NbE
for type-assignment System T.
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3.4 Candidate Spaces and Normalization for Type-Assignment
System T

While we have established that the evaluation of a typable term is well-defined, we do
not immediately obtain normalization. We need a stronger property: a typable term
evaluates to a reifiable value. Note that read-back may trigger evaluation of a function
body by application to a fresh de Bruijn level, and we have not established that de
Bruijn levels inhabit semantic types.

Usually, if one wants more results from a model, one needs to ask more of semantic
types. So far our semantic types are sets of values, now we will ask that they contain all
de Bruijn levels and contain only values we can read back into normal forms. “Asking
more” of semantic types, which are sometimes called candidates [Girard et al., 1989],
can be abstractly formulated by restricting semantic types to a candidate space [Abel,
2009a]. In our context, a candidate space consists of two sets L C T C D satisfying

1 c To1
1T c T.

A set A inhabits the candidate space if L C A C T. Co- and contravariance properties
of the semantic function space immediately yield that A — B inhabits the candidate
space if A and B do. Thus, for fixed L and T we can redefine the set of semantic types
to those subsets of D that inhabit the space spanned by L and T . A suitable candidate
space for untyped NbE is given by

T = {d|vnIveNf. RIFd\ v}
1 = {e|VYndue Ne. RI)e\ u}.

Now every semantic type contains only reifiable values, and all de Bruijn levels, since
RA Xk ¢ Vn—(k+1) (We round negative indices up to 0). Natural numbers have to be
extended to include the reifiable neutrals:

d € Nat ee L
zero € Nat suc(d) € Nat e € Nat’
It follows that L C [T7], thus p,, € [I'] if n is the length of I'. Now I' I ¢ : T" implies
[tl(pn) € [T] € T, thus R ([t](pn)) \ v for some v € Nf, and we have established
the normalization of typable terms. However, neither its soundness nor completeness

with regard to System T equality rules (see Fig. 2.2) have been demonstrated yet, so
let us work on that in the next section.

3.5 Explicit Substitutions and $-Equality

Normalization should be complete for S-equality: (At) s should have the same normal
form as t[s], which denotes the usual substitution of s for de Bruijn index 0 in ¢. This
is already the case if they have the same semantic value, however, with substitution as
an operation we cannot show this. Consider, for instance, t = A1 and s = A0. Then

[(A)s(p) = (At)p - [s](p) = [t](p, [s]p) = (A1)(p, (A0)p)
[t[s]](p) = [AXO](p) = (ANO)p.
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3 Untyped Normalization-By-Evaluation and Type Assignment

These two values are not equal® as objects of D. This can be remedied by switching to
explicit substitutions [Abadi et al., 1991] which naturally underlie a category-theoretic
treatment of type theory [Dybjer, 1996, Hofmann, 1997]. With explicit substitutions,
we change the evaluation order for [t[s]]|(p): Instead of substituting s into ¢t and then
evaluating the result in environment p, the substitution [s] is evaluated in p to a new
environment (p, [s](p)) which is then used to evaluate ¢. This matches the evaluation
order for [(At)s](p).

The literature knows different formulations of explicit substitutions;’ we follow Abadi
et al. [1991]:

Exp > rst u= ---|to application of substitution
Subst 5 o7 = 7 index shift by 1

| id identity substitution

| o1 substitution composition

| (0,s)  substitution extension.

The substitution 1 (short arrow!) increases all free de Bruijn indices in a term by 1.
The identity substitution id does nothing, as expected, and substitution composition
o 7 has the effect of first substituting with ¢ and then with 7. Substitution extension
(0, s) is the syntactic analog of environment extension (p,a). We write the substitution
of s for the Oth index (id, s) as just [s].

Formally, the meaning of substitutions is given by its operational semantics | [o]|(p) \ o’ |:

[1(0) \p' Tol(p) N p”

[t1(p,a) \ p lidl(p) v p [o () N\ p”
[ol(p) N\ p' [slp) \ca  [ollp) o [t(p) a
[(o,5)](p) i (p'sa) [tal(p) \a

The last rule extends the evaluation of expressions to the case of substitution applica-
tion.

Semantic substitution typing is defined as
I'Eo:A <= Vpe[I']l. [ol(p) €[A]
leading to the following new semantic typing rules.

I'1ET:Ty I'hEFo: T3
rser:T FEid:T I'Eor: T3

T'Eoc: A T'Es:S T'Eo: A AkEt:T
I'E(o,s):AS 'eto:T

8 Although these values are not identical, they are extensionally equal: Both representations of the
constant identity function AzAy.y. It is not hopeless to try and justify substitution-as-operation,
but switching to explicit substitutions seems consequent since we use parallel substitution already
in the soundness argument for NbE.

?Such as Nadathur’s suspension calculus [2002] or Martin-L&f’s substitution calculus [1992] or variants
that fuse identity and shifting substitution, e.g., Abel and Pientka [2010].
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3.6 Extensionality and Partial Equivalence Relations

Now we are ready to show that our semantics models [-equality. To this end,

we define semantic term equality |I'Ft =t : T | and semantic substitution equality

T'Eo=0": A‘ as follows:

a=ad €A — a€Aandd € Aanda=4d
TEt=¢t:T = Vpell]. [t]p) =1[t](p) € [T]
<

p=p €[A] p € [A] and p’ € [A] and p = p'
F'ro=0d:A = VYpel[l'l]. [o](p)=I[cT(p) € [A].

Figure 3.3 lists valid inferences for term equality I' £ ¢t = ¢/ : T, yet we have written
them as rules for a syntactic judgement I' ¢ = ¢ : T. Figure 3.4 does the same for
substitution equality, which is shown to be a congruence relation: it has equivalence
rules and all compatibility rules.

Term equality is only a weak congruence; we are missing the extensionality laws given
in Figure 3.5. The reason is that our semantic equality is too intensional for functions.
At function type, we only ask for equality of closures, yet we could ask for extensional
equality of functions. We shall strengthen our semantics in this way in the next section.

3.6 Extensionality and Partial Equivalence Relations

To model extensional function equality, we need to equip our semantic types A C D
with an equivalence relation =4, such that for all f, f' € A — B,

_ / / _ / _ o
— 5 . — . — .
f =A-B ] < Va,a' € A. a Aa — f-a=pf -a

A set with an equivalence relation is called a setoid.' However, in our case we deal
with a subset (predicate) of D with an equivalence relation. It turns out that this is
just a partial equivalence relation (PER) on D, i.e., a symmetric and transitive relation
A C D x D. Membership of a € A is defined as (a,a) € A; and if (a,b) € A then by
symmetry and transitivity both a € A and b € A.

PERs have a groupoid structure [Abel, 2009a]. A groupoid (in the algebraic sense)
is a set with a total inverse operation a~! and a partial concatenation operation a * b.
A set of pairs D x D makes a groupoid with (a,b) ™" = (b,a) and (a,b) % (b,¢) = (a, c).
The PERs on D correspond exactly to the subgroupoids of D x D, with symmetry
corresponding to inversion and transitivity to concatenation.

The view of PERs as subgroupoids lets us reuse our definition of semantic function
space for relations. First note that a partial applicative structure D induces a partial
applicative structure on D? = D x D with

(f7f/) : (CL?a’/) = (f'a’ f,'a/)
[t1(p, p") = ([tI(p), TtI(p")) where (p, p")(i) = (p(3), p'(7)).

198etoids go back to Bishop [1967] who called a collection of elements a preset and a preset with
equivalence relation a set.
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3 Untyped Normalization-By-Evaluation and Type Assignment

Computation rules (3).
r,sk+t:T I'kFs:S

F'E\)s=t[s]: T

'kt :T I'tts: N—=T —>T T'Ft,:T I'Ftg:N—-T —>T I'kHt¢t,:N
I Frec(ty, ts,zero) =t, : T I Frec(ty, ts,suc(ty)) = ts ty, rec(ty, te, ty) : T

Substitution resolution rules.

I =T I Ht:T
[,Skvit=vi1:T T rtid=t:T

F'Fo:A F'ks:S F'Fo: A 'ks:S A(i)=T
I'Fvy(o,s)=s I' Fviyi(o,8) =vio: T

Substitution propagation rules.

I'to:A ArFr:S—T AkFs: S T'i1 Fr:Ty I's Fo:T'g I'skH¢t:T
F'F(rs)o=(ro)(so):T F'kF(to)r=t(o7): T

I'kFo: A 'kFo:A AFt:N
I' - zeroo = zero : N I' Fsuc(t)o =suc(to) : N

I'kto:A At :T ArFtg:N—=-T—T AFt,:N
I Frec(ty, ts,tn) o =rec(t,o,tso,tno): T

Compatibility rules.

I'e)=T 'tr=r":S—-T Tks=¢:5
I'kFvi=v;:T F'krs=r's:T
FFt=¢:N

I' + zero = zero : N I' Fsuc(t) = suc(t') : N

Tht,=t.:T Thrty=t,:N>T—>T Thrt,=t, :N
' Frec(ty, ts, ty) = rec(tl, ti,t'): T

z)7sr"'n

TFo=0¢:A AFt=¢t:T
I'Fto=to':T

Equivalence rules.

T'F¢t:T T'Ft=¢t:T 'ty =ta: T I'Fty=t3:T
I't=¢t:T I't'=t:T 't =t3:T

Figure 3.3: Valid term equality rules.
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3.6 Extensionality and Partial Equivalence Relations

Computation and category laws.

FFo:A 'ks:S FFo:A 'Fo:A
F'kF1(o,s)=0:A F'tido=0o:A F'Foid=0o:A

F4|—0'32F3 F3|—022F2 F2|—0'11F1
Iy F(o102)03 =01 (0203) : 'y

Extensionality.
IS Fid=(t,v):I,S
Propagation.
717 I'o: A I"t+s:8S
'k (o,s)T=(oT,s7): A,S
Compatibility.
F'Fo=0o¢:A FFs=s:89
LSFt1=1:T TFid=id:T [k (0,5)=(0,8):A,8

' Fo=0":Ty Iy F7=7":T}3
' For=d71:T3

Equivalence rules.

''to:A I'Fo=0":A I'Fop=09: A I'tog=03:A
F''Fo=0o:A I'Fo'=0:A I'For=o03:A

Figure 3.4: |I' F 0 = ¢/ : A| Valid substitution equality rules.
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3 Untyped Normalization-By-Evaluation and Type Assignment

Weak function extensionality ().

,Skt=t:T
X=X :5—>T

Function extensionality (7).

'kt:S—T
PHt=X({tN)v:S—>T

Substitution propagation under A.

I'ko: A ASHt:T
F'FA\)o=At(ot,v): S =T

Figure 3.5: Extensionality laws.

We marry the concept of applicative structure and groupoid, obtaining applicative
groupoids, by taking the laws of both structures plus the following distributivity laws:

(f‘CL)_l = f1l.a! if f-a def.
(f-a)«(f-d) = (fxf)-(axd) if f-a, f'-d, fxf, axd def.

With unchanged definition of the semantic function space as A — B = {f € D? | Va €
A. f-a € B}, we easily prove that if A and B are subgroupoids of D2, so is the function
space A — B. We shall revert to the synonymous terminology “PER” in the following.
Also, we use the suggestive notation a = a’ € A for (a,d’) € A.

The PER of natural numbers Nat is given inductively by the following rules.

a=ad € Nat Vn. RMfe = RN’ € Ne
zero = zero € Nat suc(a) = suc(a’) € Nat e=c¢ € Nat

A PER of environments |p = p’ € [A]| can be defined pointwise as follows; we also

redefine term and substitution equality.
p=yp €[A] = Vi. A(W) =T = p(i) =p'(i) € [T]
FEt=t':T <= Vp=p €[] [t](p) = [{](p) € [T]
F'Eo=0:A = Vp=p e[l [ollp) =1o1(p) € [A]
The extensional term equality now models the extensionality laws of Figure 3.5.
However, we are still missing a piece: Semantically equal values do not reify to the
same normal form; we are not producing n-long normal forms. For example, consider

the second-order type " = (N — N) — N — N and the semantically equal terms
I' FA0=AA.10:T. Both terms are in S-normal form and invariant under (untyped)

30
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normalization. Yet, we would like both to normalize to the long form AX. 10, to be able
to completely decide term equality by normalization. To this end, we have to employ
type-directed reification again.

3.7 Typed Candidate Spaces and Completeness of NbE

In typed NbE, n-expansion is built into reification and reflection. There, function types
are modeled as space of actual functions, thus, there is no concept of neutral at function
type. A variable that is reflected into the semantics has to become a function, thus, it
is semantically n-expanded.

For untyped NbE, the situation is different. Neutral values inhabit each semantic
type, hence, we have to take extra efforts to get n-expansion, and thus, unique and
n-long normal forms. We have employed two different solutions to n-expansion. In
Abel et al. [2008], Abel [2008, 2009a] we have replaced the untyped read-back function
by a type-directed contexrtual reification procedure. Type and context, which amount
to the types of the read-back term and its free variables, are used to produce an n-long
form. While contextual reification does the job, it has a drawback: carrying the context
around makes the semantics more complicated and we need a Kripke model.

Coquand had the idea to integrate type-directed reflection and reification process
into the semantic world, at the level of values.!! “Reflection” 17 € D — D accounts for
the n-expansion of free variables, and “reification” |7 € D — D for the n-expansion of
values at function type. The idea has been originally formulated for domain-NbE [Abel
et al., 2011]:

T € [D— D]

Ti*T Ee; = Abs(g) where g(a) =17 (App(e, 1° a)))
T e = e

= € [D—DJ

¢§*T Ef) | = Abs(g) where g(e) = | (f(1%¢))
d zero = zero

N (suc(a)) = suc(iN(a))

N (e = e

1 € Env

10 = 0

s = (119

Normalization becomes nfk(t) = Ri‘1f|(¢T([[t]] (t1))). A slight change is necessary to

"This idea is to some extent already present in Danvy’s work. Danvy [1996] presents a two-level
lambda calculus where reflection and reification mitigate between the two levels. This corresponds
to our two levels of values: D forms the upper level, and D" /D" form the lower level.

Also, Danvy et al. [2001] implement type-directed reflection and reification for a higher-order
presentation of typed normal and neutral (there: atomic) values, using the Haskell type class system.
However, they do not present variables x; in the semantics, and thus, have no read-back procedure:
They describe their higher-order abstract syntax as “write-only”.
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3 Untyped Normalization-By-Evaluation and Type Assignment

recursion: we have to annotate rec with the type of the result of recursion, in order to
n-expand in the case of neutral.

recy € [DxDxD— D]

recr(ay, as,zero) = a,

recr(az, as,suc(a,)) = as-ay-recr(ay,as,ay)
recr(az, as, TN e) = tTrecr((T a,, IN?T=Tqy, €)

Defunctionalizing the resulting type-aware NbE algorithm, we realize that functional
values now have two sources: Besides evaluated As, there are also reflected variables at
function type. These become part of our value grammar, and we also introduce a new
syntactic category D" as the target of reification.

D 3 abf == (At)p|1Te]zero|suc(a)
D" 3 e n= X | ed|recr(d;, ds, €)
D 5 d = |Ta

Reflection and reification themselves have become just markers, indicating that the
actual n-expansion still has to be performed during application or reification.

, - € DxD—D

(At)p - a = [t](p,a)

7 e o = 1T l%a)

R € D" — Nf
RCAPZTR) = AR 1 x))
R (N zero) = zero

Ry (1 suc(a)) = suc(RY(INa))

Ry (LN tNe) = Ri(e)

Read-back of neutrals R)® € D"® — Ne is unchanged, and so is evaluation. Figure 3.6
summarizes defunctionalized type-assignment NbE. It is straightforward to turn the new
functional presentation of application and reification into inductive relations f-a \ b
and R d \ v.

We shall now revisit candidate spaces for the typed NbE. The PERs L C D" x D"¢
and T C D" x D" characterize the normal values we can read back to syntax, but they
are no longer semantic types, since they are not relations on D.

d=d €T = Vn RYd=R"Md cNe
e=cd el <= Vn Rlfe=Rl¥e ecNf

Formally, the PERs L, T are no longer a candidate space, but we can recover properties
that capture the essence of a candidate space. The following implications, written as
inference rules, hold for L, T:

e=¢e el d=d eT

Xp =xp € L ed=¢d e L
e=¢e el Ve=e¢ e L. [T(f-15e)=1T(f-1e)eT
\LNTNez\LNTNG/ET i/S—)Tf:\LS%Tf/GT
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Semantics () D
1 "
. ﬂ*]] f X
Semantics (4n) D" D" <——— Level
Rnf Rne n—
Syntax Exp = Nf = Ne ’ Index

Figure 3.6: Type-assignment NbE in locally nameless style.

Further, we derive the following compatibility rules for natural numbers and recursion:

e=€e el d,=d,eT ds=d,eT
recy(d,,ds,e) = recp(d,,d.,e') € L

2y Ws»

Wa=Na'eT
Nzero=[Nzeroe T WNsuc(a) = Nsuc(a/) € T

All these inferences are derived using the definition of the read-back functions R and
R and allow us to reason abstractly about well-defined neutral and normal values.

A typed candidate space consists of PERs T, T for each type T such that N C N for
base type N and

S—=T C —T

—-T C S—T.

S
S
We say a syntactic type T realizes a PER A, written T I A, if T C A C T. Since
Sl Aand T IF Bimply S — T I- A — B, we infer T' I [T7] from a suitable denotation

N I [N] of base types.
A concrete typed candidate space for NbE is given by

a=d eT «— |[Ta=]TdeT
Me=1TeeT «— e=¢€el.
The candidate space laws follow straightforwardly from the inference rules for L, T.
To realize T IF [T], we slightly redefine Nat as the least PER above N that is closed
under zero and suc.
a=ad € Nat e=¢ el
zero = zero € Nat suc(a) = suc(a’) € Nat tNe=1Ne e Nat
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3 Untyped Normalization-By-Evaluation and Type Assignment

The concrete candidate space models 1+ = 11 e [T]. A consequence of term equality
I -t =+t :Tisnow that [tJ(1") = [¢](1Y) € [T], which by [T] € T implies
T = IF[](Y) € Nf and, thus, nfL(t) = nfL(#'). We have proven that Sn-equal
terms have the same normal form, meaning that NbE is complete for term equality.

3.8 Restoring Curried Constants

So far, we have treated suc and rec as term constructors suc(t) and recr(t,,ts,t,) and
not as just function symbols that can be partially applied. However, we can implement
the latter view by representing the partially applied functions suc, recr, recyt, and
rect t,ts as values in the semantics.

Cst > ¢ = zero | suc| recp

Exp > rs,t = vi|MX]|rs|c

Nf > o n= wu| v |zero|sucv

Ne > u n= v; |uv|recrv,vsu

D 3 abf == \)p|1lel|c]|suc(a)]recr(a,) | recr(a,,as)
Dre > e n= x| ed]recp(d,ds,e)

D 3 d 2= |Ta

The concepts of normality and neutrality are unaffected by this extension, only evalua-
tion of constants and application of partially applied constants have to be implemented,
in the obvious way,

[e] (h) = ¢

suc -a = suc(a)

rect ca, = recp(ay)
recr(ay) cas = recp(ay,as)
recr(az,as) - a, = recr(ay,as,an)

with recp(az,as,a,) € D x D x D — D the partial function that executes primitive
recursion as defined before.

3.9 Kripke Logical Relations and Soundness of NbE

In the following, we revisit the proof of soundness of normalization, i.e., I' F t =
nf(t) : T. Using the shorthand | t for R‘”If| 1T ¢, the statement of soundness expands to
I Ft=E[t)(17) : T, and we prove it by a logical relation between well-typed terms
I' ¢t : T and values a € [T]. This logical relation is Kripke which in our context
means that it is preserved under context extensions. Since we are using a de Bruijn
representation, we have to shift the de Bruijn indices when we extend the context, and

this is performed by a shifting or weakening substitution , a substitution o
that is composed of shifts 1.

o:I"<T
id:I'<T ot: IV, S<T
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3.9 Kripke Logical Relations and Soundness of NbE

In terminology of Kripke semantics, I' is called a world and o : I" < T the (proof-
relevant) future relation, stating that I is a future of the world I'. A world-indexed
family of sets A is Kripke if it is monotone in the sense that a € Ar implies o(a) € Ap
where o(a) is defined suitably to transport elements a into the future.

For example, the family Tm?—where TmL = {¢t | T k¢ : T} the set of terms ¢ that
can be assigned type T in context I'—is Kripke with transport o(t) = to given by
shifting. Also, the family T defined by

TF:{(tya)eTm%XD | F’I—ta:Jd:C,a:Tforalla:I‘lgf}

is Kripke with transport o(t,a) = (to,a).

We shall now introduce Kripke typed applicative structures, or short, type structures
DIT [Abel, 2009a] which subsume sets of typed terms, sets of values, PERs, and Kripke
logical relations and allow us to prove a general form of the fundamental lemma that
can be instantiated to show soundness of NbE as well as validity of typing in PER
models (which is part of the completeness proof).

A type structure is a type-indexed Kripke family DT of sets with a family of partial
application operations app, constant interpretations cst, and term interpretations [_].

app?~T € DT x D — DY
cstr(c) € DY forc:T.

We write f - a for app2 7 (f,a) and cst(c) for cstr(c). Let the type of D-environments

DFA be defined by recursion on A:

pp =
AS
Dp” = DA x Dg

Typing and laws for term interpretation [_] are then given by:

) € Tmi x DY — DX
) = cst(c)

) = p0)

) = [rlp-[slp

)-a = [t](p,a)

A simple example for a type structure are typed terms DT = Tm?. Then app is just
term application, cst is the identity, Dlé are parallel substitutions I' + ¢ : A with
() : T' < () the empty substitution, and evaluation [t](¢c) = to is just application of
substitution. Another simple example is the type structure of untyped values DIZ =D,
with partial application and evaluation as introduced in the previous section.

A type substructure E of D is a system of Kripke subsets EI? C le that is closed
under the operations of the type structure D. A typical type substructure we might
want to consider is WNIZ— C Tmf, the weakly normalizing terms. If we show that WN
is indeed a type substructure of Tm, which implies that application is a total function
on well-typed weakly normalizing terms, then we have proven normalization for typed
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3 Untyped Normalization-By-Evaluation and Type Assignment

lambda-calculus. However, establishing the totality of application is non-trivial, it is
the essence of the normalization proof. One usually proceeds by strengthening the
requirement of weak normalization to that of computability [Tait, 1967] aka reducibility
Girard et al. [1989]. The reducible terms REDL form in turn a type substructure of WN,
with REDE ™7 defined as the set of terms that act as functions from REDZ to REDE.
To capture the reducibility argument, but also PERs and logical relations for the
correctness of NbE, we look at special type substructures we call induced. For a given
type structure D let D be the family of predicates over D. Using subset notation, we
let A€ DT iff Ar C DIF:F for all worlds I'. We want to define an extensional function
space A — B € D5=T for A € D5 and B € DT. The naive pointwise definition
(A — B)r ={f|Va € Ar. f-a € Br} is not Kripke, because the function space is
contravariant in domain A. Instead, we employ the Kripke function space

(A= Br={feD?T | YVo:T'<T, ae Ap. o(f)-aecBr}

with built-in monotonicity. An induced type substructure of D is a system EII - DIT of
subsets such that cst(c) € EL for ¢: T and

ES%T — ES — ET,

i.e., at function type we have the full Kripke function space. We have freedom to choose
EN at base type, and this choice spans or induces the structure E.

The fundamental lemma for Kripke logical relations now simply states that any in-
duced E C D is actually a type substructure of D. This statement includes the well-
definedness of application, which is guaranteed by ES7T = ES — ET, and the well-
definedness of evaluation [t] € Eg — EZ, which is proven by induction on the typing
derivation I' +¢: 7.

As an example application of the fundamental lemma, we consider evaluation of
closed typed terms. Our basic type structure are the closed terms Tmr{) being trivially

Kripke since world-independent. Application is total, and interpretation [] € Tm%: —
Tm(r) — Tm{) closes an open term by substituting closed terms of appropriate type for
its free variables. Our goal is to show that every closed term of type N evaluates to a
natural number. To this end, we define an induced type structure RED? C TmT), which
is necessarily also world-independent, by setting

REDN = {t e Tm(N) | (t) “\  suc™(zero) for some n € N}.

Here (t) evaluates closed term ¢ into the set of values D, and it should not be confused
with the interpretation [[_] of open terms into Tm(). At function type we get REDST =
{r e Tm(S)HT | Vs € RED®. s € REDT'}, which guarantees totality of application. The
fundamental lemma now states that RED is a type substructure of Tm(y, which entails
that the interpretation [[t] of term I' ¢ : T'is a map from RED! to RED”. In particular,
the interpretation of a closed term of base type ¢ : N, which is [¢]() = ¢ the term
itself, inhabits RED?, thus, () “\( suc™(zero), quod erat demonstrandum.

We shall now apply the fundamental lemma to our original problem, the soundness
of NbE. First, we introduce Kripke candidate spaces as Kripke families T, Tt with
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3.10 Summary

Npgﬂpand
S—Tr C (S—T)r
(S—>T)r C S—Tr.

In essence, these are candidate spaces w.r.t. the Kripke function space and pointwise
entailment.

Let DI = Tmlif x D the product of the two type structures of typed terms Tm and
untyped values D. A Kripke candidate space on D is defined by

Tr = {(t,a) |Vo:T'<T. I'+to=RY, |"a: T}
Tr = {(t1e)| Vo:T'<T. F’Ftaerﬁ,|e : T}

We interpret types [Ty C Dg as sets of term-value pairs. This interpretation is
sometimes called gluing model [Coquand and Dybjer, 1997, Altenkirch et al.; 1995,
Abel, 2009a], because it glues syntax (a term) to semantics (a value).

[T] e DT
[N] = N
[S—T] = [S]- [T].

Since [T7] is an induced type substructure of DT, by the fundamental lemma (¢ o, [t](p)) €
[T] 5 for any (o, p) € [[] . In particular, (¢, [t](1")) € [T]y € Tr. Finally, by defini-
tion of the T we conclude I' ¢ = [L[t](11) : T, the soundness of NbE.

3.10 Summary

We have now completed our development of NbE for type-assignment System T, in
preparation for its extension to dependent types and impredicativity. Let us recapitulate
the concepts we have reviewed or introduced:

1. Untyped NOVE [Aehlig and Joachimski, 2004] is an algorithm for S-normalization
that captures the intuition and practice that evaluation is independent of types.
It can be implemented directly using recursive data types and reasoned about
using domain theory [Filinski and Rohde, 2004]. It is universal for all typed
lambda-calculi if they are viewed as type assignment systems for untyped lambda
calculus.

2. Defunctionalization [Reynolds, 1972] removes domains, leading to a mutual posi-
tive definition of values and environments that has a direct representation in type
theory or set theory. It also leads to a mutual definition of application and evalua-
tion as partial functions. Analyzing these partial functions as inductive functional
relations takes us from NbE to big-step operational (aka natural) semantics.

3. Modeling types as sets of values allows us to semantically reconstruct the typing
rules for System T.

4. The restriction of semantic types to a candidate space (L, T ) proves termination
of untyped NbE for simple-type assignment.
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. Weak term equality is justified by our subset model when formulated with explicit

substitutions.

. Extensional term equality requires us to model types as partial equivalence rela-

tions with extensional function equality.

. NbE delivers n-long normal forms as we integrate type-directed reflection T and

reification |7 in defunctionalized form at the level of values. Going from val-
ues to long normal forms is separated into semantic 7-expansion |7 followed by
read-back into syntax. To show completeness of NbE, we make candidate spaces
typed, leading to a connection between semantic type and type expression called
realization.

. Soundness of NbE finally follows by a Kripke logical relation which we formulate as

type substructure which inhabits a Kripke candidate space. In this second model of
the System T typing rules, semantic types are Kripke families of relations between
terms and values.



4 Dependent Types

Dependent types allow types to depend on values. We distinguish two kinds of depen-
dencies:

1. Dependent types as refinements. In this approach, dependent typing is a re-
finement of simple (or polymorphic) typing. Each dependent type refines an underlying
simple type. For instance, the type of vectors of length n refines the type of lists. The
type of numbers below n refines the type of natural numbers. Finally, the type of a safe
projection function that takes a number n, a vector of length n, and index i < n and
returns the ¢th element of the vector refines the underlying simple type of a function
that takes a number, a list, another number, and possibly returns an element.

Typical examples of refinement type systems are the dependent systems of the lambda
cube [Barendregt, 1991] which refine their non-dependent counterpart. For instance, AP,
which is roughly the Edinburgh logical framework LF [Harper et al., 1993], refines the
simply-typed lambda-calculus.! Likewise, the pure Calculus of Constructions [Coquand
and Huet, 1988] is a refinement of System F“ [Girard, 1972]. Other refinement type
systems are Dependent ML (DML) [Xi and Pfenning, 1999] and indexed types [Zenger,
1997].

Refinement dependencies are erasable. A dependently-typed term can also be as-
signed the underlying simple (or polymorphic) type. Normalization of terms in a re-
finement dependent type system can be inherited, via erasure, from the normalization
of the corresponding non-dependent system.? Thus, refinement dependencies do not
add computational power or proof-theoretical strength.3

Extending NbE to refinement dependent types is not a challenging task. We simply
erase the dependencies and then run NbE for simple types. The shape of the n-long form
is determined by its simple type, refinements only affect whether a term was well-typed
in the first place. Challenges await us, however, for full dependent types.

2. Full dependent types allow us to type terms that have no underlying simple or
polymorphic type. The prime example is C’s printf function whose number and types
of arguments depend on its first argument, the format string. There is no single simple
type for printf, but Augustsson [1999] presents its type in the full dependently-typed
language Cayenne.

That LF is just a refinement of the STLC has been exploited heavily in the formal justification of
LF [Harper and Pfenning, 2005]: its metatheory is based on an algorithm directed by simple types
which checks LF terms for 8n-equality. The technique of hereditary substitutions [Watkins et al.,
2003] for LF-terms, which is directed by their underlying simple type, lead to the design of Canonical
LF [Harper and Licata, 2007].

*For instance, Geuvers [1994] proves normalization for the Calculus of Constructions by erasure to
System F¢.

3The computational power or proof-theoretical strength of a system is the highest ordinal needed to
prove the termination of all functions definable in this system [Setzer, 1998].
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4 Dependent Types

The distinctive feature of full dependent types is the definition of types by computa-
tion on a value, for instance, by case distinction or recursion. This feature is sometimes
called large elimination [Altenkirch, 1994, Werner, 1992] or strong elimination [Paulin-
Mohring, 1993]. In Chapter 2, we have used large eliminations at the level of the meta
language, as we have defined the meaning [T"] of a type expression T by recursion on 7.
In this instance, the type expression T' plays the role of the value, and the denotation
[T] € Set the type depending on this value.

With types depending on values, computation happens no longer only on the term
level, but also on the type level. The meaning of a type should not change under
computation, for instance, the type of vectors of length 1 + 1 should be the type of
vectors of length 2.* This calls for a notion of evaluation (T) = A of type expressions T'
into type values A. Type values should be sufficiently evaluated such that their shape
is apparent, i. e., it is clear whether they represent a function type or a base type.® The
shape of a type is needed for n-expansion; thus, reflection and reification are directed
by type values rather than type expressions. This leads to a definition of NbE for
dependently typed terms I' - ¢ : T by

nfl (t) = R, LA((£) 17) where A = (T)1".

The main challenge in the study of dependently-typed NbE is its semantic justification.
With the tools developed in Chapter 3, we are ready to face it.

4.1 A Full Dependently-Typed Language

We consider an extension of System T by dependent function types and predicative
universes [Martin-Lof, 1975]. For the sake of brevity, let us refer to this language as
PTT, for predicative type theory. PTT is a version of Martin-Lof Type Theory [Nord-
strom et al., 1990] cut down to essentials, natural numbers and functions, but equipped
with a predicative universe hierarchy Set; (k € N) for a streamlined presentation of
computation at type level.

As displayed in Figure 4.1, we conceive the language of PTT as untyped lambda
calculus Exp in de Bruijn representation with explicit substitutions and a set of constants
Cst that lets us express numbers, primitive recursive functions, but also the type of
natural numbers N, dependent function types Fun .S AT, and universes Sety. Fusing term
and type language into a common expression language is convenient for full dependent
types, as it allows for a single evaluation function for both terms and types.

The form of explicit substitutions ¢ € Subst and contexts I' € Cxt is unchanged.
The p-normal expressions Nf now include also types in normal form. The dependent
function type Fun S AT is a de Bruijn encoding of FunS (AzT) which is often more

“In mathematical practice, 141 is identified with 2, and the statement Vec(14-1) = Vec(2) tautological,
maybe even alienating, if insisted upon. However, as we consider the semantics of type theory, which
is a possible foundation of mathematics, we a priori distinguish the expressions 1+ 1 and 2 even if
they have the same value. Tt took Russell and Whitehead [1910-1913] more than 300 pages®of their
Principia Mathematica to prove 1+1 = 2, certainly an immortal joke in the history of mathematics.

50n page 379 of the first edition of volume I they write: “From this proposition it will follow, when
arithmetical addition has been defined, that 1+1=2.”

5This means that type values should at least be in weak head normal form.
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4.1 A Full Dependently-Typed Language

Gt > ¢ == N | zero | suc | rec | Fun | Sety (ke N)
Exp > ns,t,R, ST == c|lvi|AX|rs|to

Subst > o,7 z= 1lid|oT|(0,8)

Cxt > I'A = ()| I,S

Nf > v,w, VW 2= u|FunV W | Av | N|zero |sucw | Sety

Ne 5 u,U n= v |uv|recy vy vsu

Figure 4.1: Expressions and normal forms of PTT.

legibly written as (x : S) — T. We write S — T for the non-dependent function
space FunSA.T 1. To grasp this definition, note that shifting 7't introduces a fake
dependency on the Oth variable, which is then abstracted by the A. Indeed, we have
ANT1)s=(T1)(id,s) =T (1(id,s)) =Tid=T.

Figure 4.2 presents the type assignment rules for PTT. There are several interesting
things to note: First, since types contain terms, they are no longer automatically well-
formed. The judgement classifies a type T as well-formed if it inhabits one
of the type universes Set,. Further, contexts are also not automatically well-formed,
judgement ensures this. The empty context is of course well-formed, and an
extended context I',T is well-formed if I' is well-formed and T is well-formed in I
These rules allow later assumptions in I" to depend on earlier assumptions.

A typical use of this dependency is polymorphism, as in the judgement, written with
variable names, X : Setg, z: X F z : X. In de Bruijn representation, this becomes
the unreadable Setg,vg F vg : vi. The context is well-formed since the type Sety of
the first assumption is well-formed, and the type vy of the second assumption, which
refers to the first assumption, is also well-formed since Setg F vg : Setg. Now the right
hand side vg : vi of the judgement says that the second assumption is typed by the first
assumption. On the right hand side, the type vg of the second assumption appears now
under two assumptions and not under one, so it has to be shifted to vq.

The need to shift de Bruijn indices of types when lifting them out of the context
is accounted for in variable look-up m In the typing judgement
for terms t, dependency is reflected in three places. First, a substitution o applied
to a term t needs also be applied to its type T, since the type also depends on the
context. Secondly, when applying a dependent function r : Fun S R to an argument s,
the codomain R needs also be applied to s, since the codomain itself is a function from
domain S to types. Finally, we have a subsumption rule expressing that any term which

can be assigned type T can also be assigned type T” as long as |I' = T < T’ | meaning

that T is a subtype of T in context I". Subtyping is restricted to universe subsumption

Set;, < Set; and type equality |I' T = T”| which means that T and 7" are fn-equal

expressions inhabiting some universe.
Consider the type assignment for constants. The base type of natural numbers
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4 Dependent Types

Constant ¢ can be assigned type T

zero : N N : Sety, (k e N)
suc : N—N Fun : FunSet; \. (vo — Set;) — Set;, (4,7 < k)
rec : Recy (keN) Set; : Set; (1< 7)

Context I' is well-formed.

FT re=rm
F() FT,T

Type T is well-formed in context I'. I' - T Type T is well-formed in context I'
I'+T :«<—= T bT:Set;, for some k € N

I'(z) = S| De Bruijn index ¢ has type S in context I'.

(i) =S
.90 =51 @©O.8G+1) =51

I' =¢:T| Term t has type T in context I.

FT c: T I'Fo: A AFt:T

I'kFe:T I'tto:To
I I'(t)=S9 r,Sk+t:T 'kr:FunSR 'kFs:S
I'kv;: S ' XM:Fun ST I'Frs:Rs
Fkt:T re=7<1
'kt 17
' ET <T'| Type T is a subtype of T” in context T.
k<l rer=1

I" F Set;, < Set; r=r<i

I' W7 =T'| Types T and T’ are equal in context I'.

I'FT =T <= T T =T:Set, for some k € N

Figure 4.2: Type assignment for PTT.
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4.2 Type Values, Reflection and Reification

N inhabits all type universes, and the code Set; for a universe inhabits all higher uni-
verses, resulting in a cumaulative hierarchy” which is also reflected by subtyping. The
typing of function type constructor Fun is easier to understand if expanded to a rule:

I' S : Set; F,SI—T:Setj_ .
1,7 <k
I' = Fun S AT : Sety,

This rule captures predicativity by requiring that the universe level of a function type is
at least the level of domain and codomain. Finally, we define the family of types Recy
for primitive recursion as the de Bruijn encoding of

(P : N — Sety) — Pzero — ((z:N) - Pz — P(sucz)) — (z:N) - Pz

which is the type of generalized induction for natural numbers. In the form of a rule,
we have:
I' P :N — Set I' - z: Pzero I',N, (Pvg) Fs: P (sucvy) 'kEn:N
I'Frecpz(As)n: Pn )

Since Pn can be large, i.e., not just a base type or higher-order function type, but a
universe, rec allows us to define types by recursion on natural numbers. For instance,
the type N — N of an n-ary curried function is coded as recyset, N (AX\. N — vg) n.
We have presented the typing rules as an initial orientation in PTT, but defer the
equality rules until we can justify them by a model. To spoil the excitement, let us
remark that they correspond to the ones of System T, modulo dependent typing.

4.2 Type Values, Reflection and Reification

Evaluation () for PTT must include type expressions, thus, we add the type constants
to D (subsumed under c¢), and (partial) applications of the function type constructor
Fun. Also, to get closer to expression syntax, we present partial applications of suc, rec,
and Fun in curried style. Base C D classifies the type values that represent the base
types: the type of natural numbers N, universes Sety, and neutral types 15t .

D > ab f,AF (AM)p |14 e | c|suca | recy |recqa, | recs a. as

FunA|FunAF

Base > B N | Sety, | 5% E
Env > p = 0lpa

D" 3> e FE = xi|ed|recpd,dse
D > d,D = |1a

The non-dependent function type A; — Az can be defined as Fun A; (Avy)((), A2).
Non-dependency is witnessed by (Av1)((), A2)-a = (vi)(((), A2),a) = (vo)((), A2) = As.

A significant change w.r.t. simple types is that reflection and reification are now
directed by type values A. This has profound a impact on the application and read-back

"Cumulative universe hierarchies are part of the type-theoretic proof assistants Coq [Coquand, 1986,
INRIA, 2012] and NuPrl [Constable et al., 1986, Allen, 1987].
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4 Dependent Types

operations. Application of a reflected neutral (TF“"AF e) at dependent function type

leads to instantiation of the function codomain. 7-expansion happens here necessarily
piece-wise.

(tFunAF ) . g = t"(ed) where d = |*a
Fun - A = Fund

Fun A - F = FunAF

Rof |[FunAF ¢ = AR 1S a) where a = M x
R?Lf isetk N - N

sz isetk Set; = Set;

R?Lf \LSetk FunAF = Fun (R;’]Lf \LSetk A) (R?Lf iA—)Setk F)

ROf LB 45 ¢ = R

When reading back reified neutrals |Z 17 "¢ at base type, we allow B # B’. For one, this
saves us a pointless equality check during read-back, for two, since we have cumulative
universes, the neutral |>¢% 15 ¢ is legal, at least for j > i.

The default valuation 1! of context I' by de Bruijn levels reflected at their type now
makes use of type evaluation:

=0
8 = p, 1005 where p =17
The PERs of quotable neutral e = ¢’ € L and normal d = d' € T values are
type-independent, thus unchanged.
d=d €T = VndveNf. Rfd\ vand RN d \, v
e=cdel <= VndueNe RIFe N uandRe \ u

However, the “introduction rules” for T have to be adapted to dependent types, and
we get formation rules for normal type values in T.

e=¢c¢ el
\LBl TBQ e = i/Bi /I\Bé eeT \LSetk N = J/SEtk NeT \LSetk Seti _ \LSEtk Seti eT

Ve—c e L [Fhe(p ey = I (p Ay e T
\LFunAFf _ \LFunA’F’ f/ eT

The last rule suggests an application operation (7" f)(e) = |F(f - a) where a =
14 e for normal function values. With the appropriate notion of function space, it would
witness L. — T C T. In our development, this application operation does not have
a formal status, however, it does in formulations of reification on Scott domains [Abel
et al., 2011].

4.3 Dependent Function Space and Universes

A distinctive feature of predicative type theory is that its semantics can be defined
inductively, from below, without reference to syntactic typing.® In the following we

81n contrast, the impredicative quantification of System F or the CoC, cannot be defined inductively.
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4.4 A PER Model

revisit the subset model, where semantic types A € P(D) are modeled as sets of values,
for dependent types.

Let A € P(D) and F € A — P(D), meaning that F(a) C D for each a € A. The
dependent function space II.AF € P(D) is defined as

NAF={feD|Vac A f-ac F(a)}.

Let Nat € P(D) be the least set that containts zero and tN e for e € L and is closed
under application of successor suc.

We will now inductively define a sequence Setg, Setq, ... of universes which are se-
mantic types themselves and contain valid codes for types. At the same, time, we define
the extension functions &l; € Set; — P(D) that map valid type codes to semantic types.
The joint definition of Set; and & is called an inductive-recursive definition [Dybjer,
2000].%

— N —
N € Sety Eli.(N) Nat

j<k -
m (C/'lk(setj) = S@t]

A € Sety, Va € El(A). F - a € Sety,
Fun A F € Set,,

Ep(Fun AF) =TIAF

where A = &ik(A)
.F(GEA) :5lk(F-a)

This is indeed a cumulative universe hierarchy: For ¢ < j and A € Set; we can prove
A € Setj and &lj(A) = &;(A). Thus, a reasonable limit Set,, = (J;cy Set; exists with
extension function &,(A) = &L(A) for A € Set;, and we can use extension &, (A)
uniformly at all universe levels.

The subset model can be used to justify weak [S-equality for PTT, however, the
absence of extensionality (£) does not even allow us to infer Fun S AT = Fun S’ \T’
from S = S’ and T = T’. Therefore, we shall immediately proceed to construct an
extensional model based on PERs.

4.4 A PER Model

We return to model semantic types as PERs in order to justify extensional term equality.
Along the way, we also add the neutral types to our universes to prepare for reasoning
about NbE.

Let Rel denote the set of relations on D and Per C Rel the PERs on D. Let A € Rel.
By abuse of notation, we write a € A if a is in the domain of relation A, meaning
that (a,a’) € A or (a’,a) € A for some a’ € D. For PERs A, the statement a € A is
equivalent to (a,a) € A, since a PER is reflexive on its domain.

9This inductive-recursive definition can be reduced to an inductive definition, for details see Abel and
Coquand [2007], Abel et al. [2007a, 2008].
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4 Dependent Types

Writing 7 € A — Rel shall include the requirement that F respects relation A,
meaning that F(a) = F(a’) for all (a,a’) € A. The dependent function space II AF €
Rel is then given by

DAF ={(f.f) |V(a,d) € A (f-a, f'-d) € F(a)}.

If Ais a PER and F € A — Per, then I AF is also a PER. Neutral types F are in-
terpreted by PERs of neutral terms E = {(1F1 e1,1%2 e3) | By = By =FE € L and ¢) =
e € L}. Using PER Nat as defined just before Section 3.8, we construct a universe
hierarchy Setj, of PERs analogously to the subset hierarchy in the last section.

E=Fcl

Tsetk E = Tsetk E/ c Setk glk(E) = E
- N —
= N € Sety, &l (N) Nat
< k
d E(Set;) = Set;

Setj = Setj € Sety,

A=A € Sety, Va=d € &l(A). F-a=F'-d € Sety,
Fun AF = Fun A’ F' € Sety,

Ep(Fun AF) =TIAF

where A = &l (A)
FlacA) =E(F-a)

Simultaneously with the definition, we also prove that the universes Set; are indeed
PERs, and that the extension functions &l respect PER-equality. We write Type for
the limit Set,, and [_] for the extension function &,.

In the following, let us write (). € Exp x Env. — D for the partial function that
performs evaluation of expressions into D. Type interpretation [T]p = [(t)p] of type
expressions T as semantic types is the composition of evaluation () and extension [_].

Fach well-formed context induces a PER on environments. We simultaneously define
valid contexts E I" and their semantic extensions p = p’ € [I'] by induction on the
length of I". Empty contexts F () are trivially valid and relate the empty environment
to itself, () = () € ().

ET, T <= ETandVp=p el. (T)p=(T)p" € Type
(0) = (f,d) €[ T] = p=p c[I]anda=d € [T]p

Semantic typing and equality judgements are defined as for System T, only that we
have to take special attention to ensure semantic well-formedness of types.

I'ET <= FTland I' E T : Set; for some k

T'eEt:T <— I'Et=t:T

TEt=t:T < TETandVp=p €[I]. ({thp={)p €[T]p
I'kFo: A <~ T'Fo=0c:A

F'Fo=0":A <= FETand FAandVp=p €[I]. (o)p=(o)p €[A]
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4.5 Dependently-Typed Candidate Spaces and Completeness of NDE

Semantic typing justifies the syntactic typing rules of Figure 4.2, and semantic equality
the term equality rules of Figures 3.3 to 3.5, suitably modified for dependent types.'®

4.5 Dependently-Typed Candidate Spaces and Completeness
of NbE

A dependently-typed candidate space for a universe U is a pair of semantic types A, A
for each type code A € U such that

L. () and () respect equality in U, i.e., if A= A" € U then A = A’ and A=A,
2. B C B for all base types B € U, and
3. for all function types Fun A F' € U we have

FunAF C TAF
HAF C FunAF

where F and F are defined by

€ A — Per

(@ = F

F € A — Per
F

o e
~
S

We say type code A € U realizes a semantic type A, written A IF A, if A C A C A. By
induction on A € Set), we prove that A I [A].

The candidate space that guarantees completeness of NbE is given by the family of
PERs

ap=ay €A <= ¢A1a1:¢A2a2eTforallAlengeSetk
Mg =424 = e=¢ eland Ay = Ay = A € Sety,

for all £ and A € Sety. Condition 1 of dependently-typed candidate spaces, (),6 €
U — Per holds since we built have invariance under type equality into the definition.
Condition 2, B C B for base types B, which are neutral types E, the natural number
type N, and universes Set;, is satisfied since R"f 1B / 1B "e= RM¢e for all neutrals e € D°.

Condition 3 follows from condition 1 and the properties of reflection and reification
at function types. To prove property Fun AF C IIAF, assume e; = ey € L, hence,
pFun AL P — gFunAs B of ¢ Fun AF for Fun A1 F) = Fun Ay Fy = FunAF € Sety,.
Assume further a; = as € A and show TFl"“(el A ay) = TFQ"”(eg A2 az) € F-ay.
With d; := ¢A1 a1 and dy := ¢A2 as we have dy = dy € T, hence, e1dy = exdy € L. It
follows that TFl'“l(el d) = TF2'“2(62 d2) € F - ay, since F1-ay = Fy-as = F - a1 € Sety,.

For property HAF C FunAF, assume f; = fo € HAF and show [Fundif g —
iF””AQ L fo € T for Fun Ay F; = Fun Ay F5 = Fun A F € Sety. It is sufficient to assume

10 Adapting term equality to dependent types concerns only the typing, not the untyped equations
themselves. Dependent typing for term and substitution equality has been given in Abel et al.
[2008], substitution typing for a de Bruijn representation in Abel et al. [2011], Abel [2010a].
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e1 = es € L and prove iFl'al(fl cayp) = iFZ’aQ(fQ cag) € T for a1 = M1 ey and
ag = TA2 eo. Since a1 = a9 € A, the goal follows from f1 a1 = fo-as € F - a;.

In previous works [Abel et al., 2007a,b, 2011] we did not introduce the concept of
typed candidate space, but proved these statements about reflection and reification by
induction on A = A’ € Sety;:

1. Ife=¢ €L thentte=14¢ c[A].
2. Ifa=d €[A] then [Ya=|"deT.

Typed candidate spaces capture the essence of this proof, separating it from the in-
duction on types, and thus, preparing for the treatment of impredicativity. However,
note that the definition of typed candidate spaces relies on a semantic type equality
A=A € Type.

Completeness of NbE now follows. First, we establish 11 = 41" ¢ [T]. Then, by
soundness of term equality, T' Ft = ¢/ : T entails a = o/ € [A] with A = (T)(1!) and
a=(t)(t7) and o/ = (#')(17). Since [A] C A, we infer | a = |4’ € T which entails
nf(t) = nf(t') € Nf.

4.6 Dependent Function Space on Groupoids

A small nuisance in our model of dependent types is the redefinition of the dependent
function space II.AF for PERs. We would prefer to just have one definition of II
relative to an applicative structure, and instantiate it to subset and PER models. In
Section 3.6 we noted that the PERs on D correspond to the subgroupoids of D2, allowing
us to obtain the PER function space as an instance of the concept of function space for
applicative groupoids. In the following, we extend this development to the dependent
function space.

Let (G, _-_, _~', _x_) denote an applicative groupoid and Agd denote the set of
applicative subgroupoids of G. Let A € Agd. We say F € G — Agd respects A and write
F € A — Agd if F is oblivious of groupoid operations: F(a) = F(a~') = F(a x b) for
all a,b € A such that axb is defined. The intention behind this is to model invariance of
F under PER-equality, with inversion a~! corresponding to symmetry and composition
a * b corresponding to transitivity.

Given A € Agd and F € A — Agd, the dependent function space IT A F is defined by

HAF={feG|Vac A f-ac F(a)}

and we show II.AF € Agd by the laws of applicative groupoids. For instance, IT A F
is closed under composition: Let f,g € II.AF such that f % g is defined (in G) and
show f*g € IIAF. To this end, assume a € A and show (f *g) -a € F(a). First,
because a x a~! € A by the groupoid laws, we have f - (a*a™1) € Fla*a™ ') = F(a).
Secondly, g - a € F(a). Note that by the distributivity laws of applicative groupoids,
(f-(axa™H))x(g-a)=(f*g)-(axa ') xa)=(f*g) a,since fxgand (axa!)*a
and f - (a*a”!) and g-a are all defined. Since F(a) is a subgroupoid of G, and
(f-(axa™1))x(g-a) is defined, (f-(a*xa™1))*(g-a) € F(a), entailing (fxg)-a € F(a).

The dependent function space construction allows us to model pure predicative type
theory in any applicative groupoid G with constants Sety and Fun. Constants ¢ in an
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applicative groupoid are self-inverse and idempotent in the sense that ¢! = c and cxc =
c. By this, we capture the mapping of constants ¢ to (¢, c¢) in the “mother groupoid”
D2. In D? it also holds that different constants do not compose, i.e., (c,c) * (¢, )
is undefined for ¢ # ; adding this requirement would model the distinctiveness of
constants in G.

The definition of semantic term equality I' E ¢t = ¢/ : T calls for a refinement of
applicative groupoids. In terms of a PER model, we express semantic equality via
(thp = (')p’ € [T]p. Now, working in an applicative structure D? of value pairs, each
interpreted term (t)p is already a pair, but [T]p is a set of pairs and not of pairs of
pairs. To address this, we add a partial merge operation a <1 a’ to applicative groupoids
which on D? is a total operation given by (a1, az) > (b1,b2) = (a1,b2). In general, i is
not total; closing a PER A under <1 squashes'! the PER structure of A since it equates
all elements which are in the domain of A. The introduction of > allows us to formulate
semantic term equality in the following way: An environment p of value pairs can be
viewed as a pair of environments (p1, p2) of single values. Then, (t)p = ((t)p1, (t)p2)
and (t)p 0 (t')p" = ((t)p1, (t')ph), thus, we can express a relationship between the
interpretation of ¢ and the interpretation of #. The axiomatization of < is inspired by
its definition for D?:

1. Extension of *: If a % b is defined, then a < b is defined and a > b = a * b.
2. Idempotency: a < a is always defined and a <1 a = a.

3. Merge chaining (associativity and fusion): If a <t b and b < ¢ are defined, then
axi(b<ic) = (axb)>xc=axcare all defined and equal. Thus, the value of
a merge chain depends only on its first and last element.

1

4. Tnversion: If a > b is defined then (a1 b)™' = b~ ! s a™! are defined and equal.

5. Compatibility with composition:
a) If a b and b* ¢ are defined, then a > (b*c¢) = (a>1b) x ¢ = a > ¢ are all
defined and equal.

b) If a * b and b ¢ are defined, then a % (b ¢) = (a*b) <1 ¢ = a X ¢ are all
defined and equal.

6. Distribution over application:

a) If arxb and f-a and f-b are defined, then f-(a<xb) = (f-a) < (f-b) are
defined and equal.

b) If fr<gand f-a and g-a are defined, then (f >=<1g)-a = (f-a) = (g-a) are
defined and equal.

We call an applicative groupoid with merge a mergable applicative groupoid (MAG).
Since we intend substructures of D?, which has a total merge operation, to have only
partial merging, we cannot employ the default algebraic substructure concept which
would then require that a b b € A for all a,b € A. Instead, we consider applicative

1The merge operation > could be useful in models of squash types that have been introduced to
dependent type theory in the context of Nuprl Constable et al. [1986].
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subgroupoids with merge A € Mag which are applicative subgroupoids of “mother” G
and are MAGs, i.e., they fulfill the laws for merge given above.
On MAGs A we can define a PER structure a ~ a’ € A by

a~be A << a,bjaxbe A

This is indeed a PER. Transitivity is easy, it follows from the chaining laws for 1. For
symmetry, we have to derive b < a € A. Note that (a < b)f1 =blal e Aby
closure under inversion. Also b* b~!,a™! x a € A by the subgroupoid laws. Since
extends *, we have also b b ™' a ' xa € Aand bxab ' xaa ! xa=bxxa € A by
merge chaining. Semantic term equality is then defined using the PER structure as

PeEt=t':T <= Vp~yp €[l]. (tho~ ') € [T]p.

With the introduction of 0 we have to update the notion of respect. For A € Mag
by F € A — Mag we now mean that F is also invariant under merge, so we have
F(a) = F(a™') = F(a*b) = F(a > b) whenever the mentioned MAG elements are
defined. In this case, we also say that F is an extension function, a well-defined mapping
of type codes to semantic types.

In the following let Mag more concretely denote the applicative subgroupoids with
merge of D?. Additional laws to integrate the groupoid and merge operations with
recursion are necessary, but they can be defined in analogy to application.

Reflection and reification can be defined on D? as on D, using the pointwise con-
struction of function type codes Fun (A, A”) (F, F’") = (Fun A F,Fun A’ F") and reflected
neutrals T(A’A/)(e, e) = (TA e, M ¢/) and all the other constructs of D,D", D", ex-
cluding only function closures (At)p. Read-back from value pairs to a term shall be
undefined if the two individual values result in different terms, otherwise it is defined
as for a single value.

A dependently-typed candidate space (:),(-) for a universe U requires now that

(.
(\), () €U — Mag are extension functions, B C B for base types B € U and

for function types Fun A F € I{. Herein F and F are required to be extension functions
defined by

€ A— Mag

F € A— Mag
Fa) =

(a) = F-a.

K
S
ool e

This is only a sketch of the groupoid approach to PER models.'? It seems worth to
pursue it further in future work, because working uniformly with groupoid elements
(instead of sometimes with values and sometimes with pairs of values) cuts down the
design space for semantic concepts and the amount of details.

20ur (algebraic) groupoids model definitional equality and are not to be confused with the (categorical)
groupoids of Hofmann and Streicher [1994] that model propositional equality.
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4.7 Kripke Logical Relations for Dependent Types and
Soundness of NbE

As demonstrated in Section 2.6, the soundness of NbE can be established by a Kripke
logical relation between well-typed terms I' F ¢t : T and values a € [T], defined by
induction on type T. In case of dependent types, we cannot just do induction on
type expressions, but we can induct on type values A € Sety instead. This induction
is the privilege of predicative type theory where types are obtained from below. We
recapitulate the proof given in Abel et al. [2007a,b, 2011].

By induction on A € Sety we define a relation |I" = T" ®) A |between well-formed types

I' BT : Set;, and type values A € Set;, and a relation ‘ 't T®RacA ‘ between well-
typed terms I' F ¢ : T and values a € [A]. When using context extension o : IV < T, we
assume IV to be well-formed.

'-R® FunAF
<= TI'FR=FunST for some S,T and
'S® A and
Vo :T'<T. T"Fs:S®acA = T'FTo)s®F-a

FFr:R® feFunAF
<= I'FR=FunST for some S,T and
' S® A and
Vo :I'<T. T"Fs:S®a€eA = I"F(ro)s: (To)s® f-a€F-a

I'FT® B
<= Vo:I'<TI. I I—Tozilsft’“B:Setk

PFT:S® A€ Set;
<= I'FS=Set;and'FT ® A

PHt:T®aecB (B#Set)
= VYo:I'<I. I'+to=lBa:To

Having completed the definition, we can subsume the relation for types I' F T ® A
under the relation for terms I' - T : Set; ® A € Set; for an appropriate universe Set;.
The relation I' = ¢ : T ® a € A is monotone in the sense that o : IV < T' implies
I mto:To ® a € A. Further, it is closed under syntactic equality on the left,
for both terms I' ¢ = ¢ : T and type I' = T = T and it is closed under semantic
equality on the right for values a = o’ € [A] and type values A = A’ € Type. Further,

we can show the “sandwiching” property we usually express by a candidate space. Let
r-T® A.

1.HF’ktazﬁm%e:TaﬂnaHa:F’SI\ﬂwnfFw:IWDTAeEA.
2. T Ft:T®ae€ Aand o : 1" <T then I l—tJ:R‘”lf,‘J,Aa:TJ.

The path to soundness of NbE is straightforward from here. We extend the logical
relation to environments ‘ F'Fo:A®p ‘ and build semantic judgements and

51



4 Dependent Types

which we prove by the fundamental lemma of logical relations.

FEO:O0® () <= true
I'F(o,8):(AS)® (pya) <= Thro:A®pand'Fs:So® ac(S)p

T'Et:T <= VAo,p. AFo:T®p
= Akrto:To® (thp € (T)p

rer. 1’ <= VAo,p. AFo:T®p
— Ab7o:I"® (r)p

Soundness of NbE follows as in Section 2.6, and we have

't:T — TEt:T
— T ktid: Tid® () 1h e (1)1
— TFrFt:T®acA with a = (t) 1 and A = (T)1F
= Fi—t:Ri‘Ff|¢Aa:T
— T Frt=nflt:T

Remark. In the presence of the logical relation I' - T ® A between syntactic types
and type values, we can define a dependently-typed candidate space as follows:

Ap = {(t,a) |VA'=AecType. I FT® A. ' -t:T and
Vo:I'<T.T kto =R, |¥a:To}

A = {(t,te) | A =AeTypeand VI FT® A. T +¢:T and
VU:F’gI‘.F’I—ta:Rrﬁ,|e:TU}

Note how the presence of I' T" ®) A lets us ensure the well-typedness of ¢ relative to
type value A.

Let us demonstrate law (ITAF)r € Fun AFp. Assume (r,f) € (WAF)r and
FunA'F' = FunAF € Sety, and '  Fun ST ® Fun AF. The restriction to function
types is not a loss of generality, in case of Fun A’ F” due to inversion on semantic type
equality and for Fun ST due to the type conversion rule for syntactic typing. Further
assume ¢ : I < T and let n = |I| and show I" + ro = R [Fun A" ¢ (Fun §T) o
Let a = 14 x, and A = I",So and ¢/ = o1 which entails o/ : A < I. Note that
(vo,a) € Ax because V7 : A’ < A, A vy = RIA/Xn S ¢’ T. By instantiation
of the assumption on (r, f) we obtain ((ro’)vg, f-a) € F-aa. By definition with
F-a=F-ae€ Type it follows IV, So + (ro’)vy = R;‘L_liF/‘a(f ~a) : (T'o')vg. By
A-abstraction, I" + A.(rot)vg = AR, Y e(f - a) : Fun(So) A (T'o1)vg. Since
' T :S — Sety and therefore I" - T o : So — Set, we can apply n-equality
to contract the type to Fun(So) (T o). Similarly, since I' - r : FunST we have
I -rc =X (rot)vg : Fun(So) (T o) and can n-contract the left-hand side. Fi-
nally, we fold back the quoting step at function type. Thus, we arrive at our goal
' Fro=RYN A F ¢ (FunST)o.
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However, completing the program of Section 3.9 for dependent types is not yet a
low-hanging fruit. We cannot directly adapt the Kripke typed applicative structures
Dg to dependently types, since dependent types with de Bruijn indices change their
denotation with T'; violating o(_) : Ar — Ap for o : I' < T, where A € DT. In fact,
writing DT does not even make sense, because a type expression T has meaning only
relative to a context.

A way out could be categories with families [Dybjer, 1996]. Alternatively, we could
switch from de Bruijn indices to named variables, which are absolute references into
a context and do not change their meaning with context extensions. We explore this
approach for System F in Section 5, but leave dependent types to future work.

4.8 Summary

How have dependent types affected the normalization-by-evaluation algorithm and its
semantic justification?

First n-expansion for dependent types is much more complicated than for simple
types. For simple types, we have the choice of n-expanding a non-normal term ev-
erywhere and obtaining an n-long normal form by S-normalization. Or we could j-
normalize first and then n-expand to a long normal form. For dependent types, such
a phase separation of $- and n-normalization does not work. n-expanding first cannot
work since the arity of a function type can be determined only after S-normalization.
For instance, the type T'(suczero) with T" given by T'zero = N and 7" (sucn) =N — T'n
is a function type of arity 1, but we know this only after computing its S-normal
form (at least the weak head normal form). On the other hand, n-expanding after
B-normalization fails in the presence of singleton types (¢t : T') with n-expansion u — ¢
in case u : (t : T'). For singleton types, n-expansion can trigger new [S-reductions, for
instance in T'(x) where variable = has type (zero : N).

NbE analyzes n-expansion into reflection, which corresponds to n-expansion of free
variables on the inside of a term, and reification, which corresponds to an n-expansion on
the outside of a term. The inner n-expansion is lazy and interleaved with computation
(B-reduction), as witnessed by the law

(TFunAFe) ca = TF'“(eiAa).

Integration of singleton types into our NbE framework is effortless and has been carried
out in Abel et al. [2011]. The essence is a reification law

T(a:A) e=a

that performs n-expansion at singleton types at just the right time, meaning as soon
as the value of T<“:A> e is demanded by a computation, and with the guarantee that e’s
type has emerged as a singleton type at this point or will never do so. This way, we
never miss a S-reduction that could be triggered by an n-expansion. An NbE-inspired
strategy for type checking in the presence of dependent and singleton-types has been
implemented as part of the prototypical language MiniAgda [Abel, 2010b].

For the semantic justification of dependently-typed NbE we could reuse a PER model
which is standard except for the inclusion of neutrals at the base types. It is constructed
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by an inductive-recursive definition of the valid semantic types; this inductive-recursive
definition seems to be the essence of predicative dependent type theories. The model
gets its specific touch by the dependently-typed candidate space that all of its types
inhabit. This is shown by an extra induction on valid types. Induction on valid types
lets us also construct a Kripke logical relation between syntax and semantics, which
completes the correctness proof of NbE. Dependent types certainly complicate this
logical relation, since syntactic types are context sensitive and need shifting of de Bruijn
indices in case of context extension.

The models we have constructed justify not only NbE, but also the injectivity of the
dependent function type constructor in the presence of universes and 7-conversion on
the type level [Abel et al., 2007b]. Before, this result had only been established for a
formulation of type theory that confined n-conversion to terms Goguen [1994].13 Type
constructor injectivity is essential for efficiently checking type equality,'* which is an
integral part of any type checker for dependent types.

3Some formulations of type theory [Nordstrom et al., 1990, Altenkirch, 1994, Abel and Coquand,
2007] use an extension function El on the level of syntax, meaning that for 7" : Set they do not have
t: T but only ¢ : EI(T). Those variants confine Sn-equality to terms ¢, thus, getting injectivity for
type constructors for free. However, practical implementations such as Agda [Norell, 2007] and Coq
[INRIA, 2012] spare the user the bureaucracy of El. This is very sensible, however, hardens the type
theorist’s job to prove consistency and decidability of type checking for these systems.

MInjectivity of Fun lets us reduce the problem Fun ST = Fun S’ T' to the problems S = S’ and T = T".
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5 Impredicativity

Impredicative type theories allow the formation of polymorphic types that can be in-
stantiated by all other types. In predicative theories such as PTT, this is not allowed; a
type like (X : Setg) — X — X, which is the type of the identity function polymorphic
in all types X : Setg, is legal but not a member of Setq itself. A type that quantifies
over types of a universe Set; must live in a higher universe, at least Set; 1. We get an
impredicative universe Set, if we relax the formation rules of function types in Setq to

s I'S BT : Setg
I' = Fun S AT : Setg

The difference to PTT is that S can now be any well-formed type, it does not have
to be from Sety. In particular, S can be Setg itself, as in the type of the polymorphic
identity. Since Setq is not a member of Sety but Set;, the domain of a impredicative
polymorphic function can live in a higher universe than the whole function type.

An impredicative universe like the modified Sety cannot be defined inductively. Be-
cause its types, like Fun S AT, reference arbitrary types S in higher universes, we would
need the definition of the higher universes before defining Sety. This circularity prevents
an inductive definition of valid types from below.

In fact, impredicativity is one step from inconsistency. Several paradoxes have been
discovered in extensions of impredicative type theories and logics. By an adaption
of Burali-Forti’s paradox, Girard [1972] showed that System U™, which has another
impredicative universe stacked on the impredicative base universe, is inconsistent.’ As
a consequence, System U with a universe Set : Set that contains a code for itself is
inconsistent as well, since it simulates? System U~. System U can be simulated in turn
if we add impredicative strong existential types to type theory [Hook and Howe, 1986].
Although Set : Set is logically inconsistent, it is computationally consistent (has subject
reduction), has (incomplete) type checking [Coquand and Takeyama, 2000, Abel and
Altenkirch, 2011] and can serve as the basis of a polymorphic programming language
[Burstall and Lampson, 1984, Cardelli, 1986]. However, due to logical inconsistency,
System U programs are not terminating in general [Hurkens, 1995], and the best we
can offer is untyped NbE.

Impredicative quantification alone seems to be consistent;? there are several popular

!The proof of System U’s inconsistency has later been simplified by Coquand [1986] and Hurkens
[Hurkens, 1995, Barthe and Coquand, 2006].

2In fact, System U simulates any other pure type system (PTS) [Barendregt, 1991], it is the terminal
object in the category of PTSs. PTT is simulated by erasing all universe levels |Set;| = Set.

3Consistency proofs of impredicativity require impredicative principles such as complete lattices on
the meta-level. As far as I know, a proof-theoretic reduction of impredicativity to finitary methods
is unknown, as well as the proof-theoretic strength of impredicative systems in terms of ordinal
analysis. Therefore, consistency of impredicativity is empirical—but in the end, so is the consistency
of any foundation of mathematics, as the failure of Hilbert’s program demonstrated.
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impredicative logics and type systems, including Girard’s System F“ [1972] and Sys-
tem F [Reynolds, 1974], the Calculus of Constructions (CoC) [Coquand and Huet, 1988],
the Calculus of Inductive Constructions (CIC) [Coquand and Paulin, 1988, Paulin-
Mohring, 1993, Werner, 1994] underlying Coq [INRIA, 2012}, and second- and higher-
order predicate logic, to name a few.

NbE can be adapted to impredicative type systems, as we will demonstrate in the
following, and can help to establish the meta-theoretic properties of these systems,
like normalization, consistency, and decidability of type equality and type checking.
We have considered NbE for System F [Abel, 2008], System F“ [Abel, 2009a], and
the CoC [Abel, 2010a] with inductive types in the impredicative universe. The main
difficulty in constructing models for an impredicative universe is that induction on
types in this universe is not available. Thus, we cannot define semantic types first
and prove interesting properties of them later. We did so in the predicative case: we
defined semantic types and later proved they inhabit a candidate space that lets us show
soundness and/or completeness of NbE. For impredicative types, this is not possible,
instead we have to first make up our mind and define a candidate space, yet without
reference to the collection of valid semantic types. Then, we define the semantics of
polymorphic types by quantifying over all candidates inhabiting this candidate space.

In Girard’s normalization proof of System F [Girard et al., 1989], the space consists
of the reducibility candidates A € CR, which are closed under function space and ar-
bitrary intersection (impredicativity here!). The interpretation [T]p of type T in an
environment of reducibility candidates p € TyVar — CR is then defined by:

[X1p = p(X)
[S—=T[p = [SIp—[T]p

VXTlp = () [T1(p, A/X)
AeCR

A naive attempt to replace the “big” impredicative intersection by a “small” intersection
over syntactic types, [VX T = (Nger, [T[S/X]], fails because the type T[S/X] can be
equal to VXT (in case S = VXT and T = X) or even bigger—thus, the interpretation
function is ill-defined.*

The definition of interpretation lets us infer [T]p € CR, so we know that each valid
semantic type is a reducibility candidate, but we do not know more than this. If
we need additional properties of semantic types, we have to refine the concept of CR
beforehand. In the case of NbE, we want to know that elements of a semantic type
[A] are reifiable at type A, thus, we have to design our candidate space accordingly.
Or, to show soundness of NbE, we want to interpret types A as sets of term-value
pairs such that the reified value is equal to the term. We cannot use the approach we
used in Section 4.7 for dependent types since it presupposes a logical relation between
syntactic and semantic types. Instead, we will adapt our concept of type structure from
Section 3.9 to polymorphic types.

It turns out that the definition of greatest candidate T of type T as a Kripke set is
inconvenient when T has free de Bruijn indices. For instance, in the simple case T =

However, this works for predicative System F where type variables X can only be instantiated by
monotypes S that do not contain quantification V over types.
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Tm? it does not hold that Tr C Ty since T appears in different contexts, thus, changes
its meaning. We could use transport ¢ : IY < T' and have Tt C T oy, interpreting
semantics as presheafs, an approach apparently followed in Altenkirch et al. [1997].
Still, T by itself does not make sense, because to apply a transport to 7' we need to
know in which world I' we have to start. We deal with these issues by ditching de Bruijn
indices and changing to named variables. Named variables keep their meaning under
context extensions, thus, a semantic type T is a valid Kripke set. The same effect could
be achieved with a de Bruijn level or locally nameless variable representation [Pollack,
1994].

The named approach to NbE has been studied in Abel et al. [2008], Abel [2008, 2009a].
It does not require nominal sets or logic Pitts [2010], only the quotation process has to
be informed of the names already in use that should be avoided when generating a fresh
name. In above works, we achieved this by contextual reification, a reification function
from value to terms directed by both type and typing context. In the following, we refine
this approach by keeping the separation of type-aware, context-oblivious reification |4
and a read-back function that is responsible for picking fresh names and thus, must
be informed about context length (in case of de Bruijn representations) or names of
context-bound variables (in the named approach).

TyVar 3 X,Y type variables

Ty > R,ST = X|S—T|VXT types

Var > z,y term variables

Tm > st = x| Az:S.t|rs terms (typed lambda calculus)
| AXt|rS type abstraction and application
| to explicit substitution

Subst 3> o,7 id|oT category of substitutions

(0,s/x) | (0,5/X) term and type substitutions

Cxt > T A = () mixed context
| T, X type variable decl. (X & |T'|)
| I,x:S term variable decl. (z & |T'|)

Figure 5.1: System F syntax.

5.1 System F Syntax

We consider Church-style formulation of System F with separate syntactic categories
for types and terms, but a mixture of term and type variable valuations in substitutions
and contexts (see Figure 5.1). In contrast to the presentation in Abel [2008, Section 2],
we are explicit about type variable bindings in contexts, and we consider explicit sub-
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stitutions on terms.® However, on types we use substitution as an operation, T|o], so
that type equality is just a-equality. We maintain the invariant that in contexts each

variable can be declared at most once. The |domain |T'|| of context I be the list of

variables declared in T'.

Figure 5.2 presents typing for System F and the Sn-axioms of term equality. There
are also the congruence rules and rules for substitution equality and propagation of
explicit substitutions, which we have omitted. They are similar to the ones presented
in Figures 3.3 and 3.4 (modulo name representation) or the ones in Abel et al. [2008]
(modulo dependent typing).

Weakening is implicit in all judgments: if a judgement holds in context I' then it
holds also for the extended context IV < I". Consequently, shifting is missing from the
grammar of substitutions; it is simply id.

We write Typ for {T € Ty [T =T} and TmL for {t € Tm | T F¢:T}.

5.2 System F Type Semantics via Candidate Space

We shall now sketch the semantics of System F types in terms of (applicative) System F
structures as given in Abel [2008, Section 3.

A family of sets Zr indexed by well-formed contexts  I' is called Kripke if Zr C Zp
whenever IV < T'. Examples of Kripke sets are the well-formed types Typ = {T € Ty |
I FT}and Tmh = {t € Tm |T Ft: T}, the terms of type T.

A System F application structure is a family DT of Kripke sets for each type T' € Ty
with a family of partial operations

appi~T € D77 — D — DI
Appi*T € DYXT - (S e Typ) — DL

When type and context indices are reconstructable or do not matter, we simply write
_- _ for any of the application operations. System F application structures are the
System F equivalent of the applicative aspect of System T’s type structures as defined
in Section 3.9. We will later complete System F application structures by an evaluation
operation to System F' structures. Let us for now drop the “System F” and simply say
application structures.

A total application structure is one in which both application operations are total.
Examples for total application structures are well-typed terms Tm% and well-typed
terms modulo term equality I' - _ = _: T. (Partial) application structures include raw
terms Tm and values D (defined later in analogy of System T values).

The pointwise product (D x E)% = DII: X EIT of two application structures forms a
application structure with application defined componentwise. A application substruc-
ture B C D is a family of subsets EIT - D% on with application inherited from D. The

5The choice of explicit substitutions is forced by the generality of our notion of System F structure
(see Section 5.3). Since we do not ask for (weak) extensionality on the level of evaluation, S-equality
is not modeled for substitution as operation; the counterexample in the introduction to Section 3.5)
applies also to named variable representations.
System F’s type level has no interesting notion of computation, thus, we can use substitution as
operation there.
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5.2 System F Type Semantics via Candidate Space

Well-formed types.

Xelll TrS TFHT T,XFT
X I'-S—>T I -VXT

Well-formed contexts.

FT FT s
F() FI, X FID,z:S
Typing.
I I(z)=S Lax:SkEt:T FkFr:S—T 'ks:S
I'kFx:S FrEXe:S5.t:S—->T I'kFrs:T
X rt:T I'Fr:VXT IS 'ko: A AFt:T
' FAXt:VXT L'krS:T[S/X] I'tto:T[o]
Context extension.
I'<T IS I'<T
r<r I X<T IMz:S<T
I'<r I'<r s
IMX<I X IMax:5<TI',z:5

Substitution typing.

'y F7:1y 'y Fo:T3 T'Fo: A A< A

'+id: T I'iFor:T3 I'Fo: A
I'Fo:A AFS I' -s: S[o] 'kFo: A 'S
I'F(o,s/z): Ayx:S 'k (0,5/X):AX
Term equality.
x:SkHt:T 'kFs: S ret:S—>1T
z & |1

'x:S.t)ys=t(s/x): T F'Ft=Xe:Ste:S—=>T

I'X+t:T TFS I'-t:VXT
I'F(AX)S=t(S/X):T[S/X] T Ft=AX.tX:VXT

X ||

Figure 5.2: System F typing and equality.
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5 Impredicativity

set of application substructures of D is denoted ﬁ, and we write A € DT for the Kripke
family Ar C DI

The essence of normalization proofs is to show that the a priori partial type structure
with application and evaluation of normalizing terms is in fact total. In the following,
we deliver the application part of the bill: a systematic method to construct a total
System F application substructure induced by a candidate space.

On D, we define the Kripke function space and type abstraction, in preparation for
the specification of System F candidate spaces.

(7_>7>S~>T e lA)S_>lA)T_>lA)SHT
(A= B)?T = {feD?T|VI"<T,a€ Ap. f-a € B/}

(S_)VXT e DTIS/X] _y HvVXT

(S.B)IXT = {fe DX |VI'<T.SeTyp = f-S€Br}
AT e ((SeTy)— DTIS/X]y o DVXT

AT F)r = Ngery(SFS)PXT

/\VX Tisa preliminary interpretation of universal quantification with only a small in-

tersection (only over syntactic types). Note that X is a bound variable, in one case
by V, in the other by the substitution operation, thus, it is subject to a-equality and
does not pose a problem.® In the following, we drop the type superscripts from these
semantic operators.

A System F candidate space is a family of two application substructures T, T € DT

of D (formally (-), () € D) that satisfy the following inclusion laws (pointwise at each
world T'): o

X c X
ST C ST S—-T C S—T
VXT C AXT ANXT C VXT

Herein, X.T'+(S5) = T[S/X], and X.Tp(S) = T[S/X]p. We call T the least candidate

and T the greatest candidate for type T.

For a semantic (proto)type A € DT we say T realizes A, written |T IF Al, if A
inhabits the interval of the candidate space spanned by T, i.e., if T C A C T. The
proper interpretation of universal quantification in D is now given by

v¥T e ((SeTy)— DS — DTIS/X]) o DYXT
VXTFE = () SF(S A
SiFA

Note that the intersection here is big (impredicative), since we quantify over all candi-
dates to define a new candidate.

5In formalizations, a locally nameless style is probably preferable to a named variable presentation.
In local nameless style, bound variables like X vanish, obliviating the need for a-conversion.
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5.2 System F Type Semantics via Candidate Space

We extend realizability to type substitutions o and type environments p € De by
setting
olFl p = o(X) IF p(X) for all X € |T).
Herein, p € D7 if p(X) € D°X for all X € |T|. Let 0 € Ty" mean that o is a valid
type substitution for I, i.e., o(X) € Ty for all X € |T'|.
Type interpretation [_](_,.) € (T € Typ) = (0 € Ty') = (p € D7) — DTl is now
defined by recursion on T

[X](o,p) = p(X)
[S = T)(o,p) = [5](o,p) = [T](0p)
VXT](o,p) = V¥(S,A) = [T]((0,5/X), (p, A/ X))

Using the laws of the candidate space we prove that type interpretation is sound in
the sense that T[o] IF [T] (o, p) if o IF' p. Further, interpretation is compatible with
substitution, i.e., we have

[Tlo]l(7, p) = [TT(o 7 [l (7, p))

for a pointwise extension [o] of interpretation to type substitutions o.
Pairs A = (T,.A) of a semantic type A and its realizer T form a System F type
structure D of candidates with function space and quantification.

s € D—-D—D
(S,A) = (T,B) = (S—T, A B)

e

v e D" =D
Y(X.T,F) = (VXT,vXTF)

Herein, D* " = (X € TyVar) x (T € Ty) x (((S,A) € D) — DTISX]) and not the
naive D — D, which is does not give enough information to ensure the well-formedness
of V. Note that the typing of — and V as operators on D uses the candidate space
laws. Using D, we can view the pair o IF'' p of matching environments as a single
environment & € DF.

We finally have the tools to exhibit total application structures wrt. to a partial
application structure D. Let [T, = (§ € DF) — [T]¢. Then [T] € DT is a total
structure with application operations

app "T(f €[S = Tl a € [S]p)(§) = f-a € [T]¢
Appl X" (f € VXTI . SeTyr) (§) = f-5 € [T[S/X]¢

The well-formedness of type application in structure [_] relies on the substitution prop-
erty of type interpretation.

A total substructure [_]] € D is obtained if we choose a canonical type environment
€Y for each context I'. The substructure given by [T = [T]¢" shall be called induced
by the underlying candidate space and the type valuation &. Induced application
substructures are total since D’s application on [_] is total by construction of the
Kripke function space and universal quantification on D.

A typical canonical environment for normalization proofs is &q(X) = (X, X) which
fits each context T.
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5 Impredicativity

5.3 Abstract Evaluation and the Fundamental Lemma for
System F

A System F structure D is a System F application structure with a partial operation
() € TmE — (ne DY) — DTW called evaluation which satisfies the following laws:

(z)n = n(z)

(rshn = (rdn- (shn

(rShn = (r)n- S[n]
(Ae:S.t)np-a = (t)(n,a/z)
(AXt)n-S = (th(n, S/X)

Herein, n € DY is a D-environment satisfying n(X) € Ty, for all type variables X € |T|
and n(z) € Di[n] for all term variables x € |I'|. The equations are to be read as “if one
side is defined, so is the other, and then both sides are equal”.

Products D x E of System F structures are defined pointwise, as expected, and a

System F substructure E C D inherits interpretation from D, and if (¢)n is defined in
D and n € EX is a valid E-environment, then [t]n € Ezm must be defined as well.

The fundamental lemma of System F structures now states that for any System F
substructure structure [_] € D which is induced by a System F candidate space and
canonical valuation & is total. Since application is total in induced structures, it
remains to show that evaluation (t)n is total. This follows from the more general
statement that if n IF'" p then (t)n € [T](n, p) which is proven by inductiononT' ¢ : T,
using the definition of type interpretation [7'] and the evaluation laws.

5.4 Normalization by Evaluation for System F

In this section, we consider an algorithm of normalization by evaluation for System F.
We adapt the developments of Chapter 3 to polymorphism and named variables. By
now, we have gained sufficient familiarity with NbE to do this mechanically.

Values are as for simply-typed lambda calculus, only that we have additional poly-
morphic function closures (AXt¢)n and neutral type applications e S. Environments
hold both values for term variables and type expressions for type variables.

D 3 abf == (Qut)n| (AXt)n|1Te
D™ > e n= x|ed|eS

D 3 d = 1Ta

Env 5 7 w= 0 (m,d/x) | (n,5/X)
Ne > u n= x|uv|uS

Nf > wo n= u|Ax:S.v| AXv
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5.4 Normalization by Evaluation for System F

Evaluation, application and type application are defined again as mutually recursive

partial functions.

()

() n
(Ax:S.t)n
(AXt) n
(rsh
(rSh n

Exp x Env — D
n(z)

(Axt)n

(AXt)n

(rhm - (shn

(r)n - S[n]

Evaluation satisfies the laws of the partial System F structure D of values, given the
following implementation of application.

(Azt)n - a
TS—>T€ .a
(AXt)n - S
/]\VXTe . g

€

DxD—D
(#h(n, a/x)
(e 1 a)

D x Ty — D

(1) (. 5/X)
1% e )

Application also applies to reflected neutrals of function or polymorphic type. Note the
impredicative character of reflection at type VX7 it is defined in terms of reflection at
the potentially bigger type T[S/ X].

In contrast to quotation into de Bruijn terms, the (partial) read-back functions are
now indexed by a set of taken names |I'| instead of just the number n of variables in

scope.

We assume we have a function fresh |I'| that returns a hitherto unused term

variable x ¢ |T'| and Fresh |I'| that does the same for a type variable X.

Rne
T

Rne .
T

Rne
T

Rne
T

(ed)

)

R

Rnf| \LX

R\nIf‘| iSHTf
iVYTf

Rnf
IT’|

S

D" — Ne

(Rree)
(Rrge)

(R} |p| d)
S
D" — Nf

Rne o
0| €

Az:S. R

T,
nf
AX. R

V(1)
VRE(E - X)

where x = fresh |I'|
where X = Fresh |T|

As read-back is an algorithm, we do not rely on implicit a-conversion for types. Instead,
when reifying at polymorphic type VYT, we substitute the fresh free variable X for

the bound variable Y in T.

(This also lends itself nicely to locally-nameless style.)
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5 Impredicativity

In an implementation, we could try to use Y in place of the fresh name if Y & |T,
since the user-chosen name Y would be a more meaningful than an arbitrary fresh
identifier. A similar name-preserving strategy could be employed when reifying a closure
157T(\xt)€. In case |7V T(AXt)¢ we have even two names to choose from.

At this point, another comment on name management is in order. Our set of used
names |I'| is an instance of Barral’s name generation environment [2008, Def. 2.20],
or short, name supply. He discusses global name generation mechanisms like Scheme’s
gensym, but discards them because such imperative effects do not have a direct coun-
terpart in the functional world of mathematics.” He then observes that local name
generation is sufficient; such local environments can be implemented as reader or con-
text monads which are basically functions taking the name supply as input. Berger and
Schwichtenberg’s term families [1991, 2003], which are functions from name supply to
lambda-terms and interpret the base types, are an instance of such a context monad.®
The Abel et al. [2011] approach to NbE, which we have adopted to a named term rep-
resentation here, confines name generation to quotation which is the “last” step in the
normalization procedure, not intermingled with evaluation in the way reflection and
reification are. Thus, there is no need for name generation in the semantic part of the
algorithm, concerning values and evaluation. We trade name generation semantics for
a semantics enriched with neutrals, called accumulators in Grégoire and Leroy [2002].
By this choice, we abandon tag-free interpreters’ for NbE, however, we lose the tag-free
representation of function values anyway as soon as we take untyped NbE as basis.
We consider the removal of name-generation from the semantics as a great conceptual
simplification. For instance, it enables us to proof completeness of NbE without refer-
ence to contexts (see Sections 3.7 and 4.5). Contexts and names come only back in the
soundness proof in the form of Kripke logical relations.

The definition of the NbE algorithm is unchanged w.r.t. Chapter 3, only that the
canonical environment 1! needs to provide a valuation for type variables, which are
mapped to themselves.

A € Env
T() _

TF,x:S

(
(17, (1% 2) /)
= (11 X/X)

m

nfl Exp — Nf
nfi(t) = R )

Showing soundness of NbE follows from the fundamental lemma for the System F

"But cf. Filinski [2001] who uses a state monad for name generation in NbE for the computational
lambda-calculus.

8 Filinski [1999], Dybjer and Filinski [2000] follow the term families approach, and present a weak
HOAS (higher-order abstract syntax) wrapper for it.

9Tag-free interpreters use untagged values. Whether a value is a function or, e.g., a number, is
determined by the typing and need not be checked during evaluation. The evaluator presented in
Section 2.1 is tag-free in this sense.
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5.5 System F¥, the Calculus of Constructions, and Beyond

substructure of Tm x D induced by

Tr = {(t,a) €TmixD|VI'<T. I"+t=RY, " a:T}
Tr = {(t,1Te) eTm{ xD[VI'<T. I" Ht=Rig e T}

Our work amounts to proving that these two Kripke sets indeed form a System F
candidate space (see similar proof in Abel [2008]).

Completeness of NbE uses the fundamental lemma on the substructure of D x D given
by the (context-independent) candidate space of PERs
= {(a,a) € D?|VI. RY, " a =Ry, 1" a'}
{(tT e,1T ¢') € D? | VI. R e =Ry ¢

N N
|

Further we show by induction on I' ¢ = ¢ : T that term equality is modeled by this
substructure.

Correctness of Nbe shows that normal forms generated from a closed term t via two
different name supplies I'; and I's are a-equivalent: With d; = ¢T(]tD 1 we get by
soundness I'y ¢ = Rﬁflldl T and 'y Ht = Rrpfz‘dg : T, and by strengthening and
transitivity, F R|”Ffl|d1 = R\nIfQ|d2 : T'. Since both terms are normal forms, they must
be a-equivalent.'9 If we parameterize the readback functions R and R™ over name
supplies instead of used names, we can even prove that the choice of fresh does not
influence normal forms (up to «).

This completes our presentation of NbE for System F. The main investment has been
a design of Kripke semantics based on a generic notion of candidates. It seems that as
we move on to more expressive type systems like F“ or the CoC, the main work is to
clarify and formulate the semantic structures, while the actual NbE algorithm needs
little modifications only.

5.5 System F“, the Calculus of Constructions, and Beyond

System F“ replaces System F’s type expressions by type constructors, which are essen-
tially simply-typed expressions over the constants — and V, only that in this case we
say simply-kinded to avoid confusing the types of types constructors (i.e., kinds) with
the types of terms.

Normalization in F“ concerns both type constructors as well as terms. Normalization
of type constructors is as easy as normalization of simply-typed lambda-calculus. In
principle, we could restrict to normal type constructors in the first place, and use hered-
itary substitutions Watkins et al. [2003] to normalize the application of two normal type
constructors, or the substitution of a normal type constructor into another normal type
constructor. However, this would prevent us from extending F¥ with inductive kinds
and types defined by recursion, such as present in LX [Crary and Weirich, 1999] or later
versions of Haskell [Yorgey et al., 2012], since the method of hereditary substitutions
does not scale to recursion. Furthermore, since we are implementing normalization for

10%While this is intuitively clear, technically we must also prove transitivity elimination for judgemental
equality.
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5 Impredicativity

lambda-terms anyway, we can use the same algorithm on the type level, if we use a
single expressions language for terms and type expressions.

In Abel [2009a], we present NbE for F“ type constructors and terms using contextual
reification. For the formulation of abstract models of F“, we introduce kind structures,
type structures and term structures (called object structures in Abel [2009a]). We ex-
ploit the stratification of F“, into these three layers; since types cannot depend on
terms, and kinds not on types, we can define F*’s semantics top down, first specifying
the layer of kinds, then the layer of types, and finally the layer of terms. We define kind
candidate spaces (in analogy to simply-typed candidate spaces) and (higher-kinded)
type candidate spaces and instantiate them to obtain soundness and completeness re-
sults for type-level and term-level NbE. The full development and proofs can be found
in Abel [2009Db].

The pure Calculus of Constructions [Coquand and Huet, 1988] is an extension of F*
by dependencies: types can depend on terms. However, in the absence of inductive
types and recursion, dependencies are erasable, thus, NbE for the pure CoC is the
almost the same as NbE for F¥“. It gets more interesting if we add an inductive type
like the natural numbers and types defined by recursion on numbers [Werner, 1992].
Then dependencies can no longer be erased which significantly complicates the meta-
theory. While dependencies cannot be erased in types, they can be erased in kinds, thus,
every kind has a skeleton that corresponds to a simple kind. Werner [1992] exploits
simple-kinding to define raw sets of semantic type constructors of higher kind. This
definition allows to boot-strap the semantics of CoC+N.

We adopt Werner’s trick to define higher-kinded type candidate spaces for the CoC
which enable us to prove termination and completeness of NbE for the CoC with large
eliminations [Abel, 2010a]. However, it is quite a technical battle already, and soundness
of NbE, which would require Kripke models for the CoC, remains open. Also, a general
concept of CoC structure has not been formulated in the way we did for System F and
Fv.

If we add yet another universe to CoC, Werner’s trick is no longer usable, since
dependencies on the kind level can no longer be erased. Developing a semantic technique
for this system is probably as hard as for the full Calculus of Inductive Constructions
(CIC) [Coquand and Paulin, 1988], which has a countable hierarchy of predicative
universes Type; on top of the impredicative base universe Prop, and inductive types on
each level. A justification of NbE for the CIC remains open.
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6 Summary, Related Work, and
Perspectives

In this thesis, we have demonstrated how to normalize expressions by evaluation in
dependent and impredicative type systems. We have not followed the intrinsic-typing
style as presented in Section 2.1 where types come first and terms are elements of types
and can only be understood in connection with their type. Instead we have adopted a
extrinsic typing or type assignment style where terms come first and can be assigned
one or several types and be n-expanded w.r.t. the assigned type or not.

We describe evaluation in terms of (syntactical) partial applicative structures (see
Section 3.2) which are partial and untyped versions of Mitchell’s environment mod-
els [Mitchell, 1996, Section 4.5.3] and Barendregt’s syntactical applicative structures
[Barendregt, 1984, Section 5.3]. Partial applicative structures have many instances,
subsuming many different approaches to value representation in NbE, such as

e meta-theoretic functions (e.g. set-theoretic functions) [Berger and Schwichten-
berg, 1991],

e two-level lambda-calculus [Danvy, 1996, Vestergaard, 2001a, Aehlig and Joachim-
ski, 2004, Abel et al., 2007D],

e Scott domains [Filinski, 1999, Filinski and Rohde, 2004, Abel et al., 2007a, 2011],
e closed or open normal forms,

e weak head normal forms or closures (Martin-Lof [1975], Coquand [1996], Al-
tenkirch and Chapman [2009] and this work), and

e compiled code [Grégoire and Leroy, 2002, Boespflug et al., 2011, Aehlig et al.,
2012].

Our type assignment approach to NbE is in essence an interleaving of evaluation and
lazy reflection and reification on the level of values, followed by quotation that reads
values back into n-long normal forms. Due to the lazy nature of reification, read-back
triggers further evaluation of function bodies, which can involve further reflection and
computation. Through the study of NbE we have gained new insights into n-expansion
which is applied to the “inputs” (free variables) via reflection and to the “output”
(evaluation result) via reification. This separation of n-expansion into two phases has
enabled us to seamlessly integrate singleton types with dependent types [Abel et al.,
2011]. Our treatment considerably simplifies Stone and Harper [2006], which depends
on a non-standard notion of Kripke logical relations, and extends it to universes and
large eliminations.
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The completeness of NbE, meaning that two terms result in the same normal form if
they are identified in the equational theory of the calculus, has been shown by modeling
types as partial equivalence relations (PERs). We have analyzed PERs as subsets
or predicates over groupoidal applicative structures, leading to simplified form of the
fundamental lemma for logical relations. To standard (untyped) models of type theory
we have added the necessary type assignment in form of typed candidate spaces, that
as an instance allowed us to specify the desired properties of reflection and reification
to obtain completeness of NbE. These candidate spaces have proven essential for the
treatment of NbE in impredicative type systems where properties of semantic types
have to be specified a priori since they cannot be proven by induction a posteriori.

The soundness of NbE for the impredicative systems F and F“ has been obtained
from a general semantics in typed Kripke structures. These general formulations allow
for an algebraic formulation of the fundamental lemma that can be instantiated for both
soundness and completeness of NbE. In the specification of typed Kripke structures we
have made essential use of the stratification of F¥ expressions into kinds, types, and
terms, which allowed us to define kind structures, type structures, and term structures,
in this order [Abel, 2009b]. A suitable adaption of typed Kripke structures for dependent
types is missing yet, thus, we have shown soundness of NbE for predicative dependent
types by a Kripke logical relation defined by induction on semantic types. Such an
induction is not available for impredicative dependent types, and the soundness of NbE
for the Calculus of Constructions with large eliminations remains open [Abel, 2010a].

A major novel meta-theoretic result of our semantic studies of NbE for dependent
types is the decidability of type checking in the presence of predicative universes and
computation and n-equivalence on the type level [Abel et al., 2007b]. The key to this
result is the injectivity of type constructors, which is hard to establish in the presence
of a typed equality judgement, but follows from the inductive structure of our semantic
type equality and the presence of sound quotation into syntax.

A consequence of our extrinsic, type-assignment approach is that we can model NbE
for impredicative types in a meta-theory with only impredicative propositions. In con-
trast to an intrinsic approach [Altenkirch et al., 1996], impredicative types of System F
are not modeled by impredicative sets, but by impredicative predicates on values. In
terms of the Calculus of Inductive Constructions, we model impredicative Set by im-
predicative Prop. This seems to be in accord with the recent removal of impredicative
Set from Coq in favor of a predicative universe of sets, to gain set-theoretical models
[Lee and Werner, 2011].

6.1 Intrinsic Typing and NbE

Why have we dismissed intrinsic typing for our investigation of NbE for dependent
types? The reasons for this choice where three-fold:

First, computation, and thus, evaluation, is mostly oblivious of types. We are ex-
ecuting algorithms on concrete objects such as integers on machines, and the result
of the execution is dependent just on the code of the algorithm and the values of the
involved objects. Types exist in compiled code only in the form of tags that indicate
the basic type of an object, like whether it is an integer value, a function pointer, or, in

68



6.1 Intrinsic Typing and NbE

the case of a language with dynamic dispatch, which class the present object belongs
to. Higher types are absent! from run-time code and are only used by the compiler to
chose the layout for data structures, stack frames, and the like, and to catch errors at
compile-time. For these reasons, it makes sense to consider normalization by untyped
evaluation, and separate the type-sensitive aspects such as n-expansion from the basic
computation mechanism.

The second reason for choosing type assignment is that in presence of dependent
types, intrinsic typing forces us to work with Kripke function spaces already for the
formulation of evaluation. Functions need to be Kripke functions, taking a context
extension (or morphism) as additional argument [Coquand and Gallier, 1990, Coquand,
1994, Danielsson, 2007]. This is in contrast to our type-assignment development, where
the basic evaluation mechanism is unchanged, and Kripke structures only appear in the
justification of NbE.

Finally, from a practical perspective, intrinsically dependently-typed NDbE is yet
unattainable. Our current, mature programming languages that serve as host languages
to implement terms, types, and normalization, are simply-typed or polymorphically
typed and cannot express intrinsic dependent typing.? Prototypical dependently-typed
languages such as Agda [Norell, 2007] and Coq [INRIA, 2012] can express intrinsic
dependent typing, but it is not clear yet whether full intrinsic typing is feasible at
all, although its a long-standing and actively pursued research area [Danielsson, 2007,
Chapman, 2009, McBride, 2010, Benton et al., 2012]. Boot-strapping implementations
such as Agda in Agda or Coq in Coq, which are common for non-dependently program-
ming languages, remain a grand challenge, even if self-representation has been achieved
for fragments of dependently-typed languages, such as Barras’ work on Coq [Barras
and Werner, 1997, Barras, 1999] or Marten’s work on LF [Martens and Crary, 2012].

By now, intrinsically-typed NbE for dependent types has withstood the challenge
even for a rigorous pen-and-paper formulation. The notable exception is Danielsson’s
work [2007], however, it does not cover large eliminations.

For impredicativity, some progress has been made by Altenkirch, Hofmann, and Strei-
cher. They present NbE for a variable-free, combinatory version of System F [1996], and
there is an unpublished paper extending their category-theoretical approach to System F
with variables [1997]. They express their developments in models of impredicative
extensional type theory, which liberates them of some technical battles they would
have to fight in just intensional type theory, but also removes them from an actual
formalization in a system like Coq with impredicative Set. As a consequence, while the
goal is to extract NbE for System F from their development, currently they can only
present a hand-crafted SML program with the prospect of verifying it through a logical
relation with the category-theoretical development. Still, this work is impressive, and
it is a pity it has not been completed.?

n distributed code, complex types structures might be present for marshalling and unmarshalling
data of arbitrary structure. However, it is not the types themselves, but their run-time representa-
tion, which are computed with in this case.

2Simply intrinsic typing can be expressed in later versions of Haskell by GADTSs (generalized algebraic
data types), which are type-indexed data types, but also in Scala and other strongly-typed languages.

$Vestergaard’s try on NbE for System F suffered the same fate [2001b]. He gives a normalization
algorithm for System F in terms of a two-level polymorphic lambda-calculus, but its normalization
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The remaining literature on intrinsically-type NbE seems to be confined to simple
types. Besides the formalized work of Coquand [1994] we would like to emphasize work
on extensional normalization for disjoint sum types (coproducts).

6.2 On NbE for the Extensional Treatment of Finite Choice

Altenkirch, Dybjer, Hofmann, and Scott [2001] present a construction of NbE for co-
products in category theory, Danvy [1996] and Balat, DiCosmo, and Fiore [2004] out-
line an algorithm using delimited continuations, and Barral [2008] uses exceptions in
his NbE algorithm. In the presence of full extensionality for sum types, the description
of normal forms is already involved [Altenkirch et al., 2001], not mentioning getting
intuitions about algorithms using continuations. Barral’s algorithm probably the most
intuitive one, yet it has not been verified.

Full extensionality for sums models the syntactic sum type as the disjoint tagged
union, [S+ T = [S] + [T7], there is no separate of concept of neutrals at disjoint sum
type. Reflecting a variable x of sum type S+7T into the semantics has to inject it either
into [[S] or [T, thus we have to make a choice which of the alternatives is valid for
x. Since the value of = is unknown, we have to place a case distinction over x into the
normal form before its first use, and normalize the remainder of the term twice, once
with = being the left injection of a new variable, once more the right injection. Inserting
these case distinctions eagerly is not feasible in the presence of unknown functions y to
a sum type, because we cannot case on y a for every possible argument a of y. Barral’s
algorithm installs an exception handler each time a new variable y is introduced whose
type ends in a sum type. If the value of the fully applied y @ is demanded, an exception is
thrown carrying the arguments @. Upon its catch, a case distinction on yd is inserted,
and NbE is restarted. Termination of this process is somehow intuitively clear, but
probably hard to establish rigorously. The full theoretical and practical exploration of
NbE for extensional disjoint sums remains a research challenge.

For the very restricted case of simply typed lambda-calculus with only booleans as
base type, a sound and complete NbE algorithm has been given by Altenkirch and
Uustalu [2004]. The situation is simpler here, because the graph of any function is
finite. Thus, it is possible to describe functions by first-order data structures, and
the authors use binary trees called decision trees. Extensional equality of functions is
decidable, thus, completeness of NbE is easy to prove. The authors express doubts that
their treatment scales to extensions by unknown or infinite base types.

Whether we want full extensionality for disjoint sums and finite types in practice is
debatable anyway. Note that extensionality for booleans allows us to show by normal-
ization that each unary boolean function f is identical to its double self composition,
fo fof. However, this identity is not entirely trivial, it requires us to reflect on the
possible values of f. There are only four possible boolean functions: the constant func-
tions, the identity, and negation. Negation has order 2, and the other three functions are
idempotent, thus f2 = f holds. Getting this result by normalization is a bit “spooky”,
and it is unclear if it would not irritate the users of an interactive proof assistant such
as Agda or Coq more than it would benefit them. Furthermore, it does not scale to

proof remains unfinished.
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232 cases for each variable—note

large finite types such as the machine integers with
that extensional treatment of integers could verify any arithmetic equation over inte-
ger variables or integer function variables by normalization, quite unimaginable with

classical computing equipment.

6.3 Applications of NbE

NbE is applied successfully in practice, in fact, the “invention” of NbE was triggered
by an implementation task, and it has proven to be a useful framework for efficient
normalization.

Berger and Schwichtenberg [1991] implemented the first NbE algorithm in Scheme,
in order to normalize terms of the Minlog system [Berger et al., 2011] without having
to implement capture-avoiding substitution. Later extended to term rewriting [Berger
et al., 2003], NbE is still the algorithm underlying computation in Minlog.

Danvy [1996, 1999] has coined the term type-directed partial evaluation for NbE in
the context of partial evaluation for simply-typed functional programming languages
such as ML.

The Coq system [INRIA, 2012] requires an efficient normalization algorithm for type
checking programs and proofs, especially for proofs by reflection. Gregoire and Leroy
[2002] describe normalization for terms of the Calculus of Inductive Constructions,
Coq’s core language, by first compiling the term to byte code of an abstract machine,
then running the compiled code, and finally reading back a term in normal form. The
abstract machine has been extended by accumulators, which correspond to our neu-
tral values. Their “compiled reduction” approach is an instance of untyped NbE, as
remarked in Abel [2009a]. Boespflug, Dénes, and Grégoire [2011] present a refinement
that does not need compilation to a modified abstract machine but can be directly
translated to OCaml. They achieve a tag-less representation of function values by
considering accumulators as functions of infinite arity with a null code pointer.

Boespflug [2010] has implemented a NbE-inspired proof checker for Dedukti, a de-
pendently typed logical framework with rewriting at the level of terms and types (AII
modulo [Cousineau and Dowek, 2007]). He compiles Dedukti signatures into a HOAS
representation of dependent function types to speed up type checking.

Aehlig et al. [2012] implement untyped NbE for evaluation of functional programs
specified in Isabelle/HOL. Their version of NbE is proven sound, but not complete.
Normalization includes proper term rewriting rules such as the associativity of append,
and even rewriting rules which are not left-linear.

The NbE framework could be useful to compile Agda terms such that they can
compute with open expressions. This would probably help overcome the current per-
formance problems in the Agda type checker.

6.4 Future Perspectives on NbE
Untyped NbE has secured its spot in proof assistants based on higher-order logic (e. g.,

Isabelle [Achlig et al., 2012]) and type theory (e. g., Coq [Boespflug et al., 2011]). Typed
NDE is present in Minlog (Berger et al. [2003]), but dispensable for all systems that can
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postpone n-expansion until S-normalization has been completed. As far as we know,
only singleton types and the difficult extensional sum types violate n-postponement and
are really dependent on typed NbE. Our prototypical language MiniAgda [Abel, 2010b]
has singleton types, but not the more mature systems Agda and Coq.

Correctness of NbE for the Calculus of Inductive Constructions (CIC) remains open.
Possibly existing realizability models [Werner, 1994, Sacchini, 2011] could be adapted
to the needs of NbE. The result of such an enterprise would be nothing short of the
decidability of type checking for the CIC, an important backing for the increasingly
popular Coq proof assistant.
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