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### ABSTRACT

The seminal work on the Dependency Core Calculus (DCC) [1] shows how monads not only can be used for embedding effects in purely functional languages but also to statically track data dependencies. Such types of analysis have applications in research areas like security, partial evaluation, and slicing, where DCC plays the role of a unifying formalism. For a Haskell programmer, putting DCC into practice raises many interesting conceptual and implementation concerns. Specifically, DCC uses a non-standard bind operator, i.e., with a different type signature than that provided by monads. In fact, embedding such non-standard bind operator opens the door for many design decisions. Furthermore, it is unclear if DCC extends to traditional methods used by Haskell programmers to handle effects (such as monad transformers). In this work, we describe a novel encoding of DCC in Haskell, with a focus on its use for security—although our results also apply to the other domains. We address the concerns mentioned above and show how our implementation of DCC can be seen as a direct translation from its typing rules via the use of closed type families and type classes—two advanced type system features of Haskell. We also analyze what kind of effects DCC is compatible with and which ones it cannot secure. We also derive an alternative formulation of DCC based on fmap and a corresponding non-standard join.

### CCS CONCEPTS

- Security and privacy → Information flow control; Formal security models.  
- Software and its engineering → Software libraries and repositories;
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### 1 INTRODUCTION

Building applications which preserve privacy of data is an open and difficult problem. It is tempting to think that applying some sort of mechanism to grant or deny access to information will be sufficient to preserve secrets; this is not the case. Often, code is required to have access to sensitive data in order to deliver its functionality, but what we would like to know is if the code treats private data adequately, i.e., it does not leak it! The following example illustrates this point. It involves developers Alice and Bob, who are collaboratively writing a web application for something very important (we leave that up to the imagination of the reader).

**Example 1.1.** In an effort to make sure users’ private data is kept safe, the web application is implemented using separated public and private databases. While implementing the user registration page, Alice has requested Bob’s help in managing what data to commit to the database. Alice writes the following code.

```haskell
webApp :: IO ()

webApp = do
  formData ← getUserRegisterForm
  let (pubDBEnts, privDBEnts) = mkDBEntries formData
  commitToPublicDB pubDBEnts
  commitToPrivateDB privDBEnts
```

The symbol :: is used to describe the type of terms in Haskell. The function `getUserRegisterForm` retrieves the registration page data from the user and the ... denotes some part of the code that is not relevant for the point being made. On Alice’s request, Bob has written the function `mkDBEntries`

1. We use the standard list syntax \([x_1, x_2, \cdots, x_n]\) for describing extensible lists and \([a]\) for denoting the type of lists of elements of type \(a\).

What Bob does not know is that the name (`userName form`) of the user is not meant to be public information. This fact was hidden deep in a design document somewhere, but Bob was too lazy to read that document.

Information-Flow Control (IFC) is a research area dedicated to providing guarantees that private data is kept confidential by applying programming languages techniques [12, 20]. Haskell is one of a few languages capable of guaranteeing IFC through libraries [15]. As long as applications adhere to the library’s API, they are guaranteed to keep private data confined [6, 18, 19, 26]. These IFC libraries enforce security in the presence of many advanced programming language features (e.g., concurrency) and often intertwine effect-free and effectful computations into a single monad.

---

To simplify the presentation we take the type `DBEntry` to be `String` and consequently `hash :: String → String`. While a real database library will have a much richer representation of database entries, this simplification has no impact on the point being made.

```haskell
mkDBEntries :: FormData → ([DBEntry], [DBEntry])
mkDBEntries form =
  ([screenName form, userEmail form, userName form],
   [hash (password form)])
```

Alice

Bob
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We also consider the treatment of other covert channels \cite{14} like
\( T \) written work \cite{4, 30}, we focus on the terminating fragment of DCC, thus
influence private computations. In contrast, public data is allowed
to reside in the same or a more sensitive family of
\( H \) or public), where
\( \ell \) dictates that information with sensitivity \( \ell \) can flow into entities
of sensitivity \( \ell' \). For simplicity, we restrict ourselves to the classic two-point lattice with levels \( H \) (for high or private) and \( L \) (for low
or public), where \( H \nsubseteq L \) is the only disallowed flow.

The key property of DCC is that, once a value gets protected
(wrapped) by \( T \), any computation that depends on it is forced
to reside in the same or a more sensitive family member of \( T \).
That is to say that, once data is considered private, it may only
influence private computations. In contrast, public data is allowed
to influence both private and public computations. To capture this
property, DCC provides a special typing rule for \texttt{bind}—after all, this
is the operator which extracts values from computations of type
\( T \). Such a typing rule prevents, for instance, public computations,
of type \( T_e(a) \), from depending on sensitive ones, of type \( T_H(a) \).

Figure 1 shows the typing rules for \texttt{return} and \texttt{bind}, respectively.
We denote bind as \( (\gggg) \) \footnote{In the seminal work on DCC, the authors introduce bind as a let-like binding, \texttt{bind} \( x = e \in \ell' \). Instead, we denote it as \( (\gggg) \) since it looks more familiar for a Haskell programmer. This choice is, however, only for improving the presentation.}—observe the extra \( \ell \) character compared to the bind operation \( (\gggg) \) from Haskell. The notation \( \Gamma \vdash e : \tau \) denotes the judgement \( \textit{"given the assumptions in } \Gamma \textit{, the expression } e \textit{ has type } \tau \textit{, where } \Gamma \textit{ is on the form } a_0 : \tau_0, a_1 : \tau_1, \ldots \textit{ for some variables } a_0, a_1, \ldots \textit{ and types } \tau_0, \tau_1, \ldots \). The \( (\gggg) \) operator takes a computation \( m \) and a function \( f \) and computes the result of \( m \) and applies \( f \) to that result, yielding a new computation. For a functional programmer familiar with monads, DCC’s bind has the no-standard type
\( \ell \leq s \Rightarrow T_e(a) \rightarrow (a \rightarrow s) \rightarrow s \),
where the type \( s \) is subject to the restriction \( \ell \leq s \) (explained below), rather than the conventional type
\( T_e(a) \rightarrow (a \rightarrow T_e(b)) \rightarrow T_e(b) \).

In Section 3, we will show that \( (\gggg) \) subsumes the standard bind operator, we therefore refer to it as \texttt{super-bind} from now on.

The typing rules for \texttt{return} and \texttt{bind} differ from the traditional typing rules for monadic operations in two ways. Because DCC is a label-monomorphic calculus, the primitive \texttt{return} features a sub-index \( \ell \) denoting the family member which protects the given argument \footnote{Observe, however, that sub-indexes are not strictly necessary since types can provide those indexes too.}. Other than that, this primitive is completely standard. Intuitively, the rule for super-bind forces the result to be protected at the same, or higher, level as the input. This last invariant is enforced by the side condition \( \ell \leq s \) (pronounce \( \text{"s is protected at } \ell \text{"} \)).

Figure 2 formally introduces the \( \leq \)-relation. The judgement \( \ell \leq s \) is defined by structural induction on \( s \):
\begin{itemize}
  \item \( T_e(s) \) is protected at \( \ell \) when \( \ell \subseteq \ell' \) or \( s \) is protected at \( \ell \).
  \item \( (s \times t) \) is protected at \( \ell \) when \( s \) and \( t \) are both protected at \( \ell \).
  \item \( s \rightarrow t \) is protected at \( \ell \) when \( t \) is protected at \( \ell \).
  \item \( () \) is protected at \( \ell \).
\end{itemize}

This definition is very similar to the original definition by Abadi et al., it only differs in the rule \( (R3) \), which was first introduced by Tse and Zdancewic in \cite{31}.

We provide some examples to clarify how super-bind works.

Example 2.1 (Respecting the security lattice). The super-bind allows computations to be built as long as they follow the order-
relation described by the security lattice. For instance, super-bind type-checks if the computation stays within the same level \footnote{Technically, we take the type \texttt{Bool} to denote the DCC sum type \( () + () \), and type \texttt{Int}

\[ T_L(\text{Int}) + x \gggg \text{\texttt{\lambda} } n. \text{\texttt{return}}_H \text{\texttt{n}} : T_H(\text{Int}) \]

\]}.

Likewise, super-bind type-checks if the result is more sensitive than the input.
\[ x : T_L(\text{Int}) + x \gggg \text{\texttt{\lambda} } n. \text{\texttt{return}}_H \text{\texttt{n}} : T_H(\text{Int}) \]
The next piece of code is therefore well-typed.

\[ \emptyset \vdash \text{return} \ 42 >>> \lambda n. \text{return} \ n \]

Example 2.2 (Statically predicted values). DCC leverages types to identify certain values which are independent of secrets. This aspect provides a more flexible super-bind, i.e., a super-bind which does not demand protection on the resulting value when it is unitary. For instance, code below type-checks in DCC.

\[ \emptyset \vdash \text{return}_H \ 42 >>> \lambda n. \text{return}_H (n + 1) : () \]

Observe that we started with a public value and end up with a sensitive one. However, downgrading the sensitivity of the data is disallowed. For example, the following program is ill-typed as \( H \not\sqsubseteq L \).

\[ \emptyset \vdash \text{return}_H \ 41 >>> \lambda n. (\text{return}_H (n + 1)) : () \]

Example 2.3 (Sums). Unlike products, super-bind cannot be flexible when it comes to sums. To protect a sum, it is not enough to just protect the content of their options. This is mainly due to the fact that the type of sums does not reflect the option being taken—thus, it can be misused to reveal information. The following ill-typed program shows that.

\[ \text{return}_H \ s >>> \lambda n. \text{if} \ n == 0 \ \text{then} \ \text{inl}(\text{return}_H 1) \ \text{else} \ \text{inr}(\text{return}_H 0) \]

If this code were well-typed, it would be enough to observe if the returned value is a left \((\text{inl} 1)\) or right \((\text{inr})\) injection to know if the secret is zero—despite the content of the options being protected.

3 EMBEDDING DCC IN HASKELL

In this section, we show how to implement DCC in Haskell\(^5\) by leveraging on some of the recently added features of its type system. Importantly, the obtained code can be seen as a syntactic translation of the rules described in Figures 1 and 2, which gives us not only an elegant code but also confidence about its correctness.

\[ \text{data} \ \text{Lattice} = L \mid H \]

\[
\begin{align*}
\text{type family } \ell \sqsubseteq \ell' \ &\text{where} \\
H \sqsubseteq L &\Rightarrow \text{False} \\
\_ \sqsubseteq \_ &\Rightarrow \text{True}
\end{align*}
\]

\[ \text{Figure 3: A lattice implemented with type families.} \]

\[ \text{-- definition of } T \text{ as an abstract data type} \]

\[ \text{data} \ T \ (\ell :: \text{Lattice}) \ a = T^{\text{ICB}} \mid \text{un} T^{\text{ICB}} :: a \]

\[ \text{-- type signatures} \]

\[ \text{return} :: \ a \rightarrow T \ell \ a \]

\[ \text{as} :: (\ell \leq s) \rightarrow \text{True} \Rightarrow T \ell \ a \rightarrow (a \rightarrow s) \rightarrow s \]

\[ \text{-- implementation} \]

\[ \text{return} = T^{\text{ICB}} \]

\[ t >> = f = f \ (\text{un} T^{\text{ICB}} \ t) \]

\[ \text{Figure 4: Core DCC primitives} \]

\[ \text{type family } \ell \leq t \ &\text{where} \\
\ell \leq (T \ell' \ s) &\Rightarrow \ell \sqsubseteq \ell' \lor \ell \leq s \\
\ell \leq (s, t) &\Rightarrow \ell \leq s \land \ell \leq t \\
\ell \leq (s \rightarrow t) &\Rightarrow \ell \leq t \\
\ell \leq () &\Rightarrow \text{True} \\
\ell \leq s &\Rightarrow \text{False} \]

\[ \text{Figure 5: The } \leq \text{-relation as a closed type family.} \]

Security lattice. Because we want to use Haskell’s type system to implement the security features of DCC, we need to represent our lattice at the type level. Figure 3 shows our implementation for the two-point lattice. It uses Haskell’s extensions for closed type families [10] and data kinds [35]. In a nutshell, closed type families are no more than type-level functions. The code defines such a function by introducing the type-level \(\sqsubseteq\)-relation on two arguments \(\ell\) and \(\ell'\). The DataKinds extension, on the other hand, is not strictly necessary but allows booleans and security level constructors \((L\text{ and }H)\) to be promoted to the type level—hence, it yields more elegant and self-descriptive code. In other words, constructors \(L\) and \(H\) belonging to the data type \text{Lattice} can be interpreted as types too! In fact, the equations in Figure 3 involve types (and not terms) \(L\), \(H\), \text{True}, and \text{False}. The key part of the implementation is that the equations capture the expected security policy. Namely, as pointed out in Section 2, \(H \not\sqsubseteq L\) is the only disallowed flow. It is also possible to encode more complex (potentially infinite) security lattices using type families [6]—e.g., the lattice induced by disjunction category labels [25], where security levels express concerns of mutually distrusting principals.

Dependency tracking. The key component necessary to obtain DCC-style dependency tracking is the implementation of the \(T\)-monad family and its corresponding operations. Figure 4 shows our Haskell definitions for \(T\), \text{return} (\text{return} \text{ICB}), and super-bind (\text{as}). At first glance, the code looks almost like a mere syntactic translation of the typing rules from Figure 1—except for the equality type constraint \((\ell \leq s) \rightarrow \text{True}\) (explained below). Just as in DCC, the type constructor \(T\) is a family of identity monads indexed by a security level \(\ell\) coming from the kind \text{Lattice}. The definition of \(T\) involves “constructor” \(T^{\text{ICB}} :: a \rightarrow T \ell \ a\) and the “destructor” \text{un} \(T^{\text{ICB}} :: T \ell \ a \rightarrow\)
instance Monad (T ℓ) where
  return :: a → T ℓ a
  return = return
  (>>=) :: T ℓ a → (a → T ℓ b) → T ℓ b
  (>>=) = (↝)

Figure 6: Monad instance for T ℓ

Alice

<table>
<thead>
<tr>
<th>data FormData = FD</th>
</tr>
</thead>
<tbody>
<tr>
<td>password :: T H String,</td>
</tr>
<tr>
<td>userName :: T H String,</td>
</tr>
<tr>
<td>userEmail :: T L String,</td>
</tr>
<tr>
<td>screenName :: T L String</td>
</tr>
</tbody>
</table>

With this implementation of FormData, Bob’s old code will no longer be type correct. This is because userName now returns a String protected at H, but the return type of the mkDBEntries expects a T L String. As noted previously, Bob has no way to go from a T H String to a T L String. The type system guarantees that the real name of the user is kept safe. He is forced to rewrite his implementation of mkDBEntries as follows.

Bob

mkDBEntries :: FormData →
  (T L [DBEntry], T H [DBEntry])

mkDBEntries form =
  (sequence [screenName form, userEmail form],
   sequence [hash (password form), userName form])

The sequence :: [T ℓ a] → T ℓ [a] function collects the results produced by a list of protected computations and it is implemented as a derived operation, i.e., it does not break DCC abstractions. Observe that the name of the user is now in the correct list of database entries.

Monads in Haskell and super-bind. To convince Haskell’s compiler that T ℓ is a monad, it is necessary to provide a Monad typeclass instance for T ℓ, i.e., we need to implement the return and (↝) operators over that type. As claimed above, super-bind is general enough to implement (↝). Figure 6 shows that, by specializing the type of (↝), each family member T ℓ, for a certain ℓ, can indeed be made an instance of the Monad type class.

Type errors. The reader may be concerned that the use of advanced features of the Haskell type system, like closed type families and data kinds give rise to complicated and difficult to interpret type errors. Indeed, this appears to be the case, in the worst cases type errors are on the form “Could not unify ’False with ’True, arising from the use of >>>>>”. However, recent work by Serrano and Hage [22] provides methods for improving type errors in Haskell programs by defining domain specific type errors. We note the incorporation of such techniques into our encoding of DCC as future work.
The advantage of such an approach would be that it makes the DCC. However, be aware in mind that we expect to end up with a establishing the correspondence between these two formulations. Before we start answering that question, Figure 7 recapis the laws question is what such an isomorphism would look like for DCC? (use both—we refer the interested reader to [34] for further details.

Every interface has its pros and cons and programmers are likely to track of the dependencies. Possibly employing a type like:

\[
\text{return } :: a \rightarrow m a
\]

“super-join” and “super-fmap” so we will refer to them as join^{DCC} and fmap^{DCC}, respectively. The code for these functions are given in Figure 8. These functions are simply computed by replacing all occurrences of (\(\bowtie\)) with (\(\bowtie_{\bowtie}\)), join with join^{DCC}, and fmap with fmap^{DCC} in Figure 7. The derived join^{DCC} inherits the constraint from (\(\bowtie\)) that checks if a certain type s is protected by \(\ell\)–i.e., \((\ell \leq s)\)–True. This function basically removes the \((T \ell)\)-monad when the value that it protects is already protected by \(\ell\). The derived fmap^{DCC}, on the other hand, allows us to map a function over the content of the \((T \ell)\)-monad but potentially returning the result in a more sensitive family member \(T \ell'\), where \(\ell \subseteq \ell'\).

Unfortunately, we need to go through some contortions when using join^{DCC} and fmap^{DCC} in a way similar to how we would use join and fmap, respectively. To illustrate this point, we consider the case where we have a computation \(t :: T H (T L a)\) that we want to “join” (collapse) in order to return something of type \(T H a\). We then proceed to use super-join as follow.

\[
t' :: T H a

\]

\[
t' = \text{join}^{DCC} (\text{fmap}^{DCC} (\text{fmap}^{DCC} \text{return}_{H} t))
\]

Observe that the problem with this example is that \(T L a\) is not protected by \(H\), therefore, we cannot simply apply join^{DCC}—the type constraint \(H \bowtie (T L a)\) does not hold! Instead, we need to transform \(t\) into something of type \(T H (T L (T H a))\) by calling fmap^{DCC} \(\text{fmap}^{DCC} \text{return}_{H} t\). After that, we take the two inner \(T L\)’s, i.e., \(T L (T H a)\), and collapse them to \(T H a\)–this is done by the inner join^{DCC}. To conclude, the outer join^{DCC} takes something of type \(T H (T H a)\) and collapses it to \(T H a\) as wanted.

As types become more complex, for example when we have a term \(t\) of type \(T H (T L a, T H b)\), we would expect to be able to use join^{DCC} to get a (collapsed) term \(t'\) of type \((T H a, T H b)\), but once again we arrive at a verbose implementation.

\[
t' :: (T H a, T H a)

\]

\[
t' = \text{join}^{DCC} (\text{fmap}^{DCC} \\
(\lambda(t_1, t_2) \rightarrow (\text{join}^{DCC} (\text{fmap}^{DCC} \text{return}_{H} t_1), t_2)) t)
\]

As in the example above, we need to convert the first component of the pair from something of type \(T L a\) to something of type \(T L (T H a)\) to be able to collapse it to something of type \(T H a\). Once that is done, the outer join^{DCC} collapses \(T H (T H a, T H a)\) to \((T H a, T H a)\) as expected.

All these contortions arise from having public values wrapped in a sensitive T-family member, which makes them effectively non-public values. To convince the type system that this is the case,
we need to take those public values and upgrade them to sensitive ones, i.e., transforming them from something of type \( T L a \) into something of type \( T L (T H a) \) with \( \text{unmap}^{\text{tec}} \). After that, the \((T L)\)-monad can be removed using \( \text{join}^{\text{tec}} \). To simplify the life of the programmer, we implement the type class \textit{Upgrade} \( a \ b \) in Figure 9. The type class provides the (overloaded) operators \( \text{up} :: a \rightarrow b \) which precisely implements the procedure for upgrading values of type \( a \) into values of type \( b \) to have potentially more sensitive labels. The most interesting cases for \( \text{up} \) is the instance involving the \( T \)-monad family present in Figure 9—see Appendix A.1 for more details. In that case, to upgrade \( T \ell \ a \) into \( T \ell' \ a \), it must be the case that \( \ell' \) is at least as sensitive as \( \ell (\ell \subseteq \ell') \). Observe that the instance demands the type constraint \((\ell \subseteq \ell') \sim \text{True}\), which arises from the use of \((\bowtie)\).

With the type class \textit{Upgrade} in place, we proceed to change the definition of \( \text{join}^{\text{tec}} \) to automatically adjust labels when needed—see Figure 10. Different from \( \text{join}^{\text{tec}} \), \( \text{join}^{\text{tec}} \) allows for a more elegant code. We revisit the examples shown before. When we have a term \( t :: T \ell \ (T H a) \), we can transform it to a term of type \( t :: T H a \) as follows.

\[
\begin{align*}
t' &:: T H a \\
t' &\equiv \text{join}^{\text{tec}} \ t
\end{align*}
\]

Similarly, when we have a term of type \( T H (T L a, T H b) \), we can make an expression of type \( (T H a, T H b) \) as follows.

\[
\begin{align*}
t' &:: (T H a, T H b) \\
t' &\equiv \text{join}^{\text{tec}} \ t
\end{align*}
\]

The equations in Figure 7 hold for \( \text{join}^{\text{tec}} \) provided that the type constraint \( Upgrade \ s \ s' \) can be satisfied. For instance, if the \( up \) method does not change the type, that is to say \( Upgrade \ s \ s \) holds, then we have exactly the same equations that we had previously.

It is also possible to derive \((\bowtie)\) from \( \text{join}^{\text{tec}} \) and \( \text{unmap}^{\text{tec}} \). This encoding requires \( \text{join}^{\text{tec}} \) and \( \text{unmap}^{\text{tec}} \) to use \( \text{un}^{\text{tec}} \) in their definitions. A natural questions is then if such occurrences of \( \text{un}^{\text{tec}} \) are sound—i.e., it does not provide opportunities to leak information. We argue that, as long as the equations in Figure 7 hold for the

DCC variants, it is possible to translate every occurrence of \( \text{join}^{\text{tec}} \) and \( \text{unmap}^{\text{tec}} \) back into \((\bowtie)\), which in turn uses \( \text{un}^{\text{tec}} \) safely due to its type constraint. We leave the primitive definitions of \( \text{join}^{\text{tec}} \) and \( \text{unmap}^{\text{tec}} \) as well as the derivation of \((\bowtie)\) as an exercise for the reader.

5 SIDE-EFFECTS

In this section, we show how to extend DCC to handle effects. Being a family of identity monads, \( T \) does not provide any interesting side-effect on its own. At a first glance, it is not clear that effects can be naturally handled by DCC without having to trust the implementation of each and every effect. Approaches for information-flow control in Haskell have typically intertwined security concerns with monadic effects, i.e., side-effects are performed by primitive operations of their respective security monads (see for example [18, 19, 26]). Instead, we show that, as long as side-effects can be mimicked or denoted by pure computations [33], they can be added “on top” of our implementation of DCC. In other words, we show that the implementation of such effects need not be inherently trusted, but may be added to a monad of type \( T \ell \) without using \( \text{un}^{\text{tec}} \) the only primitive that must be handled with care. The main idea that makes this possible is to place the \((T \ell)\)-monad at the bottom of a stack of monads (where each layer implements an effect). By doing so, data handled by upper layers is wrapped, i.e., protected, by \( T \ell \). Figure 11 depicts this idea.

The rest of the section shows the derivation process of securely adding the most common effects to DCC, namely outputs, state, and error handling. For simplicity, we focus initially on effects provided by the \textit{Writer} monad, a monad which equips computations with outputs.

5.1 Outputs

To start adding outputs, we resort to one of the most frequent tools that Haskell programmers rely on: \textit{monad transformers} [16]. In a nutshell, a monad transformer provides effects similarly to regular
We will show that DCC guides us to a secure implementation of

We use the name

will show how it extends when adding state as side-effect later.

when information might get leaked, e.g., when a program tries to

which extends the

ℓ

HT

H

ℓ

When considering the security level

provide secure outputs. The type class provide operations to

an (associative) operations to concatenate outputs—see details in

Appendix A.2. Figure 13 shows an auxiliary type class needed to

ulate the space of outputs which are, at least, as sensitive as a given

security level ℓ. The associated type SegmentsAbove ℓ defines the

structure of all the levels strictly above ℓ. The project function takes

the outputs and returns the partitions at level ℓ and higher. The

merge function, on the other hand, takes all segments (Segments o)

and replaces the values at level ℓ and higher by the first argument

(T ℓ o, SegmentsAbove ℓ o). To illustrate how this type class works,

Figure 14 shows instances useful for the two-point lattice, where

outputs have type o. The instance Project H indicates that there

are no outputs strictly more sensitive than H by defining type

SegmentsAbove H o as unit, i.e., (). Similarly, the instance Project L

indicates that the memory strictly above L is of type T H o by

defining SegmentsAbove L o as T H o. The implementation for

project and merge of both instances are self-explanatory. Note that,

so far, we do not need to trust any other aspects of our code than

what we trusted before—we have not used unTcb at all!

Figure 15 shows the secure, derived, implementation of tell. The

type constraints in the type signature of tellpt reflect that outputs

and partitions have a monoid structure—see constraints Monoid o

and Monoid (SegmentsAbove ℓ o), respectively. The constraint

Project ℓ o arising from the use of merge in the definition of tellpt.

This function is simply defined as merging the output t into an

empty output (mempty). Ostensibly, the type signature looks insecure,

i.e., the argument to tellpt is protected at ℓ (T ℓ o) but the

resulting computation handles (protects) data at arbitrary label ℓ’

(WT o ℓ’ () )—recall the definition of WT in Figure 12. However,

precisely because the argument is of type T ℓ o, it means that it

will be always protected at ℓ, no matter in what context we attempt

to output it. As a result, calls to tellpt with public arguments in sen-

sitive contexts are allowed but no effects would be ever performed.

To illustrate this point, we proceed to describe some examples.

Example 5.1. Consider the code below.

```haskell
class Project (ℓ :: Lattice) where
  type SegmentsAbove ℓ o
  project :: Segments o → (T ℓ o, SegmentsAbove ℓ o)
  merge :: (T ℓ o, SegmentsAbove ℓ o) → Segments o
    → Segments o

Figure 13: The Project type class.

We use the name Segments instead of Outputs as the idea of partitioning data by security level is more general than outputs and we will show how it extends when adding state as side-effect later.

In the writer monad, the operation producing outputs is the function tell :: MonadWriter m o m → o → m (), where m is the type of the writer monad and o is the type of the output being produced. What would be a secure version of tell? Intuitively, it should be the case that taking something at confidentiality level ℓ1, it should be only possible to write in the output partition label with ℓH, where ℓH is the same as or higher than ℓ1, that is ℓ1 ⊆ ℓH. This is known as the no-write-down policy [3]. A computation is secure as long as it does not write data to less sensitive sinks. We will show that DCC guides us to a secure implementation of tell, called tellpt, which implements precisely the no-write-down policy. To help readers, we indicate the relationship between type variables in their subindexes, we use type variables ℓ1 and ℓH to attest that ℓ1 ⊆ ℓH. Before diving into the details of tellpt, we need to implement some auxiliary functions.

For the rest of the section, we need to consider that outputs have a monoid structure, i.e., they have both a neutral element and an (associative) operations to concatenate outputs—see details in Appendix A.2. Figure 13 shows an auxiliary type class needed to provide secure outputs. The type class provide operations to manipulate the space of outputs which are, at least, as sensitive as a given security level ℓ. The associated type SegmentsAbove ℓ defines the

instance Project H where
  type SegmentsAbove H o = ()
  project (_ h) = (h, ())
  merge (h, ()) (ℓ, h) = (ℓ, h)

instance Project L where
  type SegmentsAbove L o = T H o
  project (ℓ, h) = (ℓ, h)
  merge (ℓ, h) _ = (ℓ, h)

Figure 14: Instances for Project H and Project L

tellpt :: (Monoid o, Monoid (SegmentsAbove ℓ o)
          , Project ℓ o) ⇒ T ℓ o → WT o ℓ’ ()
tellpt t = tell (merge t mempty)

Figure 15: Secure version of primitive tell.
```
Where the lift :: \( T \ell a \rightarrow WT o \ell a \) function unlables a \( T \ell \) value at the correct security level in the \( WT \) monad. The example seems to be insecure: depending on the value of the secret (bool), the program produces a public output (\( tell^{wt} \) output). However, since the resulting type is \( WT o H \) (\( \ell \)), it means that all the outputs are indeed protected by \( H \) — thus, the code does not leak information! In other words, once in the monad \( WT o H a \), any public output has no effect since the whole output domain is protected by \( H \).

The reason why the example above is secure relies on the fact that monad transformers are implemented using pure functions and that the \( T \ell \)-monad is placed at the bottom of the monadic stack. By definition, the monad transformer \( Writer\ell \) (as most monad transformers do) manipulates the underlying monad to introduce the output effect. More concretely, the type \( WT o H a \) (\( \ell \)), \( Writer\ell (Outputs o) \) (\( H \)) \( a \), is isomorphic to the type \( T H (a, Outputs o) \). Observe how the monad transformer leverages on the \( H \)-monad to carry around outputs. This fact implies that all the outputs are considered sensitive by \( WT o H a \). Then, it is not surprising that \( tell^{wt} \) can be called with a public argument in sensitive contexts; after all, outputs are effectively secret!

Example 5.2. Consider instead the following code.

\[
secure :: Monoid o \Rightarrow T L o \rightarrow T H Bool \rightarrow WT o H ()
\]

\[
secure output secret = do\ boolean \leftarrow lift secret
\]

\[
when\ boolean (tell^{wt}\ output)
\]

This function is very similar to that in the example above, except that the value to output is now sensitive (\( T H o \)), while the boolean (\( T L Bool \)) and the writer monad are not (\( WT o L () \)). As before, the code is safe to execute, i.e., a sensitive output gets performed based on the value of a public boolean.

One could still argue that the type of \( tell^{wt} \) should restrict the programmer and give a type error in the case where \( \ell \not\subseteq \ell' \). This would have no impact on security. The generality of \( tell^{wt} \) is comfortable; it allows for securely and indiscriminately writing to different outputs at different levels.

### 5.2 Label creep

Although the interface provided by \( tell^{wt} \) is secure, it leaves some things to be desired. As illustrated by Example 5.1, computations depending on sensitive data force the entire computation to be protected at \( H \). In other words, after inspecting a secret, public outputs are tainted with the label of the secret. This phenomenon is known as label creep: the label associated with the computation reaches a point where it is not possible to perform any useful side-effects—even if the effects are benign and do not attempt to leak information. We illustrate the label creep problem in the following example.

Example 5.3. Even though the following example is well typed, and therefore secure, the intended public output on the final line (\( tell^{wt} \) somethingPublic) occurs inside the \( WT o H \)-monad. Consequently, it is considered secret.

\[
creep :: Monoid o \Rightarrow T H Bool \rightarrow WT o H ()
\]

\[
creep th = do\ secret \leftarrow lift th
\]

\[
when\ secret (tell^{wt}\ somethingSecret) -- secret output
tell^{wt}\ somethingPublic -- intended public output
\]

To mitigate the label creep problem, we introduce another derived function called \( cast^{wt} \). Figure 16 shows the type signature for \( cast^{wt} \). Starting with the types, the \( Monoid o \) constraint arises from the use of the \( Writer \) effect, while the other two deserve some explanation. The constraint \( Project \ell\ H o \) tells us that some manipulation on the sensitive part of the outputs takes place in \( cast^{wt} \) (explained below). Finally, the constraint \( (\ell_1 \leq OutputsAbove \ell_1 o) \) is redundant but appears in the type signature due to the inability of Haskell to figure out that \( \ell_1 \) protects all the outputs about itself.

The function \( cast^{wt} \) runs a computation in the \( WT o \ell_1 H \)-monad (given as argument) and injects the produced sensitive outputs as part of the outputs handled by the resulting \( WT o H \)-monad. It also protects the result of type \( a \) with label \( \ell_1 H \), that is \( T \ell_1 H a \). By applying \( cast^{wt} \), we do not need to remain in the \( WT o H \)-monad every time we need to inspect a secret. The role of \( cast^{wt} \) is to convert (cast) sensitive computations (at level \( \ell_1 \)) to public ones (at level \( \ell_1 H \)) without leaking any information, while still retaining both the sensitive result and side-effects. Note that any public side-effects that may have been performed in the sensitive context are discarded by \( cast^{wt} \), this is possible because we are in a pure setting. In the jargon of more traditional IFP systems, \( cast^{wt} \) is an operation which allows to temporarily raised the program counter [32].

Figure 17 shows a graphic rendering of the core operational semantics of \( cast^{wt} \) — we refer readers to Appendix A.3 for the concrete implementation. As a first step, \( cast^{wt} \) runs its argument of type \( WT \ell_1 H a \), which results in a result \( x :: a \) and outputs of type \( Outputs o \) — see left part of the graphic. From the produced outputs, we identify three segments of outputs: the outputs at level
\(\ell_H\) and higher, respectively denoted by variable \(oh :: T \ell_H\) o and \(oa::OutputsAbove \ell_H\) o, and outputs which are strictly less sensitive or incomparable to \(\ell_H\), denoted by \(rest\) in the graphic. Function \(cast^{WT}\) then proceeds to deconstruct, by using super-bind, the returned value and the outputs \(\lambda(x, outputs) \rightarrow \ldots\). The outputs at level \(\ell_H\) and above are extracted (project outputs), an action that produces the tuple \((oh,oa) :: (T \ell_H\) o,\(OutputsAbove \ell_H\) o). Hence, it disregards any other outputs (i.e., \(rest\)) and considers only those that can be safely affected by the computation of type \(WT \ell_H\) a, i.e., those outputs which do not write down from the security level \(\ell_H\). The key realisation behind the implementation of \(cast^{WT}\) is that, while sensitive computations may depend on low data, they may not influence low outputs; a property ensure by the type system! The idea of \(cast^{WT}\) is common in other Haskell IFC libraries [18, 19, 26]. However, different from them, \(cast^{WT}\) is a derived operation rather than a trusted primitive. We should remark that the core idea of \(cast^{WT}\) is present in the appendix of the DCC paper [1] when showing an embedding of the imperative (stateful) SV-calculus in DCC. In the next section, we show that the core idea behind \(cast^{WT}\) can be extended to cover other effects mimicked by pure expressions, namely, state and error handling.

5.2.1 Revisited running example. With \(cast^{WT}\) in place, Alice and Bob can rewrite their application to make use of the power of monadic effects.

Example 5.4. As Alice decides to add more and more functionality to her website, she realises that a Writer effect is necessary to handle the many functions for generating database entries. Furthermore, Alice has decided to add a function \(isSecure :: String \rightarrow Bool\) which checks if a password is deemed secure.

With this implementation, Alice can decide when she, in the trusted code, obtains the result of \(mkDBEntries\) and if she is to commit the result to the database based on the result in the \(T H\) Bool coming from the action \(return\) sec. Note that \(cast^{WT}\) allows Bob to write the sensitive part of the code as a stand-alone module.

6 COMBINING EFFECTS

In this section, we show that it is possible to derive secure operations capable of handling multiple effects via monad transformers.

6.1 Error handling

We begin by extending the \(WT\)-monad with exceptions to create the \(WT\)-monad (where the \(E\) stands for errors)—see Figure 18. The type \(WT\ o \ell\ a\) is a monad stack which consists on the \((T \ell)\)-monad at the bottom, the monad transformer \(ErrorT\ String\) in the middle (which extend the \((T \ell)\)-monad with error messages of type \(String\)), and \(WriterT\ (Outputs\ o)\) at the top—Figure 19 depicts the monadic stack.

The interface for \(WET\) is similar to that of \(WT\), i.e., it provides the primitive \(tell^{WT}\). It also provides the functionality for throwing \((throwError)\) and catching \((catchError)\) errors. The key difference between the interface of \(WT\) and \(WET\) lies in the implementations of \(cast^{WT}\) and \(cast^{WET}\). The derived operation \(cast^{WET}\) requires checking if the sensitive computation threw an error—an error that must be kept secret \((T \ell_H\ (Either\ Error\ a))\). This occurs because the monad family \(T\) keeps us from communicating errors from a sensitive \((\ell_H)\) to a less sensitive \((\ell_L)\) context. Since the error might occur within the \((WT\ o \ell_H)\)-monad, the error must then remain protected by \(\ell_H\). This restriction is in agreement with how other IFC libraries deal with exceptions [18, 26]. Differently from such libraries, we derive how to securely deal with errors by simply using \(T\ \ell\) and the DCC typing rules.
We explore if DCC is capable of securing effects provided by one of the most popular monads in Haskell, i.e., the \texttt{IO} monad. This monad provides the API to perform effects via the underlying \texttt{IO} system, e.g., the file system, network communication, running executables, etc. The \texttt{IO} monad, different from the ones we have seen so far, is opaque and lacks a manner to "get out of it" without possibly breaking type-safety [29]—i.e., there is no safe function of type \texttt{IO} \( a \to a \). Once a computation has type \texttt{IO}, it will remain there.

We argue that DCC can only secure effects which can be represented in a pure way (like state, exceptions, etc.), but not the ones provided by the (opaque) \texttt{IO} monad. To illustrate this point, let us consider \texttt{IO}-effects inside the \texttt{(T H)}-monad, i.e., a computation of type \texttt{T H} (\texttt{IO} \( a \)). Are such \texttt{IO}-effects safe to perform? The answer is no, we have no guarantee how such effects were constructed or what they do! If those effects were internal to the program, like state or exceptions, they could potentially be managed as described before, i.e., building a monadic stack where the \texttt{T} \( \ell \)-monad is at the bottom. However, \texttt{IO}-effects could also involve external communication or any other type of effects. For instance, they could observe sensitive information and send it over the network.

One could be tempted to conceive a primitive of the form

\[
\texttt{secureIO} :: \texttt{T H} \ (\texttt{IO} \ a) \to \texttt{IO} \ (\texttt{T H} \ a)
\]

where the \texttt{IO}-actions are being taken out of the \texttt{T H}-monad—after all, they cannot be observed (the \texttt{IO} monad is opaque). Unfortunately, \texttt{secureIO} does not honor to its name. Consider the following leaking program.

\[
\texttt{attack} :: \texttt{T H} \ 	exttt{Bool} \to \texttt{T H} \ (\texttt{IO} \ \texttt{Bool})
\]

\[
\texttt{attack} \ tb =
\]

\[
\begin{array}{l}
\texttt{tb} \&\& \lambda b \to \texttt{do} \texttt{if} \ b \ \texttt{then} \ \texttt{putStrLn} \ "\texttt{True}" \ \\
\ \ \ \ \texttt{else} \ \texttt{putStrLn} \ "\texttt{False}"
\end{array}
\]

\[
\texttt{return}_H \ (\texttt{return} \ b)
\]

\[
\texttt{leak} :: \texttt{T H} \ 	exttt{Bool} \to \texttt{IO} \ (\texttt{T H} \ \texttt{Bool})
\]

\[
\texttt{leak} = \texttt{secureIO} \circ \texttt{attack}
\]

This code always returns the same boolean wrapped in the \texttt{IO}-monad (\texttt{return} \( b \)), while it performs two different effects depending on the value of the secret boolean \( b \)—i.e., either showing "True" or "False" on the screen. Consequently, when applying \texttt{secureIO} and taking the \texttt{IO}-effects "out" of \texttt{T H}, the attacker can execute them and infer the value of \( b \) from reading the console—which is a public channel. This argument has been previously brandished to justify the introduction of another security monad capable to handle \texttt{IO}-effects [18, 19, 26]. In this work, however, we restrict ourselves to only having the \texttt{T} \( \ell \)-monad family.

Alternatively, it could be argue that there could be a pure representation of the \texttt{IO}-effects rather than the \texttt{IO} monad itself [27]. Having that, it is just a matter of placing (\texttt{T} \( \ell \))-monads in the pure representation of actions according to the sensitivity of inputs and outputs. We declare this intriguing idea as future work.

### 7 RELATED WORK

DCC. The seminal work on DCC [1] has inspired a large amount of work. Tse and Zdancewic translated DCC into System F [30].

---

#### 6.2 State

Another effect which can be implemented on top of DCC is state. In order to indicate that the focus is now on state, we change the type variable \( \ell \) denoting "outputs" for type variable \( s \) denoting "state". We also introduce type synonyms for \texttt{Segments} \( s \) and \texttt{SegmentsAbove} \( \ell \) \( s \) as \texttt{State} \( s \) and \texttt{StateAbove} \( \ell \ s \) respectively.

Figure 20 shows the definition and interface of stateful computations as the \texttt{(ST s \( \ell \) \( a \)}}-monad. It is simply the application of the stateful \texttt{(StateT \( s \)}} monad transformer over \texttt{ST \( s \)}} and \texttt{T \( \ell \)}}. The interface presents specific primitives to fetch (\texttt{get}) and store state (\texttt{put}). The type signature for \texttt{castST} is exactly the same as \texttt{castWT} except for mentioning \texttt{ST} and \texttt{StateAbove} instead of \texttt{WT} and \texttt{OutputsAbove}, respectively—Appendix A.8 shows the complete, derived, implementation of \texttt{castST}.

As the \texttt{WT} monad can be extended to handle errors, so it can be the \texttt{ST} monad. Figure 21 shows the interface for the \texttt{(SET s \( \ell \) \( a \)}}-monad, a monad with state and error handling. The idea behind \texttt{castSET} is the same as \texttt{castST}, catch the error and put it in the result, adjusting the effect accordingly (depending on \texttt{EitherT} being on the outside or inside of \texttt{StateT}).

#### 6.3 I/O

We explore if DCC is capable of securing effects provided by one of the most popular monads in Haskell, i.e., the \texttt{IO} monad. This monad
They conceived the rules for () and use parametricity to prove non-interference. Authors also provided an implementation of DCC in Haskell [30]. However, this implementation differs from ours in two main aspects. First, the $T \rightarrow a$ monad is isomorphic to the type $\ell \rightarrow a$ rather than an identity monad as originally conceived in DCC [1]—this representation is inspired by the translation of DCC into System F. Secondly, the super-bind operator is implemented as an overloaded primitive (type-class). As a result, it is necessary to give an implementation of super-bind for each possible type constructor present in DCC. Instead, we provide a single implementation of super-bind and provide a type-level function to enforce the corresponding security checks—which aligns with having a single typing rule for super-bind in DCC. Shikuma and Igarashi gave a counterexample to show that Tse and Zdancewic translation was not sound [23, 24]. Instead, Shikuma and Igarashi propose a calculus very much inspired by DCC, called sealing calculus. To make their translation proof work, they weaken the source language, i.e., admit some additional well-typed terms compared with DCC, at the same time strengthening the target language to be a restricted version of System F. Recently, Bowman and Ahmed show a sound translation from DCC into System F by the use of existential types [4]—thus being the first ones to prove non-interference by encoding it in parametricity. As in [4, 23, 24], our work focuses on the terminating fragment of DCC. We carefully craft an implementation which looks as a syntactic translation of DCC rules. By doing so, we can rely on the results of [4] to give us confidence about the correctness of our code, where parametricity lies behind polymorphic languages like Haskell.

Security libraries. Many monadic IFC security libraries, e.g., LIO [26], HLIO [6], and MAC [18], provide security monads which intertwine pure and effectful computations—this is one of the main differences with our work. Instead, we describe a methodology for using DCC as a foundational approach to secure effects mimicked by pure computations via the use of monad transformers. As a result, and contrary to existing IFC libraries, we are able to derive (by complying with the type system) a secure API to safely support exceptions, references, and any other effects mimicked by pure computations. On the other hand, IFC libraries (e.g., LIO) often come accompanied with proof showing that programs satisfy the non-interference security policy. We argue that providing soundness proofs about our encoding would end up in essentially the same semantics/proofs as in the original DCC paper due to the nature of our implementation, i.e., a syntactic translation. (We note that stacks of monad transformers can be modeled in DCC by leveraging sum-type and product-types.) This work also identifies DCC’s limits: handling arbitrary I/O effects (see Section 6.3). In that situation, it is required to introduce security-specific monads much along the lines of what SecLib, LIO, and MAC do. Rajani et al. [17] study the trade-offs and equivalences between statically tracking dependencies using monads with more fine-grained traditional IFC type systems. Devriese and Piessens provide a monad transformer to extend imperative-like APIs with support for IFC in Haskell [9]. Similar to our work, they use type families to encode the security lattice; however, they provide open definitions for type-level functions. In principle, it would be possible to rephrase some of their static analyzers into our encoding of DCC. Jaskelioff and Russo implements a library which dynamically enforces IFC using secure multi-execution (SME) [13]—a technique that runs programs multiple times (once per security level) and varies the semantics of inputs and outputs to protect confidentiality. Rather than running multiple copies of a program, Schmitz et al. provide a library with facetted values [21], where values present different behavior according to the privilege of the observer. These last two libraries apply different ideas than those behind DCC: it enforces IFC dynamically by repeating computations rather than tracking dependencies.

8 FINAL REMARKS

By leveraging closed type families and type classes, we describe a novel implementation of DCC in Haskell which looks like a direct translation of DCC’s typing rules—an elegant outcome of this work. We clarify some aspects of DCC’s non-standard bind operation from the perspective of a Haskell programer. Furthermore, we also provide a type directed approach (the cast functions) to avoid the label creep problem present in DCC. Once embedded in Haskell, DCC can be used as a solid base to secure programs with effects like outputs, state, exceptions, or combinations thereof. For that, we utilize monad transformers, well known tools for combining effects. Most importantly, to secure such effects, we only need to trust our type system (via the use of SafeHaskell [28]) and the implementation of super-bind. It becomes now possible to start envisioning the construction of larger case studies and applications in Haskell, where DCC is the underlying security mechanism—an interesting direction for future work.

In a recent paper, Austin et al. [2] study how to secure imperative languages constructs by translating them into a pure functional language. While the paper focuses on dynamic techniques, the articles states “... one can translate various static information-flow systems for imperative languages to the Dependency Core Calculus (DCC) [1] ...” However, the only translation in [1] is an IFC system for an imperative language with state. This work completes that statement by showing how to handle a richer set of effects—by simply embedding DCC into Haskell and letting the type system guiding us.
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In this Appendix, we provide the rest of the instances for the type class Upgrade: pairs and functions. As the following code shows, these instances simply work by inductively traversing the type being upgraded.

```
instance (Upgrade s s', Upgrade t t')
  ⇒ Upgrade (s, t) (s', t')

instance Upgrade s s
  ⇒ Upgrade (t → s) (t → s')
```

Upgrading a pair \((up, t)\) is the same thing as upgrading both elements (i.e., \(up\) and \(t\)). Upgrading a function \((up f)\) is the same as upgrading the result of the function \((up ∘ f)\).

### A.2 Structure for outputs

As explain in the main text of this work, we consider outputs of type \(o\) as having a monoid structure. Consequently, we consider every output partition \(T \ell o\) as a monoid too since we need both neutral elements, denoted by \(mempty\), and a way to combine protected outputs from different computation—denoted by the primitive \(mappend\).

```
instance Monoid o

⇒ Monoid (T \ell o)

mempty = return mempty
mappend m0 m1 = do
  a0 ← m0
  a1 ← m1
  return (mappend a0 a1)
```

The neutral element is simply the protected computations which returns the neutral element of type \(o\). Combining, i.e., “\(mappend\)”, two \(protected\) computations which produce \(a0\) is done by running the first computation \(m0\) and then the second \(m1\) in order to return their \(protected\) combined results \((return (mappend a0 a1))\).

### A.3 Label creep

In this section, we provide the implementation of \(cast^{WT}\). As described before, the key observation for this primitive is that it requires getting rid of the low output created by running the high computation being casted while retaining the high part of the output. Specifically, the code for \(cast^{WT}\) is as follows.

```
cast^{WT} m = do
  let (highOutputs, h) = runWriterT m → (project outputs, return x)
  tell (merge highOutputs mempty)
  return h
```
First, it runs the sensitive computation \( m \) (\( \text{runWriterT} \ m \)). By using super-bind, it extracts the result \( (x, \text{outputs}) \) and produced outputs \((\text{outputs})\) by \( m \)—observe the function \( \lambda(x, \text{outputs}) \rightarrow \ldots \). Then, \( \text{cast}^{\text{WT}} \) only keeps the sensitive part of the outputs \((\text{project outputs})\) and the result produced by \( m \) (\( \text{return} \ x \)). Consequently, the pair \((\text{highOutputs}, \text{tl}_x)\) respectively holds the sensitive outputs and the sensitive result produced by \( m \). The next step by \( \text{cast}^{\text{WT}} \) fills the tuple of empty segments of outputs \((\text{mempty})\) with the sensitive part produced by \( m \) by running \( \text{tell} \ (\text{merge} \ \text{highOutputs} \ \text{mempty}) \). At this point, the produced \((\text{WT} \circ \ell_1)\)-monad computation contains as sensitive output \( \text{highOutputs} \) while its public segment is empty—nevertheless, other \((\text{WT} \circ \ell_1)\)-monadic computations could populate such segment as shown by Example 5.4.

### A.4 State

When considering state, the implementation of \( \text{cast}^{\text{ST}} \) requires keeping track of what the secret computation has done to the state. While it is different from \( \text{cast}^{\text{WT}} \), the typing rules of the \( T \) monad family keep us from leaking secrets! Below is the implementation of \( \text{cast}^{\text{ST}} \):

\[
\text{cast}^{\text{ST}} \ m = \begin{aligned}
s &\leftarrow \text{get} \\
\text{let} \ (s_1, t_1) &= \\
& \text{runStT} \ m \ s \\
& \lambda(x, st) \rightarrow (\text{project st}, \text{return} \ x) \\
& \text{put} \ (\text{merge} \ s_1 \ s) \\
& \text{return} \ t_1 
\end{aligned}
\]

The implementation of works by the following steps:
- Obtain the current state \( (s \leftarrow \text{get}) \).
- Run the sensitive computation with the current state as starting state \((\text{runStT} \ m \ s)\) and obtain the segments of the resulting state which are protected at \( \ell_1 \).
- Return the result \( (x) \) of the computation wrapped in \( T \ell_1 \).
- Merge the new, sensitive, state with the old public state—observe the instruction \( \text{put} \ (\text{merge} \ s_1 \ s) \).
- Return the result protected by \( T \ell_1 \) (\( \text{return} \ t_1 \)).

Similar as \( \text{cast}^{\text{WT}} \), note the use of super-bind to obtain the value produced from the sensitive computation \( m \) into two parts—observe function \((\lambda(x, st) \rightarrow \ldots)\). In this case, super-bind respectively produces the result of the sensitive computation \((\text{return} \ x)\) and the sensitive part of the state \((\text{project} \ st)\) which will be subsequently merged back into the state \((\text{put} \ (\text{merge} \ s_1 \ s))\).