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LECTURE 1

1. Some Basic Facts and Concepts

Semiconductor materials of importance are silicon (Si), germanium (Ge), gallium-arsenide
(GaAs), zinc-selenide (ZnSe) and alloys such agzaj ,As. Silicon-based semiconductors

however totally dominate the present commercial market due to their advanced fabrication tech-
nology and this course, thus, mainly will focus on these semiconductors. Silicon is the second
most abundant element in the earth’s crust but nowhere is it to be found in a pure single-crystal
form. It has to be man made from e.g. silica (impure,5iO

1.1. Energy Bands $ecs 3.1.1 3.1.§1))
Sometimes valence electrons are shared, becoming a

bond between two atomscovalentbonding. Thisisthe /a:\------/ " \------
bonding type in diamond-crystal lattice semiconductor T ---------

such as silicon semiconductors. However, itis more inter-:
esting to analyze energy-related aspects rather than spatial :

aspects such as bonds. Therefore the concephefgy —~ ==~
bands is coming in handy. @ ______ @ ______ @
An almost continuous band of allowed ener-
gieéz) of electrons comes about when atoms are brought
in close proximity to each other, this is because of the interatomic forces and is foreseen in the

Pauli exclusion principle. “Almost”, well, one energy level is split ilNdevels wherN atoms
are brought together, and tha@sdevels can accommodate at most @lectrons due to spin de-

n=3,p-shell n=3,sshell
6 allowed state 2 allowed states ~ Eléctron energy
at this energy at this energy
EC
¥ 4
3s
n=3 Isolated Si lattice
4 el. exist Si atoms spacing
8 states
available

Fig. 1: (Left) Isolated Si atom, having 14 electrons. (Right) Energy bands are forming when a huge number of at-
oms are brought together.

generacy. RemembeéX is huge! Now, since the separation between the energy levels within
the band is much smaller than the thermal energy possessed by an electron at room temperature

L Section, figure and equation references in italic style refer to the main textbook: Streetman and Banerjee, "Solid

State Electronic Devices", 5th ed., Prentice-Hall Intl Editions, ISBN 0-13-025538-6, 2000.
See Fig. 3-3 on page 60 in the main textbook.




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 2(119) -- Lecture 1

the band can be viewed as continuous.
E. is the lowest possible conduction band energy, whjjés the highest possible va-

lence band energy. TrhmndgapenergyEg, is furthermore defined a&(- E ). Eg is the energy
it takes to break a bond in the spatial view of the crystal. The band gap energies for some semi-
conductors al = 300 K ard; = 1.42 eV in GaAs and 1.12 eV in Si. You do remember that

1 eV =1.60210° 3, don't you?

Insulators Semiconductors Metals
N ©, ——
By~ 8eV (SiQ) E. or
o >~
EC
E,

Fig. 2: Energy band gaps in insulators, semiconductors and metals.

1.2. Current Flow and the Concept of HolesSec. 3.2.1

Using the concept of energy bands, the pure semiconductor (ideally, i.e0 K ) contains a
completely filled (with electrons) valence band and a completely empty conduction band. Thus
no current can flow - i.e. there are no electrons at all in the conduction band and no empty states
(i.e. states containing no electrons) in the valence band to which electrons inside this band can
move.

A hole is now defined as an empty state in the valence band.

1.3. Free Carriers - Excitation and Doping $ecs 3.2.33.2.9

If there exist free electrons or holes, so-calid@rgecarriers, charge transport can occur (cur-
rent can flow).

If a semiconductor is excited by energy in the form of light, temperature or electric fields, elec-
trons in the valence band can jump to the conduction band and take part in a current flow both
as electrons in the conduction band and as holes in the valence band. This process is known as
electron-hole paigeneration (sometimes: intrinsic generation).

Another way to create (almost) free charge carriers is to contaminate a materighpittities
that occupy lattice sites in place of the atoms of the pure semiconductor - so-d@tied). The

amount of doping, the dopirdensity orconcentration, is usually given as impurities?7cm

1.4. Doping Gec. 3.2.%

If the pure Siis doped with atoms from group V, i.e. they have one more valence electron, the
N4 impurity atoms are calledonors. Since four of the valence electrons from the impurity atom

are enough to create the covalent bond, the fifth electron is almost free to move around. How-
ever, the fifth electron is weakly bound to the impurity atom by the excess positive charge of

the nucleus and thus it needs a small amount of energy to become fully free - but when it be-
comes free only this carrier has been created, the positively charged dopant ion cannot move.
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A donor-doped material where there are more electrons than holes is caltety g
material.

® ® E 000000 OG0OGS

E
00000000 ° o— e00— 0060 ° = - — — — — — — - ¢
Eq Eq Eq

E, E, E,

TL0K Increasingl Room temperature

Fig. 3: Thermal excitation of a semiconductor doped with donors.

Instead, if the pure Si is doped with atoms from group lll, i.e. they have one less valence elec-
tron, theN, impurity atoms are calledcceptors. Since there are only three valence electrons in

the impurity atom instead of the four needed to create the covalent bond, a fourth electron has
to be borrowed from a nearby bond and in this way a hole is created, a hole that is almost free
to move around. Similar to the case of the donor impurity, only a small amount of energy is
needed to lift the electron from the valence band into the energy level of the vacant bond - but
when it becomes free only this carrier has been created, the negatively charged acceptor ion can-
not move.

An acceptor-doped material where there are more holes than electrons is galled a
type material.

Themajority carrier is the most abundant carrier in a given semiconductor sample; electrons in
n-type and holes in p-type materials. Similarly thenority carrier is the least abundant carrier
in a given semiconductor sample; holes in n-type materials and electrons in p-type materials.

1.5. Effective Mass $ec. 3.2.2part of Sec. 3.3.2

At the atomic level quantum mechanics rule the world. However, it is possible to use the clas-
sical, and simple, second law of Newton for crystals that are large compared to atomic dimen-

sions. In vacuum the force on an electron in the electric ﬁélrais

= = d_
F =—qE :moav. (1)

By taking into account the periodic potential which is present in a perfect semiconductor crystal
(with no scattering!) this equation can be written as
= * d
F=m,—v 2
Ndt ' )

which is a great simplification to reality and allows us to simplify device analyses. rh=|:¢re de-

notes theeffectivemass of an electron and is the group velocity of the wave packet that de-
scribes the electron motion. In a similar fashion, the empty states in the valence band, the holes,

have an effective mass Ufp

The electric field is always written either as a vector E or as a scalar in one-dimension E, in these notes.
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Using the formula for kinetic energy and the relationship for the electron momemummyv =
=hk, we get

_} _2_i 2-2
E=Zmv =5-h K. 3)

From the E, k) relationship of Eq. (3) we can write

2 -1
* 2 D
m =h &_ED :
Lak™0
It is very important to note that the quantity of effective mass varies with temperature as well
as direction in the crystal. Also it should be noted that there exist different types of effective

masses such as conductivity effective mass and density of states effective mass; inSi =0.26
myand 1.18n,, respectively. As a tensor quantity effective mass exists as conductivity effective
mass and density of states effective mass, which are calculated as

1_1tpl, 21,10

m. ~ 3Cm, m, ~mU
and

my = (m, m, mz)l/S,
respectively.

What makes the concept of effective mass so important in this course is that the effec-
tive masses for electrons and holes differ, which greatly affects the behavior of semiconductor
devices. For example, in Si holes are three times heavier than electrons when we discuss con-
ductivity, which means that fast Si transistors are always based primarily on n-type semicon-
ductors.

“Weakly bound” in Sec. 1.4, how much is that in for example Si? It is possible to use the energy
estimation for a hydrogen atom (according to Bohr) - by replaaiggvith m; for Si conduc-
tivity and using the relative dielectric constant of §i € 11.8 ) - to find a value ofdineling
energy E; - E4in Fig. 3):
m, g’ m, 1
Eg= : > = — — E=-0.025eV
2(4neg e h)” Moe,

1.6. Intrinsic and Extrinsic Materials (Secs 3.2.33.2.9

A semiconductor material with no impurities added is callethéinsic semiconductor. In this
material obviously the number of electrons in the conduction band must equal the number of
holes in the valence band - this is due to the fact that any electron in the conduction band has
been excited there and left a vacant state, a hole, in the valence band (electron-hole pair gener-
ation). We usually refer to the density of electrons and holes in the intrinsic semiconductor as

n, andp;, respectively, and give these values as carriers/bioTe thatn; andp, depend strong-
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ly on temperatur%) since these densities are due to electron-hole pair generation.
Typical values oy, are: x10%cmin GaAs, x10"%cm’ in Si and 210-9cm in Ge
atT = 300 K. Compare with, in Si,>51022 atoms/criand with four bonds (valence electrons)

per atom this yields a total obA 0> valence electrons/cinWith an n; of 1010/cm3, less than

one bond in 15 is broken in Si at room temperature.

When impurities are added, by doping, to a semiconductor it is said to &etansic semicon-
ductor. At equilibriurrﬂz) the extrinsic semiconductor is said to have carrier concentratipns

andp,, both different fronm;. NOTE this exception: all -~ 0 K ny=py=n, = 0. This state is
sometimes called freeze-out.

In Sec. 3.3.3 and Sec. 4.2 in Lecture 2.
Equilibrium means a case where there is no external excitation except temperature and no net motion of charge.
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LECTURE 2

2. Density of StatesAppendix V)

The density of states functioN(E), describes the distribution of energy states, i.e. the number
of states per unit energy and unit volume:

« (3/2 1/2
N(E) = 41t (2my,) h3(E_EC) | (@)

and

* (3/2 1/2
4m (Zmdp) (E,—E)

3
h
How come these functions look like this?
We consider a cubic region of a crystal with dimensibradong the three perpendicular directions and
impose the condition that the electron wave functions become zero at the boundaries of a cube defined

by values ofk, y andz equal to 0 andL. The boundary conditions are satisfied by a wave function of the
form

N (E) =

W (r) = Uk(r)sinkxxsinkyysinkzz

whereU, (r) is a periodic function. The boundary conditions lead to

k,L = 21,
kyL = 21n,
kL = 2mn,

wheren, ,n, andh; are integers. Each allowed valuk of  with coordid@@eky , kand  occupiesa

volume ((2m)/ L)3 ink -space. In other words, the density of allowed points in -spa\te‘(QT{)3
whereV = L2 is the crystal volume.
The spherical volume ik -space defined by vectors  landdk 4s, whendk - 0 41 K dk .

Hence, the total number of states wkithialues betweek andk + dk is

dN = 41 k? dk DL?’ , and with spin taken into account
(2m)
2
_8nV K dk

dN
(2m°

. c2 . . .
Based on the relationship= %hzk we can, for electrons in the conduction band of a semiconduc-
8mm

tor, write
2 *
8nm, (E—-E
k2 = _.._.9”_(2...._92 , and
h
2 *
8m mdndE

2kdk =
h2




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 7(119) -- Lecture 2

Inserting the last two equations in the expressiodfhmwe obtain

1/2
)

dN = OvdE

2 (E— BN 2t dED 4m(em) (E—E
sV E:.BT[ mdn( - C)D EAT{ Myn E: T( mdn) (E- C
(2m)30 h? 0 0 hn O h?

3. The Fermi-Dirac Function (Sec. 3.3.1

Whereas the density of states function tells one how many states exist at a givenErneeyy
Fermi-Dirac functionf(E) specifies how many of the existing states at endtgyill be filled
with an electron. More formallyf(E) specifiesunder equilibrium conditions, the probability
that an available state at an enelgwill be occupied by an electron.

f(E) = ——. (5)

KT
1+e

whereEg is the Fermi level or Fermi energljs the Boltzmann constant aifds the tempera-
ture in Kelvin KT = 0.0259 eV at room temperature).

Some observations: AT - 0K f(E<Eg) =1 anfdE>E) =0 ,i.e.noelec-

trons occupy states above the Fermi level, but they are confined to all stateshelalso, for
T>0K, f(E=Ez) =0.5.

4. Carrier Concentrations at Equilibrium (Sec. 3.3.2

The carrier concentration between the energy lekéglandE,, n, can now be expressed as the
integral

E,

n= [N(E-E) f(E-E) cE.
El

Consequently, the electron concentration in the conduction band at equililbguran be writ-
ten as a combination of Eq. (4) and Eq. (5):

Er 1/2
_am,. » 32 (E-E)
No = F (2mdn) J.TEF) dE,
Ec kT
l+e

whereE+ is the upper band edge of the conduction band.

The expression fam, can be simplified in two aspects:

1.

The semiconductor materials that we discuss here are so-called hon-degenerate semicon-
ductors. These materials are fairly lightly doped and thus the exponential term in

1+ EEK

e(E—EF)/kT.

T. o . . .
is large compared to unity, i.e. this expression can be approximated by

Since there are not many electrons in the upper part of the conductionBandn be
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replaced by infinity.

Now, in the integral, variables are replaced such that
E_EC _ _(EC_EF)
T A = g
which implies thatlE = KT dxand that the lower limit of the integration becomes 0. Hence

X =

_4m x 3/2 Dm(x EkT)l/2 _
Ng = 3 (2my,) g o) KT d)% =
x 3/2 02 O
= 20 2my) (k)Y 2 € ai— dxC), (6)
h e 0
1/2
where the integral is a gamma function with the solugaﬁ . Thus, we have
+ 3/2 —(E.,—-E
kT my 2 e
No = B'———Z——D e )
O h O
which can be formulated as
_(EC_EF)
ng=N.e kT (7)

whereN_ is thegeffective density of states in the conduction band.
In a similar way the carrier concentration in the valence band can be obtained as

_(EF _ Ev)

kT
pO = NV e ' (8)

where

2mkT my
NV =2 B—ZD .
U h O

4.1. Non-Degenerate and Degenerate SemiconductoBe¢. 10.1.1

As mentioned earlienon-degeneratsemiconductors are fairly lightly doped. The formal con-
dition for being such a semiconductor is that, at equilibrium, the location of the Fermi level is
insidethebandgapandatleast3kT from theconductiorandvalencebandedges. In the previous
calculations the implication of this was that the exponential term in the Fermi-Dirac function
would dominate over unity, leading to an algebraic simplification ending up in the Maxwell-
Boltzmann function.

When the Fermi level isithin 3kT of eithertheconductioror valencebandedge then the semi-
conductor is said to bedegenerate semiconductor.
The most important implication of heavier doping is that the bandgap starts to become
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more narrow due to bandtail states in the perturbed density of states function. When the average
spacing of the impurity atoms approaches the Bohr radius of 100 A, due to heavy doping, the
potential seen by each impurity electron (or hole) is affected by the neighboring impurity atoms
and impurity energy bands are formed. Here, heavy is defined as a doping density of more than
~10'® atoms/crA. Already at a doping density of 1datoms/cr the bandgap narrowingEg

can be more than 10% E&.

A practical consequence of heavy doping is that integral in Eq. (6) is not a gamma func-
tion but rather becomes an intricate Fermi-Dirac integral of order 1/2 which is not a closed-form
expression.

4.2. Carrier Concentrations - Observation 1
If we multiply Eq. (7) and Eq. (8) we arrive at
(EF_EC_EF+EV) (Ev_Ec) :E_

9
Ng Pp = NNy e <7 = N.N, e T = N.N,, e T 9)

which is constant for one kind of material and does not depend on doping.
In an intrinsic semiconductarn, = py, which means thafE,—E¢) = (E—E,) . In
most cases an exact equality is not true. ifttensic Fermilevel, E;, must therefore be close to

the middle of the bandgagdf.+ E,)/2 ) and consequently Eq. (7) and Eq. (8) can be used to
describe the intrinsic carrier concentration as
—(E.—E) —Ei-E)

e T =nNnye KT (10)

ni:pi:Nc \%

The producni2 can according to Eq. (10) be expressed as

n"- = N.N, e ,

which combined with Eq. (9) yield a relationship sometimes referred tbedaw of massac-
tion:

i2 = Np Po- (11)

NOTE that this does only hold for non-degenerate semiconductors, obviously at equilibrium.

n

4.3. Carrier Concentrations - Observation 2
Solving forN, in Eq. (10) and substituting this into Eq. (7) yields

~(E.—Ef) ~(Eo—E) (E—E)

_ kT kT _ kT
Ng=n; e =ne : (12)

Similarly the insertion oN,, (from Eqg. (10)) into Eq. (8) yields

(Ei—E¢)
KT
Pp=n; € ) (13)
Quite pedagogically Eqg. (12), for example, shows how the electron concentration increases
when the Fermi level comes closer the conduction band and vice versa.
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5. Charge Neutrality (Sec. 3.3.%

In a piece of a uniformly doped semiconductor each and every section has to be charge-neutral,
otherwise a current would flow at equilibrium. In a general case where a material is doped with
N4 donors andN,, acceptors, at room temperature all impurities are ionized, so-caleglete

ionization, so that there exist; positive ions and\, negative ions (Fig. 3). Thus, for charge
neutrality to hold we must have

Po—Ng+ Nyg—N, = 0. (14)
Usingn, from Eq. (11) in Eq. (14) yields an expression that is the foundation for determining

the carrier concentration in a p-type material

2

N _ 2 2 _

which has a solution based on material parameters which are mostly known

_ Na_Nd+ d\la_NdD2
Po = 5 0 2 O

+ ni2. (15)

NOTE that this is under the assumption that all impurities are ionized. A corresponding equation
can be written for the electron concentration.

In most practical cases the net dopant concentration is much larger than the intrinsic concentra-
tion and Eq. (15) simplifies to
Po = Na_Nd’
which in turn, with Eq. (11), suggests that
2 2
no= oo M
0 Po Na_ Nd

under the usual assumptions that we are dealing with non-degenerate semiconductors at equi-
librium.

n.

Also, in most cases one dopant type is in vast majority compared to the other. Then
No»NygO pp=N, andNg» N, O ng=Ny .

5.1. Compensation $ec. 3.3.%

When one dopant type does not dominate over the other type in number, it is often a character-
istic of acompensation situation. Here, both types of impurities are used in the doping. A very
important example can be found in the manufacturing of integrated circuits. Starting from a
lightly doped p-type piece of Si, tubs of n-type are created on and inside the material by further
local doping of donors. In this fashion it is possible to create transistors with different polarity
on the same chip.

6. Overview of Carrier Action (Secs 3.44.3 4.4)
When there is a net flow of charge carriers in a semiconductor we are talking about carrier ac-
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tion. The equilibrium condition has been the foundation for earlier discussions because it is
serves as an important frame of reference for, for example, carrier action. But in practical situ-
ations a semiconductor is not used at equilibrium conditions and thus, the next topic will be an
overview of the different mechanisms that provide the basis of charge transport in a semicon-
ductor.

There are three kinds of carrier action; drift, diffusion and recombination and generation.

6.1. Drift

Drift is the mechanism in operation when an external electric field  is applied to the semicon-
ductor; charged particles respond to the electric field by moving, depending on the charge, along
the field or opposite to it. For electrons in one dimension the following expression for current
density holds:

‘Jn, X = nq“nEx’

wherey, is themobility of electrons. The drifting motion is actually superimposed upon the al-

ways-present thermal motion of the carriers, which can be approximated by statistical mechan-
ics as

Y2
MiVen” _ 3KT
2 2

For Si at room temperature we can estimgt@ three dimensions as

/ 3kT 5
Vip = WDT]O: 2x10 m/S,

l.e. the thermal velocity ~ 1/1000 the velocity of light.

6.2. Diffusion

Diffusion is the process whereby particles tend to spread out or redistribute as a result of their
random thermal motion, migrating on a macroscopic scale from regions of high particle con-
centration into regions of low particle concentratibloTe that not only charged but also neu-

tral particles diffuse.

The drift mechanism is easily understood since it is identical to the usual current trans-
port mechanism in metals. Diffusion however can only be found in semiconductor in contrast
to metals, butis it unique, no. Consider a sealed perfume bottle put in the corner of aroom. Open
the bottle and guess what happens in the opposite corner of the room. In time, our experience
tells us, the scent from the perfume will be all over the room, also in the opposite corner. This
Is an example of diffusion.

Mathematically the diffusion of electrons in a non-uniformly doped semiconductor can
be written as

dn
N dx’

whereD,, is the electrowiffusion coefficient.

:qD
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6.3. Einstein’s Relationship
Do drift and diffusion at all relate to each other, the mechanisms seem very different?

By adding the electron current density formulae of drift and diffusion for a non-uniformly doped
semiconductor at equilibrium we get

dn
In x = nqunEx+an& =0 (16)

since no current can flow.

NOTE that there is an electric field present inside the semiconduetso-callecuilt-
in field! This is compensating for the current due to diffusion, leading to a net current of exactly
zero.

We can replace the doping gradient in Eq. (16) by using the derivative of Eq. (12)
(Er-E)

dn_ g1 98w o g1 950

dx UkTdxU™" OkTdx U™
As will be discussed in Sec. 7.6, the Fermi level is invariant at equilibrium and thus the deriva-
tive of E¢ is zero and has already been removed from this equation. However, the derivative of
E;, what is that? The electric field in one dimension is proportional to the gradient of energy
inside the semiconductor - see Sec. 7.5 - for convenience sake we cBpasseeference for
energy. We have

(17)

e =15 95 18
X a dx ax qey- ( )
Inserting Eq. (18) in Eq. (17) yields
dn _ qu
x -k n. (29)

Now we use Eq. (19) to replace the doping gradient in Eq. (16). Hence

E
nau,Ey—ab, Eﬂﬁ—x n5 = (NAE) Ky~ (NAE) D, i+ = 0,

The solution to this equation is tBénstein relationship that links diffusion to drift

D
n_ KT (20)
THE

6.4. Recombination and Generation

Recombination-Generation (R-G) is not manifested through carrier transport, but rather affects
current densities by changing the carrier concentration. Unlike drift and diffusion the terms re-
combination and generation do not refer to a single process; there are several similar processes
based on R-G as shown in Fig. 4. Either the R-G process goes directly from band to band or it
passes through some localized allowed energy state;@rcenter, sometimes referred to as a
defect state atrap.

For the sake of completeness, there exists a third kind of recombination, of which we
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shall speak little, the Auger recombination. Here collision of carriers essentially leads to a drop
in energy level for one carrier, thus transferring energy to the second carrier, which subsequent-

ly loses energy in the form of phon&r%)s This process is likely to occur in materials which have
fairly small bandgaps and high concentrations of carriers.

o —» [ J [ J
E. ) ) E.
/W photon - X— _Or_ = — > thermal
( ) E energy
X «— O E, O & E,
(a) Band-to-band recombination (b) R-G center recombination
[ ] [ ]
EC < EC
hoton thermal . N
P NV energy — * ( B
o & 5 E,
(c) Band-to-band generation (d) R-G center generation

Fig. 4: Energy band visualization of recombination and generation processes.

In the context of R-G, it is important to notice the differentiation betweieact andindirect

bandgap(sz). As shown in Fig. 5, in direct bandgap materials the energy minima of both the con-
duction and valence band occurkat 0. In the case of an indirect bandgap material the mini-

mum of the conduction band is displaced to a non-zero momentum itk the -space. (It so
happens that the valence band maxima of Si, Ge and GaAskarédgt
In a directtransition, does the carrier only change energy in the vertical dimension,

along theE-axid)? NoO, direct here means that the transition occurs without any R-G center vis-
ited in between conduction and valence band, but not necessarily without a change in momen-
tum. Direct transitions not only take place in direct bandgap materials, although they are quite
common in these, they can also occur in indirect bandgap materials but it takes a simultaneous
three-patrticle interaction to achieve that; one electron, one hole and one phonon. Such three-
particle interactions seldom occur and thus we don’t see many direct transitions in indirect
bandgap materials.

The unique feature @hdirecttransitions is that they require an R-G center via which
the R-G makes the transition. There is a fairly large probability of occurrence for the two-par-

ticle interactioﬁ“), such as that between a free carrier and a phonon that can take place if there
are R-G centers into which electrons and holes can make transitions. Consequently, indirect

L A phonon is a lattice vibration quanta, i.e. a kind of particle defined in a similar way to the photon. The result we

can observe from these vibrations is heat.
In Sec. 3.1.4.
Compare to the somewhat misleading Fig. 3-5 on page 63 in the main textbook.

In comparison to the probability of occurrence for simultaneous three-particle interactions, the probability of occur-
rence for simultaneous two-particle interactions is huge.
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transitions are much more likely to occur than direct transitions in indirect bandgap materials.

ANV,
TN T

k=0

>
>
1
o
>

Direct bandgap Indirect bandgap

Fig. 5: Energy band examples of direct and indirect bandgap materials.

NOTE that even in many direct bandgap materials R-G processes are mostly based on
R-G center transitions rather than on direct band-to-band transitions. This is due to unintentional
R-G centers, which always, to some extent, are present even in pure semiconductor materials.
Crystal imperfections and contaminants (unwanted impurities) are the most common mecha-
nisms causing these R-G centers to be created.

A final comment on the relation between R-G and tBek) relationship: since phonons carry
quite a large momentum but little thermal energy, whereas photons practically have no momen-
tum but a considerable amount of thermal energy, phonon-based transitions are almost horizon-

tal and photon-based transitions are almost vertical ilkkthe -sNade that the arrows are not
perfectly vertical nor perfectly horizontal, even though they might look like that in the drawings.

To quantify the transfer of momentum from photon to an electron, we can write an
equation for the ratio of the wave vector of the photon involved in the band-to-band transition,
ky» to the maximum electron wave vectiy,,,, as

K

emax

wherea is the lattice constant. For Si we have a ratio arouh3d 10

This course is primarily concentrating on silicon devices, as these represent the vast majority of
manufactured devices. However, in some circumstances materials belonging to the Ill-V cate-
gory, such as GaAs, have to be used because of their larger bandgap. For GaAs there exists one
more recombination mechanism of importance ghdacerecombination, which is due to dan-

gling bonds in the crystal structure at the surface. This subject matter is not included in the
course, but if you are interested you can read about it in the supplementing textbook by Casey,
Sec. 3.7.3 and Sec. 4.7.6.
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7. Drift (Sec. 3.4.1

From the discussion on effective mass, Eq. (1) and Eq. (2), we remember that an electron inside
a perfect semiconductor crystal experiences a force from an electric field such that

« dvy
—qE, = M5 -

This equation suggests a continuous acceleration of the electron, which is a description that is
not true to reality. In a real situation the electron velocity is limited by collisions inside the crys-
tal. The collision rate is dependent on the mean time between scattering eventeafece

time Tcn(l), such that the probability for a collision in the time interdais dt/t,. Thus the

differential change in electron velocity due to scattering can be expressed as

dv, = —v, ﬂ,
cn

which can be written as

dv, V,

dt 1

collisions cn

The general description of an electron in an electric field now becomes

*

m,
T

\Y « adv
X =m, ax, (21)

_qEX_

cn

which is a differential equation with the solution

T -t/
v = g _e Ty E
m

X
n

EqQ. (21) can be compared Ey. (3-3452), where steady state is assumed. In EqQ. (21) we, how-
ever, allow for a difference in acceleration by the field and deceleration by the collisions, an im-
pulse difference that is transferred to the electron and increases its velocity. The exponential
behavior of the solution to Eq. (21) indicates that the velocity increases exponentially with time
to the steady state condition when a “long” time has passed since we turned the electric field on
att=0.

Simplifying the expression of the velocity to steady state, we hence arrive at the current
density forn electrons with chargeq as
2
ng Tg,

Jn,x = — By = NauEy,
m

n

T, = tin the main textbook. Sometimes the mean free time is referred to as momentum relaxation time.
On page 94 in the main textbook.
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wherey,, is the electron mobility which consequently is defined as

qt
Wy, = —. (22)
m

n

In an analogous way the current density and mobility can be defined for holes:

Jp,x = pqp'pEx!
where
qt
Hp = —2
my,

In relation to the previous formulations there are tOTES: 1. The effective mass made use
of here is the conductivity effective mass.A constant mean free time is assumed. However,
as will be shown later in Sec. 7.4 when the electric field is very large and the drift velgcity

approaches the electron saturation velogitythis assumption is not valid.
7.1. Conductivity and Resistivity Secs 3.4.13.4.2
The definition of the conductivity of the semiconductmras
0 = Ny, + pau,
allows us to define a relationship between electric field and current density,

J, = oE,.
This can also be formulated with the use of resistiyty; c—ly , instead, leading to
EX = pJX

a relationship that essentially is Ohm’s law.

Ex. 1: Drift - An Example

Assignment:

Consider two GaAs samples at room temperature where all impurities are completely ionized.
Both samples have a length and a cross-sectional area of 1 cm ana, Bewpectively. Sample

1 hasN, = 10" cm® andN, =0, i.e. itis of n-type. Sample 2 h&g, = 10" cm® andNy=0, i.e.

it is of p-type. Find the current through each sample when a voltage of 10 V is applied across
the entire length.

Solution:
This is an application of the drift mechanism and we obviously can use
| = qgA (nu, + pup) Ey
to find the total current.
Now, q (1.6><10'19 C),A( mm2) andE, (10 V/cm) are known. Also, the mobilities

can be found in Appendix Il of the main textbook, |gs= 8500 cMiVs andup = 400 cnf/Vs
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for GaAs.

What remain to be calculated are the carrier concentrations:
FromFig. 3-170n page 89 in the main textbook we can extraets 210° cm>, Thus,

in both samples the doping levels are modest in comparison to the intrinsic carrier concentration
and we cannot assume eitimer Ny orp = N,

Sample 1.
Here we have

Ny | Na? . 2100 |0’ f 6,2
nO_—2-+ D7D+n. = + D+(2><10)

which becomes
Ny = 5x10°+ 5.4x10° = 1.04x10 cm >,

The intrinsic carrier concentration thus slightly affects the total concentratiom;Bilgo has
an effect on th@, value in Sample 1 since

Thus, since Sample 1 is lightly doped the majority and the minority carrier concentrations do
not differ very much.
Based orcm, for Sample 1 we can now easily calculate the current as

| = 1.6x10 2 05x1072 [{1.04<10° (18500+ 3.85x10° [400) [1L0
which yieldsl = 7.1 nA.

Sample 2:
SinceN, in Sample 1 is equal tbl, of Sample 2 and only one dopant type was used in either

case, andp, of Sample 2 are equal pg andn,, respectively, of Sample 1. Thus

N, = 3.85x10° cmi®

and
Py = 1.04x10" cmi >,
The current through Sample 2 consequently is

| = 1.6x10 2 05x1072 [13.85¢10° (18500+ 1.04x10’ [400) [1L0
which yieldsl = 0.59 nA.

These samples are not very good at conducting current and that’s due to the extremely light dop-
ing they have experienced.
NOTE that even a very pure sample will probably have an impurity density of at least

10% cm'3, but these are impurities of all sorts!
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7.2. The Dependence of Mobility on TemperatureSec. 3.4.3
When the temperature increases, the periodic lattice of the crystal vibrates increasingly. Thus,

logpn A

N/
132 1312
f oo
logT
10K 300 K
Fig. 6: Temperature dependence of mobility.

the mobility is reduced at high temperatures du&ttice scattering (also calleghononscat-
tering.NOTE that the lattice scattering only is due to the displacement of lattice atoms from their
lattice positions, the internal field associated with the stationary array of atoms is already taken
into account in the effective mass formulation.

For lower temperatures there is a corresponding scattering mechanism although this depends on
the low momentum of the carrier. In tirapurity scattering scenario the carriers travel so slowly
that the inevitable collisions with impurity atoms cause the carriers to be scattered more severe-
ly than at high temperatures.

NOTE the order of magnitude for “low” and “high” temperatures in Fig. 6 and compare

to Fig. 3-22Y,

7.3. The Dependence of Mobility on DopingSec. 3.4.3

It is obvious that if we increase the amount of ions in the semiconductor, we also increase the
probability of impurity scattering. Thus, with increasing levels of doping the mobility goes
down. This is especially obvious in compensation situations (Sec. 5.1) - mobility degradation
imposes a practical limit to the number of compensations that can be done in one piece of semi-
conductor.

7.4. The Hot-Carrier Effect - Velocity Saturation (Sec. 3.4.%

When the drift velocity approaches the thermal velocity the kinetic energy of the carriers is be-
coming very high. At some critical velocity, tledectronsaturatiornvelocity v, , a new high-en-

s
ergy (or “optical”) phonon scattering process comes into action:

h
Ve = ,
SN N4Ttm,

where the scattering has a frequencypfThis new scattering process is very effective in trans-

ferring energy from théot electrons to the lattice and is the major reason why there is a satu-
ration velocity. The name “hot” stems from the effective temperaliy¢hat is commonly

associated with the carriers that have attained energies above the ambient thermal energy.

On page 98 in the main textbook.
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So is this phenomenon of practical interest? Oh yes, velocity saturation is becoming noticeable
at electric fields above a few thousand volts per centimeter, which is equivalent to a few hun-
dred millivolts across a micrometer. In today’s integrated circuits (ICs) the electric fields can
be several volts across say 0.1-0.5 micrometer long semiconductors. In fact, low voltage IC
techniques have been proposed so as to avoid, for example, velocity saturation problems.

7.5. Energy Levels under the Influence of an Electric FieldSec. 4.4.2

Eelectron A
Kinetic E
EC
Potentiale
Kinetic E
i E,
Eref T - - - - - - - - - - - - - - - - - — — — — =
X —»
Fig. 7: Energy band bending under an external electric field.

Fig. 7 shows a semiconductor across which there is a voltagg. dlere it is assumed that 0 V
is connected to the leftmost end and.#V to the rightmost end. Now there is a gradient in the

energy levels. Consequently electrons will move to the right, thereby minimizing their energy
and conversely holes will travel to the left to minimize their energy.

Elementary physics tells us that the potential energy for an electron in an electrostatic potential
Vis —qV . Also, Fig. 7 shows that this energy also can be expressed-d#5.(;). Thus,

:-é(Q—EmQ. (23)

The electric field is, in one dimension,

A

Consequently, using Eqg. (23) in Eq. (24), we have

_ 1dE;
B = 3% (25)
Sincek. andE, both have the same gradit(-:lr)lt/vhen experiencing the same electric field, these
can be used interchangeably. Al&pcan be used since this is a lewfined and used as the

intrinsic equilibrium Fermi level, even in non-equilibrium situations.

7.6. The Fermi Level - at Equilibrium and at Non-Equilibrium (Secs 3.54.3.3

At equilibrium no discontinuity or gradient in the Fermi level can arise in a semiconductor be
it an intrinsic one or a non-uniformly doped one. In the previous section however, we went a

L In heterogeneous semiconductors this may not be true.
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step further in assuming a non-equilibrium case, namely a case where an external electrical field
was imposed on the semiconductor. When an electric field is applied to a semiconductor, it is
no longer at equilibrium.

We should be very careful with the concept of the Fermi level as this is only valid as
long as the material is at equilibrium. Outside this specific domain so-agliasi-Fermievels,
F,and Fp, have to be employed. The quasi-Fermi levels are defined in a framework similar to

Eq. (12) and Eq. (13), such that the carrier concentrations can be written as

(Fn—E)
n=n, e T (26)
and
(Bi—Fy)
p=n;e kT (27)

Eg. (11), the law of mass action, can now be reformulated for non-equilibrium conditions as
(Fn_Fp)
np = qz e T (28)
Ex. 2: Thermal Noise in a Resistor

With a background in the drift discussion we can easily broaden our scope to noise issues. As
an example, the fluctuations in electron transport due to the thermal velocity will now be con-
sidered:

One electron carries a current of
LAY
1 L
whereL is the distance traversed.
Consequently the total current, carried\bglectrons, is

=y

n=1

The average current is zero, unless there is an applied bias across the resistor. Assume now that
we apply a voltage across the resistor, then we will have a net velgdityat drives the current

through the circuit, howevery « <|v,|> . The fluctuation in the current can be written as
<V, >
<% =il = 0Ty,
How can this expression be simplified into known quantities?

First, from thermodynamics we know that a Maxwell-Boltzmann distributed gas can be de-
scribed as
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2
m<v, > g

2 2
in one dimension. Thus,
<V, 25 = k—T (29)
m

Secondly, the total number of electrons simply is
N =nAL,
wheren is the electron density ardis the cross-sectional area.

Now the current fluctuation, i.e. thlieermal noise, can be written as

nq kT

't q TD[( Al =
L

and with the aid of the resistance expression derived earlier (e.g. in the main tex8op¢8;
44))

m

R = %\DZ—,
ng T,
the geometrical ratio in the thermal noise can be replaced by a function of resistance such that
it _ nq kT m Dé Dri

The next derivation is a bit too simplified, but basically the noise can be written as a function
of the bandwidth:

. 2
L2 i kT

Both the noise current and voltage can, based on this, be formulated as

. KT

and

Ve ar = ~KTRIBF.

To be exact, these expressions in a formally correct derivation have to be compensated by a con-
stant such that

4kT
iy af = R [Af

and
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Vi ar = JAKTRIDT .

Ex. 2(a): Thermal Noise in a Resistor - An Example

O
| S|

Ry=1kQ
R,=10kQ T R,=5k2

Vi

O

Fig. E.1.  Resistor circuit with thermal noise voltage V.

Connecting three resistors in a topology as the one in Fig. E.1 leads to a thermal noise voltage
over the terminals according to previous calculations. Let us find the thermal noise voltage per
square root of bandwidth.

The current source due to noise fr&nandR, can be defined dg. Then

| 2 = 0 MDZ+ ll MDZ
p R, O R, 0
as we must sum the square values to find the noise. Together with the parallel resistance origi-

nating fromR; andR,, RIO we have an equivalent circuit describing the resistor noise circuit,
see Fig. E.2. In this figure all resistors are ideal and the noise contributions come from explicit

s [R

Fig. E.2:  Equivalent circuit with ideal resistors and noise current sources and noise voltage generators.
sources.

It is now easy to write an expression for the total noise voltage, in square of course!

2 _ 2.2 2
V= 1RV

Evaluating the variables leads to

KT, 4kT RaRe (1 D4kT(R1+Rz)D] RiR;
Vi = OR, = R, IR, +R,J TAKTRg = RR, LR, +R, +4KTR

which in turn can be simplified into

—4kTEEQ1 R +RD

V, = J4KT OR;

Thus
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where we notice thaR,; is the total resistance of the circuit in Fig. E.1. Using numbers now,
Riot becomes 13/3& and we consequently have

V, = A/1.6><10_20 W/Hz[%?’ kQ = 8.33x10°° V/J/Hz.
In this example we have assumed that we have the Béonall devices.

As a conclusion to this example, it is important to remember that the example in itself is not a
central part of the course - i.e. itis important to remember not to remember. The example is giv-
en so as to show that by using the drift concept we can fairly easily find a model for thermal
noise, which is an important phenomenon. Resistances are everywhere, think about all wires
that are used, does anyone have zero resistance?
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8. Diffusion (Sec. 4.4.1

Through a cut of a non-uniformly doped semiconductor there will be a diffusion of carriers. In
Fig. 8 there is a sketch showing a situation where the semiconductor has a non-zero doping gra-
dient and where there has to exist diffusion of carriers that balances the difference in concentra-
tion. No electric field is present here. Assuming, as usual, electrons as carriersdhéee

pathl Cn(l) has been marked in the skett}y, is the distance covered by an electron in the mean

free time1.,. Thus|, can be written alg,, = vy, T,

ne) A

Fig. 8: Diffusion due to a doping gradient.

Based on the random motion of the electrons, we can calculate the flow of electrons tkrough
= 0 from left to right,F, , . First there is the contribution from left directed to the right

1
é Vin n(_lcn)

and secondly we have the contribution from right directed to the left

1
— Vin ().

The flow then can be expressed as the sum of the two contributions
F., =1 | |
nx é Vth [n(_ cn) _n( cn)] .

Approximating the carrier densitiesat |, by the first two terms of the Taylor expansion
yields

1 dn dn dn
I:n,x = 2 Vih [%(0) ~dx lcng_ 51(0) +& lan:| = ~Vin I(:n&'

As each electron carries achargg |, the particle flow corresponds to a electron current density

due to diffusion

dn
‘Jn,x = _an,x = OVin Icn&'

|, is on the order of some nanometers.
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Now, sincel., = vy, T, and since the thermal velocity in one dimension can be found, using
statistical mechanics, as

* D
m,.V,
n2th Z%I-D Vth — k_-|*_
mn
we arrive at
2 dn T dn dn
‘Jn,x = qvth 1-cn_ =q %%D[cn_ = an_' (30)
dx DnnD dx dx
where
T
D, = kT =
m

n

is the diffusion coefficient for electrons. In a similar way the current density and diffusion co-
efficient can be defined for holes:

_ dp
‘Jp‘x - _qu&l (31)
where
T
D, = kT =
My

Finally, Einstein’s relationship in Eq. (20) asserted that

Dn _ kT
H, Qg
which then would lead to
_q B T, D chn
H (D, —
nookT kT m D m

n

This equation for electron mobility is identical to Eq. (22), which is an adequate conclusion to
this section on diffusion.

Ex. 3: Drift and Diffusion - An Example
Assignment:

The electron concentration in gun long device varies linearly with distance from'2@m™
to 1.2x10' cm. Plot the built-in electric field as a function of distanc® at300 K.

Solution:

There is no current in the device as it is in equilibrium. Apparently the diffusion mechanism is
compensated for by the drift mechanism, which is manifested by an electric field. We thus have
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dn

J, = nqanX+an& = 0,

from which we obtain

X: nun&: —C-]—

The electron density can be described by 10"+ x (1.1><1017— 1016) = 10'®+x 10"’ ,

wherex is given inum. NowE, can be evaluated as

e =X 1 10" = —0.0259—~— V/um

*q 10%+x 10" 0.1+x

and the plot for this function is given in Fig. E.3.

E, \ \ \ \ \ X
(V/um) 0.2 0.4 0.6 0.8 1

-0.05¢

Fig. E.3:  Plot of the built-in electric field as function of x.

9. Thermal Recombination-Generation §ecs 4.3.14.3.2

Although direct transitions between valence and conduction band occur in all semiconductor
materials, a complication of the crystal structures makes them unlikely in silicon and germani-
um except at very high carrier densities. The three-particle interaction it takes in indirect band-
gap materials to make a direct transition is very improbable in comparison to two-particle
transitions, such as those between a free carrier and a phonon. In this section we shall therefore
investigate R-G via R-G center.

We will analyze the electron capture process closely, illustrated as prgdagsg. 9: The rate

at which electron capture occurs is proportional to the density of eleatronthe conduction
band, the density admpty localized states, and the probability that an electron passes near a
state and is captured by it.

The density of empty localized states is given by their total deihgitiynes one minus

the probabilityf(E,) that they are occupied. Moreover, the probability per unit time that an elec-
tron is captured by an R-G state is given by the product of the electron thermal velggiand
a parameterg,, called thecapturecrosssection. This parameter describes the effectiveness of
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the localized state in capturing an electron. The prouyct,, may be visualized as the volume
swept out per unit time by a particle with cross sectmnlf the localized state lies within this

volume, the electron is captured by it. As an example, for gold oojj@about 10° en

o/ OF E,

Fig. 9: Free carriers can interact with R-G centers by four processes: r, electron capture, r, electron emission, ry
hole capture and r, hole emission. The R-G center is of acceptor type, i.e. neutral when empty and negative
when full.

Now we can formulate, as
ry = n[N(1-f(E))]Vin0p,-

The emission of an electron from the R-G center into the conduction band occurs at a rate given
by the product of the density of statescupiedby electrons times a probabiligy, that the elec-

tron makes the jump:
r, = [Ny f(Ep)le,.
In the limiting case of equilibriunn; = r,, which is a foundation for the law of mass action in

Eq. (1151), we thus have
NolN{(1—f(E)Ivno,, = [N, f(E)]e,

and consequently, by using Eq. (5) féE,) and Eq. (12) fon,, we get after some algebraic ex-
ercises
(Et_Ei)

kT

€, = Vinopn; €

Obviouslye, increases ai, approacheg&, which is in accordance with our intuition. With the

knowledge of,,, we can now determing.
Also, in a similar manner,; andr, can be found:

PIN; fF(E)]vino,

rs
and

where the equilibrium condition leads to

)

This is valid only for non-degenerate semiconductor at equilibrium, as you remember.
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(Ei—E)
kT
e, = VO, N; €

NoTE that all fourr, - r, can be used for non-equilibrium conditions and that gives us the ca-
pability to find the net rate of recombination minus generation.

Let us dwell here for a minute: At equilibrium we hame=r, andr; =r4, while a non-equilib-
rium material presents us with #r,  angl#r,

Now assume we have a case with an n-type semiconductor where suddenly holes are
increased in number above their equilibrium value. This would ceygeincrease as there are

more holes available. The effect of this increase would be to incmgaser,, both of which
eliminate holes ak,. If most of the holes disappear frof viar,, they will remove electrons,

and the R-G center will be an effectivecombinatiorcenter. If the holes are removed from the
level atE; predominantly by an increase i, they will return to the valence band, and the site
will be effective as a hol&ap. A given R-G center will generally be effective in only one way;
either as a trap or as a recombination center.

Around 1950 Shocklégl) and Reatf’ on one hand and H&H one the other derived the previ-
ous equations on recombination and generation through R-G centers. Therefore this process is
frequently referred to as Shockley-Hall-Read (or SHR) recombination. According to this model,
when non-equilibrium occurs in a semiconductor, the overall population of the R-G centers is
not greatly affected. The reason for this is that recombination centers quickly capture majority
carriers, as there are so many of these, but have to wait for minority carriers. Thus, these states
are nearly always full of majority carriers whether under equilibrium or not.

TakingU as the recombination rate we have

U:rl‘r2:r3'r4.
SolvingU =r, - r, for f(E;) we can insert the achieved solution f(,) in U =r5-r, and arrive
at

2
_ np-n
U= (E.—E) (E-E) ' (32)
kT kT
Tpn+n e O+1,[p+n e O
0 O O O

— -1 — -1 TP .
wheret, = (N; v,0) = andr, = (N; v;,0,) =~ are thexceszarrierlifetimes. These life-

times have come to be interpreted as the average time an excess minority carrier will live in a
sea of majority carriers before recombining.

NOTE thatU is the rate othermal recombination minus the rate tifermal genera-
tion. If light would be shone on the semiconductor we would have to add a generation compo-
nent due to the light.

William Shockley is a famous researcher in the semiconductor field. He will show up later again.
W. T. Read also invented the IMPATT diode.
This Hall, R. N. Hall, is not the same Hall that discovered the Hall effect in 1879, E. H. Hall.
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9.1. R-G at Low Injection Levels Gec. 4.3.3

A condition wheredp « ny, n= n, Din an n-type material andn « py, p= p, inap-type ma-

terial is calledow-levelinjection. The perturbation in carrier numbers does not significantly af-
fect the majority carrier number, whereas the number of minority carriers may, and routinely
does, increase by many orders of magnitude.

Let us make some assertions: First, we know m5t= Ny Po . Secondly, the maxi-
mum ofU in Eq. (32) is attained whek,; is close toE, - effective R-G centers is a property of
importance in real devices. Based on these assertions we cab aste

np—"ry Po

= : (33)
Tp(n+n) +1,(p+ 1)
Now, in the case of n-type material with low-level injection, ne: p ancE n , the first term
in the denominator of Eq. (33) dominates over the second. Moreover, wahaxg . Thus, we
can simplify Eq. (33) into
= np_nn) = nl:Bp = 6_
rp(n+ n) n G, 1,
With the same line of reasoning, for a p-type material we have
n —_—
_ NP~ P _pDBn _dn (34)

- Tn(p"'ni) B pEtn Tn.

Here it is obvious that the recombination rate depends upon the minority carriers. This is in ac-
cordance with the SHR model that states that recombination centers have to wait for minority
carriers, which therefore become the rate-limiting step in the recombination process.

10. The Continuity Equation (Sec. 4.4.3

Having reviewed the three cornerstones of carrier action, we can now sum them gpriti-a

nuity equation. A continuity equation can be written for both majority and minority carriers, but
solutions of the minority-carrier continuity equation in semiconductors have special importance
in many device applications since excess majority carriers are so few in comparison to the equi-
librium majority carriers.

@ [ J
J,(X) J (x +dx)
O

O

X X+ dx

Fig. 10:  The increase in the electron density in a p-type slice of thickness dx is related to the net flow of electrons
into the slice and the excess of generation over recombination.

As in the main textbook, &p = p—py and dn = n—n;.
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To derive a one-dimensional minority-carrier continuity equation for electrons, we
consider the p-type slice of thicknedslocated a as shown in Fig. 10. The number of elec-
trons inside the slice may increase because of a net flow into the volume and from net carrier
generation inside the slice. The overall rate of electron increase equals the sum of the number
of electrons flowing into the slice minus the number of the electrons flowing out, plus the rate
at which electrons are generated minus the rate at which they recombine. Formally we thus have

on . () =Jp(x+dx)

5t Adx=p - gA-U, Adx. (35)
Taking the Taylor expansion of the current density yields

0J 0J

3,(0) =3, (x+ dX) = I (x) = (%) +Wn [tixd = —W” x. (36)
Eq. (34) and Eqg. (36) are now substituted into Eq. (35)

on _ 19 _an

ot qoJx T,

and we are staring at theontinuity equationfor electrons. For holes the continuity equation
would look like

op _ 19, 3p

ot qox T,

in which only the sign for the charge differs from the electron case.
In the continuity equation for holes, let us now substiﬂét&)r the total current density

due to drift and diffusion, as the general case. Then we have

op _ 10 _qgD. 2P]_%p
5= 5 3%, PO A, Ex(x) —aD; 7 =

which in turn, fully evaluated, becomes
2

op aEx d
Dp

©
(o4}

ap__ B oF
3t - upExﬁ PHp 5+

N
—

0X p

Although Ho ande are not fully independent of more elaborate versions of this equation are
seldom considered.

There are a few directions we can take from this point; some important observations we can
make from the continuity equation. To review two of these directions briefly we first take a look
at thediffusion equation and then get to know the concegliffision length.

10.1. The Diffusion Equation Gec. 4.4.3
The diffusion equation is based on the continuity equation but assumes the special case of
E, = 0. Hence, for electrons it is written as
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2
on _ dn on
= = D, — -
ot 0Xx Th

Further simplification can be achieved if we assume that the equilibrium carrier concentration
is independent of time and position:

2
0 0 on
=—(0n) = D, —(dn) — —.
ot n 0x2 T,
This is a much more useful form of the equation, which will become apparent as we discuss the
diode.

10.2. The Diffusion Length §ec. 4.4.%

Assuming a number of excess carriers are created in one end of a long uniformly doped bar, at
x = 0. Many of these carriers will not only diffuse into the bar, but also recombine as they travel
through the bar.

Assuming steady-state conditions, i.e. the number of excess carriers is constant over
time, the diffusion equation for, say, electrons can be written as

d’ 3
0=0,-% (n)-2L. (37)
dx’ Th

The boundaries of this differential equation are determined by the physical characteristic of the
experiment with an “infinitely” long barpn(0) = €'>n(0)|t _ 0(1) and on(«) = 0. The solu-
tion to the equation thus becomes

X

3n(x) = 3n(0)|, _ & "™,

where thediffusion lengthlL , is defined as

L, = /D, Tp-
The diffusion length is the average length an excess carrier diffuses before recombining and this
quantity has great significance in the future sections on diodes and transistors.

In the main textbook there is another symbol for the initial excess carrier number: dn(0)|, _ o = An.
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11. Gradients in the Quasi-Fermi Levels$ec. 4.4.

We are not only prepared to summarize the carrier action into continuity equations, but we are
now also mature enough to study the total current in another perspective. The total current den-
sity for electrons in thg-direction is

dn

‘Jn = ‘]n,drift+‘Jn,diff = nq“nEx+and

The gradient of the electron concentrationan be expressed as a function of the quasi-Fermi

level for electronsk,,, in Eq. (26), i.e.
(F,—E)
@ = iEn kT E: n ﬁan_d_EiD
dx  dxpj 0 kT Ax  dx O

From Eq. (18) we know that we can replace the gradient in the intrinsic Fermi levebp&ith
which leads to a total electron current on the form

n |ijn

Jn = nqunEx-l_anEiz-T- [Hx _quE

Einstein’s relationship, Eq. (20), allows us to substitute the diffusion coefficient for a function
of mobility. Then we have

kT dF,
Jy = nqunEX+q81 Dqﬁ' gE, D = ngu,E + Ny, — ax —ngu,E,,

which can be simplified to
dF,

J, = Ny, ax

The same derivation for holes yields

— de
Jp = pup& .

In conclusion, if the gradient of any of the two quasi-Fermi levels is non-zero there is a net cur-
rent flowing in the semiconductor. Oppositely, if there is a net current in a semiconductor at
least one of the quasi-Fermi levels has to have a non-zero gradient.

Ex. 4: Quasi-Fermi Levels - An Example

Assignment:

In EqQ. (26) and Eq. (27) quasi-Fermi levels were introduced for the description of carrier con-
centration outside equilibrium:

(Fn_Ei)
kT
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and
(Ei—Fp)
kT
p=n;e

Assume we have an n-type semiconductor at room temperaturel(y\ﬁiliol5 cm'3, n = 10'°
cm® andpy = 10° cm> (could it be Si?). Furthermore assume that at non-equilibrium we have

on=29p = 10 cm>. What are the guasi-Fermi levels in this semiconductor in relation to the
intrinsic Fermi level?

Solution:
First, using Eq. (12) we find the Fermi lewtlequilibrium as

Er—E; = kT In a]lf’g = 0.298 eV
|

just to have one more reference energy level that can assist us in grasping the positions of the
quasi-Fermi levels.
By havingE; as energy reference we can now take excess carriers into account in the

non-equilibrium case, and quickly solve the quasi-Fermi levels by the use of the definitions in
Eq. (26) and Eqg. (27) so that

+9n
—E, = kT n20 = k1 |nEP°n

O_
P = thO g o= 0.298 eV

n

and

+ 6p
F_E = kT InPO= 1 n@22 %P0 - 5179ev.
ChO O n O

Obviously, as the number of electrons (majority carriers) is not particularly affected by the ad-
dition of excess carrierS,, is not deflected much fror that is defined before we add the ex-

cess carriers. However, the number of holes is greatly affected by the additiod oG

excess carriers (there were onlyslii)n'3 holes to start with!). ThusF,p is situated 0.298 + 0.179
= 0.477 eV belovE.

EC
________ EF: N
E=112eV|E - — - — - — - —
S F
p
E,

Fig. E.4:  Band diagram indicating Fermi level as well as quasi-Fermi levels.

Take a look at Fig. E.4 to get a feeling for the location of all these levels, assuming the material
really is Si. As a final commeng; in Si is located 0.013 eV below midgap. Thus the approxi-
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mation that the intrinsic Fermi level is located at midgap is quite applicable if we consider the
size of the bandgap.

12. Overview on Semiconductor Bulk Devices

The elementary semiconductor physics that we need for describing the semiconductor devices
of this course has been treated. Let us stop for a while and make some observations:

Up until now the semiconductors have been homogeneous except from variations in
doping concentration. Are such so-called bulk semiconductors of interest in practical situa-
tions? Well, not that often. But important applicatidosexist;

. Thermistors for measuring temperature -
W or n vary with temperature.
. Hall devices for measuring magnetic fields

. Piezo-resistance devices that are sensitive to strain, compression or twist -
these are probably among the most complicated devices to describe mathematically de-

spite their simple physical structugevaries due to a perturbation in the -space (a result
from the strain) which affects the effective mass through Eq. (3) anduthBscause of

the involvement of thé -space, the resistance depends on in which crystal direction the
strain is applied.

. Photoconductive devices, so-callakiotoconducto@, sensitive to light -
the resistivity decreases with the increased electron-hole pair generation which comes
about by the light absorptiolNoOTE the difference from photodiodes which always com-
prise a semiconductor junction.

. Gunn diode(ss).

Ex. 5: Gain in a Photoconductor - An Example

Assignment Problem 8.6n the main textbook):

Assume that a photoconductor in the shape of a bar of ldngttd area has a constant voltage
V applied, and that it is illuminated such t@p EHP/cri-s are generated uniformly through-

out. If p, » Mo, We can assume that the optically induced change in cufieistdominated by
the mobilityp,, and the lifetime , for electrons. Show that

Tn
Al = qAL Gop _[—,
t

for this photoconductor, whemg s the transit time of electrons drifting down the length of the
bar.

In Sec. 3.4.5 there is more information on the Hall effect, but this is optional and will not be part of any examination.
In Sec. 4.3.4 photoconductors are discussed. This will be included in the examination.

The operation of the Gunn diode is based on peculiar mobility variations (Sec. 7.4) present in some materials. For
optional reading, outside the scope of examination, consult Sec. 10.3 of the main textbook.
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Solution:

The average generation rate can be found be using Eq. (34) to describerthal recombina-

tion. This describes the spontanedhsrmal recombination in a semiconductahich con-

tains excess electronsoutside the thermally excited carriers. There is also a thermal
recombination going on of thermally generated carriers, but that is in fact simplified away in
Eq. (34).

Now, assuming an illuminated junction, in which generat'@gp, of electron-hole pairs is tak-

ing place, we have at steady-state a balance betiineemal recombination obptically gen-
erated excess electrons, such that

Gyp = R = 2N,
n
or rather
dn = Gy, T,,.

Similarly we have for holes

op
GO =R ==X
p 1
Tp
or rather
Op = Gyp Tp-

We can write the drift current in a photoconductor of lenigtmd cross-sectional ardaacross
which there is a voltagé, as

V
I= aA (npy + PHp) By = A (NHy + PHp) T

The change in current due to illumination can be described with regard to the change in carrier
concentrations

\Y/ V
Al = A (dnpy +OpHp) T = GA Gop (ToH +TpH ) T

and with the assumption in the problem thab My (T, = rp) we can express this as

\
Al = qA Gy, T, L

How can this be related to the transit time? Well, the transit time for an electron can be described
as

T, = __Il._ = __L__ = L L
‘ Vdrlft un Ex p'n \%
which gives
_ L2
un —
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Thus, we have finally

Al A G %ﬁigv AL G, "
= q '[' —_ = q ,
°° "o, vl P 1

which is the conclusion dfroblem 8.6

However, this is a very interesting expression in that it gives us the possibility to analyze the
photoconductive gaifi, which is defined as the ratio of flow of electrons per second from the
device, i.e.

Al
q
to the rate of generation of electron-hole pairs within the device, i.e.

AL Gy.

Thus, the gain of a photoconductor is

Th@)
Tt

=

which for fairly high values oV, experiences a short enough transit time for the gain to become
larger than unity. A surprise perhaps, considering that the photoconductor is nothing but a piece
of doped semiconductor, without any p-n junction that usually is associated with amplifying de-
vices.

In some materials such as CdS, trap levels exist. Whilst a carrier is held in a trap, a carrier of the
opposite type must be present in the semiconductor to maintain space charge neutrality. This
means; since the minority carrier lifetimes increase due to the traps, while the transit time re-

mains constant, an even higher gain is achieved.

Now we will enter a new field of great importance: the theory of junctions between n- and p-
type materials, which is the foundation for diodes as well as transistors.

13. The p-n Junction at Equilibrium (Sec. 5.2

Prior to carrying out a thought experiment, where a p-n junction will be created, we have two
semiconductors, one of p- and one of n-type, isolated from each other in room temperature, as
shown in Fig. 11(a). At this temperature we can view the carriers supplied through doping as
free carriers.

When the two pieces are put together, in a so-caitegiunction@, diffusion of car-
riers will immediately start taking place, as depicted in Fig. 11(b). Electrons diffuse from the n-
material to the p-material in the conduction band, while holes diffuse from the p-material to the
n-material in the valence band. Uncompensated dopant ions are left behind on each side and the

=

Compare with the relation in Sec. 27.3 of the Lecture notes, that states that B = 1./15 = 1,/T;.

The doping is uniform and constant in both the n- and the p-material, which is an important assumption in the step-
junction model.

g
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electric field that is starting to build up, because of these ions, will soon balance the diffusion.
Now balance between drift and diffusion has been established, which is illustrated in
Fig. 11(051). The electric fieldg, is forcing electrons to the left and holes to the right, which

exactly balances the electron diffusion to the right and the hole diffusion to the left. We now
have a p-n junction with a built-in potential which is called twatactpotential V. The region

around the junction is called tlgepletionregion and according to thdepletionapproximation
it completely lacks free carriers (which is almost true).

Ecn Ec,p
________ Een
@) ' p-material
n-material
________ EF’p
Bvn 5 0 o0 O o FEuw
Ec,n‘ e 0 0 0 === £,
Ern - — — -
(b)
_ — EF’p
Evn ¥ =-=--0 0 0 o o Hup
E,
#
006
q%I 00
© 2 800
S 660008 ~~ = -
ololo
5
®® /depletion
E, region
“«—>

Fig. 11:  Different phases of a thought experiment where a p-n junction is created.

13.1. The Contact Potential $ec. 5.2.1

What about the contact potentidd,; with all our knowledge in basic semiconductor physics
can we calculate its value? Looking at the p-n junction, the electron concentration in the p-type
material is

(EF, p— Ec, p)

e KT 0@

Here the liberty to indicate the presence of ions inside the energy band diagram has been taken - naturally there
cannot exist ions in an energy band diagram, but only in sketches of the material itself.

Subscript indices n and p in plain text differ from italic n and p as they state type of material, not carrier.
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whereas the electron concentration in the n-type material is

(EF, n— Ec, n)
kT

The junction is at equilibrium and the: , = E¢ |, which cancel each other in the equation
above. After simplification we hence get
Vy = KT In EQ—”E. (38)
p
In the n-material electrons are majority carriers and, thys,N,. But Ny, how do we go about

to find that? In the p-material the holes are majority carriers and we will therefore kijow
which is equal t@,. At equilibrium we can make use of the mass action’s law in the p-material,

n, P, = niz, which consequently provides us W'rnp. The final expression for the contact po-
tential is

(N, N,O
Vo= S ingady
4 On“°0O

UsingkT/ g =0.0259 V and typical values for Si at room temperathites 10'8 cm'3, Ny =
10 em® andn, = 10%cm®; we getV,=0.78 V.

13.2. A First Encounter with the Law of Junction
Eq. (38) from the previous section can be written as

N Vo
kT
—_ =e" .
M
This relationship is in fact similar to another expression, an expression we will derive right now

from Eq. (28), which says:

(Fo—Fp)
np=n’e T (39)
The meaning of Eq. (39) is that a displacement of the quasi-Fermi levels leads to an exponential
growth in carriers. As one carrier type is majority carrier and does not have its density changed
that much from equilibrium, the minority carrier type is the one that grows exponentially.
How can the quasi-Fermi levels be displaced? Well, simply by applying an external bi-
as,V,, on the p-n junction. As will be shown again in later sections (remember to take a look at

Fig. 15), if the junction becomes biased we have
qVa = F—F,. (40)
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Substituting Eg. (40) into Eq. (39) yields

A

2 kT
np=n“e

which is often referred to dbke law of junction.

(41)
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Ex. 6: The Law of Junction - AnIMPORTANT Example
Assignment:
A Si p-n junction is kept in an environment whéfe 300 K and, thusn, = 10" emi, Further-

moreN, = 10°cm3, calculate the minority carrier hole concentration at the edge of the deple-
tion region of the junction when a forward bias/gf= 0.60 V is applied.

Solution:
We have the law of the junction in Eq. (41)

qVa
2 kT
np=n"e ,
which can be rewritten as
2 AVa
D= N okT
n

Here we obviously are talking about the holes as minority carriers, i.e. we are talking about the
n-side of the junction. Moreoven, is fairly constant as it represents the majority carriers, and
not only is it constant but it is also equal &y - we assume low-level injection and complete

ionization. We now can write

n 10,2
pOn—N—'d :% = 10" em>.
Consequently,
qVa 0.60 g
on = Pone’ = 10°e "% = 115a0" emi®,

which indicates quite an increase in carrier number.

14. Analysis of the Depletion Region of the p-n JunctiorSéc. 5.2

In the subsections of Sec. 14 we will always assume that the semiconductors have a uniform
cross-sectional area.

14.1. Review of Poisson’s Equation

From the electrostatics we have to import an important equatiorRdngsonequation, that
states a relationship between the divergence of the electric field , and the charge density,
p:
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] [E = L .
ar 8O

In the context of a junction with a depletion region, we prefer to usgppaeecharge, i.e. charge

times the difference of the number of positive charges and the number of negative charges in-
side a certain volume. Since all our analyses will take place in one-dimensional space, we can
write Poisson’s equation for our requirements as

dE
dx
Here space chargkensity has been used in accordance with the original Poisson equation.

X = g(p—n+Nd—Na).

14.2. The Electric Field in the Depletion RegionSec. 5.2.3

Using the depletion approximation means that there exist no free carriers inside the depletion
region, while the charge density outside the depletion region is taken to be identically zero. For-
mally we thus have

dE, q

T = 5 (Ng=Np), for—x, < x<x;, (42)
and

dg, 0 < dx >

g% = 0. forx<—x, andx>x, .

These equations are visualized fatep '|uncti0|£11) in Fig. 12.

n-material p-material

X
>

A

exact
—— approx.

_qNa

Fig. 12 Depletion region and charge density as functions of x in a step junction.

In the figures of these Lecture notes, the materials of the junctions are ordered such that
the electric field increases with increasixign order provide another view than that of the main
textbook.

Now, integrating both sides of Eq. (42) fex,<x<0 al&kx< X5 respectively,

This is just one of many different junction types. Another common junction approximation is the graded junction in
Sec.5.6.4.
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gives
Ex(x) X
._ ANy _ ANy
J’ dE—J’deD Ex(x)—T(xn+x) for x,<x<0, (43)
0 —Xn
and
0 X
dE'—quad'DE - N for0<x< 44
J’ —J'—T X x(X)—T(Xp—X) or0sxsx,. (44)
Ed(x) X

Here the integral oE, is only bounded by the conditions th&(—x,) = Ex(xp) =0 A=F
0 the electric field has to be continuous and thus

N N
E.(0) = qu xn:qTaxpD Ngx, = Nx .

X (45)

This equation gives us an idea on how doping levels affect the depletion region. With heavy
doping on one side and light doping on the other, obviously the depletion region on the side with
heavy doping is quite narrow which is in contrast to the lightly-doped side where the depletion
region penetrates much farther. This is important because most p-n juncti@syammetrical-

ly doped, indicated as+fn or n+-p where the + superscript means heavy déf‘ﬁng

14.3. The Potential in the Depletion Region and the Depletion Region WidtBéc. 5.2.3

In the main textbook Streetman finds a clever way to formulate the total width of the depletion
region. Let us instead make an instructive detour based on a calculation of the potential:
Solving the potential according to Eq. (24) yields

V, = —E, dx.

X
The boundaries of this equation are, by virtue of the definitionarid the ordering of n and p,
simply V,(=x,) = V, andVX(xp) = 0 . Appliedto Eq. (43) and Eq. (44), this allows us to de-

scribe the potential anywhere in the depletion region as a function of the electric field. First, we
have

Vil(X) X
o~ ¢ 9Ng N A
I dv' = _IT (X, +X) dx for —x,<x<0,
Vy —Xn
which leads to
N
V, (X)=Vq = —% (Xp + x)° for X, < X<0.

Then we have

Yes, E,(0) is positive in these notes. This is due to the definition of x going from n to p.

To be called asymmetrical doping the heavily-doped side has to have a doping density many orders of magnitude
larger than the lightly-doped side.
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I dv' = —I——— (x —X') dx f0r0<x<xp
V()
which after S|mplification of the integral yields

V,(X) = - (x —x) DV(x)—b(x x)zforOsxsxp.

(2)

The potential, just as much as the electric field, has to be continueesdnThus,

aNg > _aN, >
VX(O) = VO_-E Xq = Efxp )

N,
which in conjunction with, for example,, = N x derived from Eqg. (45) leads to
d

V- qu [’\la [F _ Na 2

2¢ PD_EXP’

which can be simplified into

X 28 Ny
P~ g N, (Ng +Nd)

Now we can, thanks to Eq. (45), readily figdas

_ Na 2€ Na
s N e o o

The total width of the depletion regidin equilibrium isx, + X OF rather

R e s g R A
qN+Nd NaD qN+Nd ODNaNdD'

which also can be written as

N+ N
=A/2—8 2 _—dv,. (47)

q NaNd

What happens with the width in non-equilibrium? The total width of the depletion region de-
pends on the amount of applied bias over the junctign Practically all applied bias voltage

over a p-n diode, shown in Fig. 13, drops over the depletion region, since the contacts to the
supply voltage wires are ohnffdin nature and the unperturbed n- and p-materials, the so-called

guasi-neutrategions, conduct current wél - at least small currents. The depletion region on
the other hand is highly resistive, lacking free carriers as it does. Eq. (47) can therefore be for-

1.
2.

See Sec. 5.7.3.
Yes, for current to flow, there has to be some voltage across the quasi-neutral regions.
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mulated as

2¢ Ny
W = A/a —I\I—I\Td— (Vo=Va)

to take applied bias into account. It is obvious that the higher poteryjahe more narrow the
depletion region becomes. Conversely, a lowering,deads to a wider depletion region.
V, dropped

here
—

n-material p-material

_VA+

Fig. 13:  Application of external voltage over a p-n diode, where +V, connects to the p-material.

NOTE that this expression only is valid faf, <V, . However, when the expression for the

width fails because of a large applied voltage, the current has become huge. The consequence
of large currents through a diode is that the quasi-neutral regions will not act as such good con-
ductors anymore, and thus we cannot neglect the voltage drops over these regioWs when

proaches/,. Long beforev , = V,, the diode is burning ...

Furthermore, under the assumption that we havé-a junction diode, i.eN,» Ny Wcan be
simplified to

f—s L Ve-vy), (48)

since the largél, cancels out. It should beoTEd that the characteristics of the p-n junction are
determined by thightly doped side in an asymmetrically doped junction.

14.4. Depletion Region Capacitance in an Asymmetric p-n Junctiosécs 5.5.4 - 5.5)5
The depletion region can act as the dielectric medium between two plates in a plate capacitor.

[ Ql | @ | @
° @ @
5 W = = Q=
| | ©) © % e
Q| I
(@) (b)

Fig. 14:  (a) A conventional plate capacitor. (b) A “depletion region capacitor”.
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However, a big difference from an ordinary plate capacitor is that the charged ions are distribu-
tion within the dielectric medium in the “depletion region capacitor”, as shown in Fig. 14. De-
spite this, it can (and will soon) be shown that the capacitance in the p-n junction can be written
as that of a plate capacitor.

Usually we define

- Q

Va'
happily unaware of that the foundation for this expression is that the clasgearyinglinearly

with the voltageV,. Let us continue with the assumption that we havé-a punction and there-
fore only concern ourselves with the n-side. Then, in the n-side of the depletion region we can

define the space cha@efrom Sec. 14.1 as
Q, = p Wolume= gNy [A Xx,.

With Eq. (46) adjusted to an applied bias &hd> N, , the space charge is

2e 1
Q, = Ny [A |= q N (v0 Va) = A J2eq Ny (Vo—V,).

Clearly the charge is not Iinearly dependent on the voltage and thus the capacitance has to be
expressed as

e .
d(Vo—V,)

where the voltage difference is the voltage applied over the depletion area. Finally,

/ 2¢q Nd . A
2 (Vo A) /\/28 1 W

o N (Vo A)
Is achieved, an expression for a plate capacitor.

A p-n diode used as a voltage-dependent capacitor is calladaator. Usually, it is used with
V4 <0V, which leads to negligible d-c currents in the diode which is a behavior similar to a

conventional capacitor. How currents are created in the p-n junction will be unveiled in Sec. 15.

14.5. Critical Field in a p+-n Junction
Previously we derived an equation for the electric field in the depletion region. The maximum
(absolute) value of the electric field wasxr 0, exactly in between the two types of materials.

+ . . ;
Let us now assume that we have angunction; then we can write

aNy

E.(0) = Ex, max — e Xp -

There is of course a space charge Qp associated with the p-side, Qp =-Q,
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We can also review the expression for the width of the depletion region%hejunction which
was derived shortly after the electric field was analyzed:

f—s ERRVRRVAY

. . 4 . . .
However, in an asymmetrical i junctionW = x,. Thus, we can merge the two previous equa-
tions into

_gN 9Ng [2¢ 1
EX max /\/ (VO A)'

Let us now consider the maximal electric field a junction can take before experiencing a so-
called breakdowrE. ;.5 Knowing the critical field allows for calculating the applied voltage

it takes in the reverse directiovzg, to have a breakdown:

_ 12q _ g 1 2
Ecritical - ,\/? Nd (VO+VBR) O VBR - Z:] N_d Ecritical _VO'

We can notice that if we have a certain critical field; an increase in doping would give a decrease
in breakdown voltage. Re&kc. 5.4.2n the main textbook on avalanche breakdown.

15. Currents in the p-n Junction Sec. 5.3
When a p-n diode iforwardbiased, as shown in Fig. 15, the difference between energy bands

° p-material
oo "==P <« ——-0
XXX o R
oooooo“/ IqNOVA)
---------------------- = - - - - = +V
F F : A
n R n
0 — . —/Fp ___________ F P
E;
~ 5000000
. _ _0Oo0o0oO
O-— — > *--- (ONe©
n-material o

X

»
»

Fig. 15:  Aforward-biased p-n junction. (Forward always means that the highest potential is at the p-side.) The quasi-
Fermi levels and the intrinsic Fermi level are indicated.

across the depletion region is reduced. The electric field is also reducedytegtit will not
change orientation Thus, the drift current existing in the p-n junction will take place in the
opposite direction to what we might expect as people quite competent in basic electronics - the
current in a forward-biased diode is supposed to go from the p-side to the n-side. No, let us leave
the drift current for a while, it is all the same restricted in size since there are few minority car-
riers on each side of the depletion region and these carriers are the only that can be pushed by
the electric field. The current in the forward-biased junction is in fact due to diffusion.

lllustrated in Fig. 15 is the decreasing number of majority carriers with increasing en-
ergies. There are quite few carriers having kinetic energy enough to surmount the potential dif-
ference but those, which have that energy, have the ability to diffuse into the depletion region.
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At equilibrium the diffusion and the drift currents are exactly balancing each other, but when
we apply an external forward bias voltage, we facilitate the diffusion by lowering the potential
barrier thereby allowing for majority carriers at lower energies to diffuse into the depletion re-
gion.

15.1. Deriving a Current Equation for the p-n Junction Sec. 5.3
Eq. (41) provided the law of junction, which relates carrier densities to a potential as

qVa

_ 2 kT
np=ne

under the assumption thad recombination or generation take placen the region over which

the potential is applied and that low-level inject@rprevails. We can thus write the carrier
densities at the edges of the depletion region as

qVa
np(xp) = Ny, p(xp) e T
and
qVa
Pa(=Xa) = Pg (%) €'
The excess carrier densities are therefore siply n—n, dand p— or
qVa
dn,(Xp) = Ng (X,) [eﬁ—lm
and

8p.(=x) = Py o(—x) BT 10
' [l [l

Now, the excess densities, assuming no R-G processes in the depletion region, are defined at
the boundaries of the depletion region. Taking, for example, electrons going from n to p: Out of

Ny4(—=%,) majority carriers some electrons diffuse over the depletion region and become

6np(xp) minority carriers. Some of these minority carriers continue to diffuse deeper into the

p-material, of course suffering from recombination as there are many holes present in this ma-
terial (as opposed to the depletion region). Now we will describe the diffusion process in the
guasi-neutral regions.

In the section on diffusion length, Sec. 10.2, we solved the diffusion equation for elec-
trons at steady-state:

42
0 =D, —2(6n)—
dx

3n
Tn

for an “infinitely” long bar. Now we can use the same equation for the quasi-neutral regions in

See Sec. 9.1.
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the p-n junction diode, to find out how recombination affects the excess carrier concentrations,
dn, andop, .

Continuing to assume the electron case; the boundaries of this differential equation are
6np(xp) , right on the boundary between the depletion region and the p-side, and 0 at the contact
area of the p-side. We thus assume that the p-type quasi-neutral region is long compared to the
diffusion lengthL, = /D, T, , which means that all electrons recombine before reaching the

p-side contact - this often is called tlemg-basealiode assumption. The solution to the equation
thus becomes

(x=x)) qQVa _(x=x)
L, 0T L,
énp(x) = 6np(xp) e =Ny IO(xp) %e —lge

We know from before that the current density due to diffusion depends on the carrier concen-
tration gradient. Also from before, we know that in the step-junction model the doping in both
materials is uniform and constant. Thus, the gradient of the carrier concentration is identical to
the gradient of the excess carrier concentration, which we just described. Therefore, Eq. (30)
can be applied here, yielding

qVa (x=x))

Hred L
dn _ d (x,) BT _10e b
U 0

J = an&— an& o, p

n, X
which in evaluated form is written

qVa (X=x,)
J. x = —aD, no+(xp) EekT -10e b
’ n [ O

So what does this imply? The current decreases as we go farther away from the depletion region.
But the total current must remain constant with distance from the junction in the steady-state
case! The explanation to this “mystery” is that the hole current due to majority carriers increases
as we move away from the junction. This hole current supplies the holes with which the minor-
ity carrier electrons recombine.

With an analogous treatment we find the solution to the hole diffusion equation in the
n-side as

(X+%,) qVa (X+ %)
_ L _ Uwr 05
6pn(x) - 6pn(_xn) € - pO, n(_xn) %3 - 1Ee '

which allows us to define the current density in Eq. (31) as

00 (%) O qVa . (X+ %)
dp 0, '\ Xp kT L
J,,=—-gD,— =—qD, ——— [& -10e °
P X P dx P Lp 0 0
To obtain an expression for the total curredf,, , we sum the minority-carrier components
Jp,x andJ, , atx, andx, respectively, as
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qV
J 2p (—X,) 2 (X,) Ee"_TA 15 (49)
X L p A PP O

Obviously the current moves opposite to #adirection, which is reasonable considering what
is illustrated in Fig. 12 and Fig. 15. Usually this expression is simplified intddbal diode

equation

Vv
J, . =-J Eeq"—{\ 15 (50)
t, X OD D’

whereJ, is the magnitude of theeversesaturatiorcurrentdensity predicted by this theory when

a negative bias equal to a fes/ q is applied. This seems to indicate that when the diode is
reverse biased the current - in electronics often referred to dedakagecurrent - is constant

and is flowing in thex-direction, as defined in the diode. The reverse-biased scenario is depicted
in Fig. 16, where the drift mechanism dominates over the diffusion. But even though the electric
field increases significantly by the reverse bias applied, the drift current does not increase par-
ticularly much. This is due to the few minority carriers that are available for drift at each side
of the depletion region. These few minority carriers come from the quasi-neutral material itself
and they are due to thermal generation. After being generated the minority carriers diffuse
around, some of them ending up at the boundary to the depletion region where they are attracted
by the electric field.

-—— -0
I's
[ ) p-material
o0 =™~
XXX IR Rd
00000 500000
eP 0000
. S mm OO
n-material @)
A
o____/

Fig. 16: A reverse-biased p-n junction.




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 50(119) -- Lecture 7
LECTURE /

Ex. 7: Thermal Response in a p-n Junction - An Example

Assignment:

Consider a Si p-n junction initially biased at 0.60 VTat 300 K. Assume the temperature in-
creases td = 310 K. Calculate the change in the forward-bias voltage required to maintain a
constant current through the junction.

Solution:

We have the following expression for the diode current density:
qVa

J Dp ( )+Dn )| & —17
=—q [— Po n(—X,) + 7= Ng ,(X } =10
t, x L, Onmk nlt 0P| 5 0

This can be slightly redefined if we consider that
2

Po. n(=X,) = —.
, N n Nd
and
2
n;
a
Then
qVa
_ 2@Pp 1 Dh1piiw O
J,=—qn’ /—F —+— —=[ -1,
bx ! ELp Ng Ly NaDD 0

which, with forward-bias conditions, has a temperature dependence such as
4Va
3, OnZ(TM) e,

if the dependence of the diffusion coefficients on temperature is neglected (Comjy”
When we derived the mass action law we saw that

N~ = N.N, e

and thus, assuming the temperature dependenkig afidN, is not very big in comparison to

the exponential function (it is “only”] T3/2), we have the following relation:
5 dVa
Ji U e T T

With a constant current, despite the temperature changeffjen300 K toT, = 310 K, we need
to have a change from,, (= 0.60 V) toV,, in applied bias according to:




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 51(119) -- Lecture 7
£ v E dVe £ v £ v
KT, KT KT, KT - q - q
elelze 2e2D 9.4 Al _ 9.4 A2

Thus, sincdsy = 1.12 eV, we can solve fihy,

T,
Vo, = [T—l (QVa—Eg) + Eg}/q = 058 V.
The change in applied bias has to be -20 mV to keep the current constant.

16. Recombination and Generation in the Depletion Regiorséc. 5.6.2

The ideal diode equation is completely ideal, the derivation of Sec. 15 assumed that the diffu-
sion across the depletion region was not disturbed by recombination or generation; a simplifi-
cation far from reality. To compensate for the R-G processes taking place in the depletion region
the ideal diode equation usually is modified by a constant such that the expression (with our no-
tion of x-axis) looks like

qVa
[l nkT ]
Jy=-Jy&  —-10
0 0

Theideality factor,n, takes R-G processes into account in a way that is difficult to understand
without further discussion. In short, whenis close to 1 diffusion dominates, whilenaclose
to 2 indicates that recombination is dominating.

In Sec. 9 we did a thorough analysis of recombination and generation vialtrapR.- G can
be written as

_ np-n’°
S T(n+n) T (pt )’

(51)

based on Eq. (32) arfg = E; as in Sec. 9.1. We will now use this expression to analyze what
really happens in the depletion region.

16.1. R-G Processes in the Depletion Region under Reverse Bias
For the case of reverse biasjn the depletion region, as defined in Eq. (51), can be further sim-

plified and evaluated by noting thatt1O ampd10  since all free carriers are swept out of the
depletion region:

T,+1,

where the sign indicates that in fact a generation process is going on. When generated, an elec-
tron and a hole will be swept with the electric field so that the generation current will go in the
same direction as the reverse saturation current.

Now integrating over the depletion widWl under the assumption that the generation
Is constant throughout the whole region yields
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w
_ gx = InW
Jgen—qIG X= —r
0 PN

Now, this is not completely uninteresting. This expression reveals that if a real p-n diode is re-
verse biased the total reverse current density is

an,
T+ T,
I.e. the total reverse current density is not constant, because theWaitpends on the applied
biasV,.
A

reverse —

J = Jo+Jgen = Jo+ W

In fact the expression for the reverse current density illustrates a number of things that
are really important for modern electronics. Take for example the dependence on intrinsic car-
rier concentration,

2
Jreverse = ‘]O(ni )+ ‘]gen(ni) :

This shows that for small intrinsic carrier concentrations, the generation component becomes
more important. Where do we encounter small intrinsic carrier concentrations? Well, in large
bandgap materials, and at lower temperatures. Can this be of interest in other cases? - check out
Example 8.

Furthermore, since we now have accounted for the two major mechanisms governing
leakage current in semiconductors, we now have some insight into why large bandgap materials
such as SiC would be nice to use as process technology for a dynamic memory. Don’'t we?

Finally, this expressiors however uninteresting in so far as it does not explain the reason for
including the ideality factor in the modified diode equation. No, the ideality factor is something
that is due to the R-G processes under forward bias.

16.2. R-G Processes in the Depletion Region under Forward Bias

When the junction is forward biased, the carrier concentrations in Eq. (51) are not zero as in the
case of reverse bias. There exist some free carriers inside the depletion region and these can re-
combine! Using the concept of quasi-Fermi levels, Eq. (26) and Eqg. (27), to dekcwieear-

rive at

(Fa—E) (Ei—Fp)
kT KT 2
U = n, e [h; e - 1)
(Fa—E) (Ei—F)) '
O kT o 0 kT
Tp[ni e + niD"' Tn[ni e + niD
U U U U

The reader should by now be able to dedEge Fp = qVA(z). Also, at pointx = 0 at the “center”
of the depletion region we have

Here it becomes apparent why asking students to mechanically memorize all formulae of semiconductor technology
is completely futile. What really is interesting is what the qualitative discussion around this formula gives, not the
actual values attained when used in a calculation.

Consult Fig. 15 if this deduction does not seem possible.
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_ _aVa
F,—E = Ei—Fp ==

and thudJ,,,,, can be written as

qVa
O O
e
Umax =

o o g o
r, "+ 10+ 1,7 + 10
0 0 'O 0

Now two reasonable simplifications are made: First, the excess carrier lifetimes are replaced by
an average lifetimeg, and, secondly, the forward bias is supposed to be large enough to make

the exponential terms dominate over unity. So now the expression becomes

AV
kT qVa
U = n € _ N o2KT
max qV, 2-[0 ’
2KT
21, €

which forms the basis for an expression for the recombination current density at forward bias:
qVa
_anW o
Jiec = _ZTO e .

Thus, the total forward current density, as defined in previous sections, can be written as

Va
0 O qnW 57
3=, R _1D_Q_|__ o2KT
0 0 2T

NOTE that this is an approximation sindg,. is based on a constabit(U,,,,is only valid atx

max

=0) and on the fact that our expressionttbonly consider one single R-G ceritérin any case,
it serves well as an indicator on why there is an ideality factor in the modified diode equation.

Ex. 8: Generation Current - An Example
Assignment:

A reverse-biased p-n junction has an ideal reverse saturation cugremzording tdeg. (5-36)
in the main textbook. Consider a p-n junction in Si at room temperature with the following spe-

cific data:N, = Ny = 10 cm® andt, =1, = 5x10" s. There are three things we should inves-
tigate:
1. Whatis the ideal reverse saturation current denkj®,

2. What is the generation current densﬂé{en when the p-n junction is reverse biased with
5V?

For materials with more than one R-G center, the factor 2 in the denominator (prior to kT) would decrease slightly.
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3.  What can be said about the relative magnitudes of the two current densities?

Solution 1:
The ideal reverse saturation current density can be described as

_ 2[Pp1 nlD
Yo T AN AN, T, NGO

The diffusion length can be substituted= /D [ , leading to

JO: qnizg %i+ _D_n_l_%
N Tp Ng T, N[O

SinceN, = Ny andt, =1, we can rewrite the equation based(= N, = Ny) andt (=1,=T1,)

2
an 1
T o (e B,

where the diffusion constants are obtained friéim. 3-23(u,, = 1000 cn%Ns, Hp = 400 cnf/

Vs) being simply the mobility corresponding to actual carrier concentration followed by a com-
pensation with Einstein’s relationship such that

KT

D = rl .
The result is

Jg = 1640 (109" 2 — (/10.4+ /259 = 1.87x10 " Alem’

J5x107 10

Solution 2:
From Sec. 16.1 we know that

3= qn W

gen T,+ T, '

To describe this current we must know the depletion region witithsrom Sec. 14.4 we have

28 N N
W= |— \
and here all parameters excthare known. Way back in the course we encountered an im-
portant expression:

(NN, O
Vo = Kl ingady,
q Dn O

which yields a contact potential of 0.69 V, with our values. As far as the expression of the width
is concerned/, - V, then becomes 5.69 V and
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W = 1.22x10° cm.

Finally we can calculatégen and to our surprise (?) itis

_ 1.6x10 ° 10°1.22x10"

gen 107

J = 1.95x10 " Alen?.

Conclusion 3:
The generation current in the reverse-biased junction can certainly grow large!

17. Other Non-ldeal Effects in the p-n Junction

17.1. Reverse-Bias BreakdowrSec. 5.4

Zenerdiodes (less often referred to as breakdown diodes) are semiconductor devices whose
function stems from a phenomenon called reverse-bias breakdown. Although referred to as
breakdown, the large current that flows when the reverse voltage exceeds a certain value is a
completely reversible process.

In a p-n diode biased in the reverse direction, at some volt4ge there is a sudden

and dramatic increase in current through the diode. If the current is not limited in the external
circuit which drives the diode, the diode will physically break down as well. The breakdown
phenomenon is not one single phenomenon really, but there are two mechanisms in action -
which of them is active, depends on the voltage applied - eithetehereffect oravalanching.
Avalanching is typically the dominant mechanism, with the Zener effect only becoming impor-
tant when both sides of the junction are heavily doped. The Zener effect is a mechanism gov-
erned by carrier tunneling over the forbidden band gap, while avalanching is carrier

multiplication due to impact ionizatioh.
It is possible to determine whether avalanche or Zener breakdown in a certain p-n di-
ode is occurring by noting the temperature sensitivity/gg. Although not large the tempera-

ture variation of the two types of breakdown are of opposite sign. In the case of the Zener effect,
Vgr decreases as the temperature increases since the number of valence-band electrons avail-

able for tunneling increases. The opposite behavior of breakdown voltage holds for avalanch-
ing, as the critical electric field is increased when the temperature increases. This is a much
more pronounced behavior in comparison to the Zener effect’s temperature dependence which
sometimes is viewed as independent of temperature. The increase in the electrical field neces-
sary for avalanching is due to the reduction of the mean-free path which is a result of the in-
crease in the lattice scattering; the carriers don’t have time to catch up much velocity until they
experience lattice scattering and lose speed.

A mechanism related to breakdown behavior, but which seldom is labelled as one of the reverse-
bias breakdown phenomenapignch-through. This mechanism takes place when the depletion
region extends an entire device region - in asymmetric p-n diodes punch-through takes place
when the lightly doped side is fully depleted. If a continuously increasing reverse bias voltage

is applied to aarrow-bas® p-n junction diode, it is quite possible that it experiences punch-

The main textbook gives an adequate overview on these phenomena on pages 186-190.

If the width of the quasi-neutral region on the lightly doped side of the junction is comparable to or less than a dif-
fusion length, the diode is called a narrow-base diode.
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through long before the other breakdown mechanisms are brought into(%?cfﬁxperimental-

ly and in precise theoretical formulations, the diffusion current remains finite at the punch-
through voltage in a narrow-base diode, provided the electric field inside the diode is insuffi-
cient to produce avalanche breakdown.

17.2. High-Level Injection, Ohmic Losses and Conductivity Modulation §ecs 5.6.15.6.3

The p-n junction current derivation of Sec. 15 relied on the assumption of low-level injection,
which means that the excess majority (or minority) carriers are much fewer than the majority
carriers due to doping. Whew, approache¥ the charge injection increases rapidly and the

assumption of low-level injection may no longer be valid bigth-levelinjection has to be as-
sumed.

In(l) 4
ohmic
losses
high-level
injection
ideal region
thermal generation
in the depletion region
O X >
pV A

thermal recombination
in the depletion region

avalanching and/or
Zener effect

v

Fig. 17:  Non-ideal I-V characteristic for a p-n junction.

Ina p+-n or n+-p junction, high-level injection prevails when the minority carrier density at the
depletion region edge on the lightly doped side approaches the doping concentration of that
side; for Si typically an interval starting at a few tenths of a Volt b&lgw

It can be show! that the ideal diode equation can be restated to take the injection lev-
el into account. The result of this is thd} is the limiting forward voltage for the junction .

V, across the diode can in fact be larger thgrbut then there arehmiclosses in the quasi-

neutral regions. Increasing the current through the quasi-neutral regions implies that the voltage
across these regions increases, which in turn reduces the junction voltage. Reducing the junction

L This is not true for Zener diodes, since they are carefully designed to have a well-characterized breakdown voltage

caused by the Zener effect or avalanching.
Sec. 5.6.1 in the main textbook.
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voltage leads to less current through the device. Effectively, part of the applied voltage is wast-
ed, a larger applied voltage is necessary to achieve the same level of current compared to the
ideal, and the-V characteristics slope over, which is manifested by a less than exponential cur-
rent increase with increasing voltage.

In a case of high-level injection the conductivity starts to increase in the quasi-neutral
regions. This gives rise to so-callednductivitymodulation, which for high currents reduces
the series resistance in the quasi-neutral regions. Since the conductivity is not varying greatly,
this phenomenon is however mostly obscured by the ohmic losses.

17.3. Summary of Non-ldeal Effects

A non-ideall-V characteristic for a p-n junction diode is shown in Figglﬂ.ﬂhe effects dis-
cussed during the last sections are included in this characteristic.

18. DeVICES: p-n Junction Diodes Gec. 6.)

. Rectifying diode(sz).

. Zener (breakdown) diod@%

«  Switching diode¥.

Deliberately the discussion on the charge storaggifusion capacitance in the p-n junction

has been excluded from my lectures. | think the time is too limited. However, to understand the
application of the switching diode, you need to browse throbgb. 5.5.4Here, the depletion
capacitance, discussed in Sec. 14.4, as well as the diffusion capacitance are dealt with. Also,
Problem 6 in our training problems is a problem containing both types of capacitance.

. Varactor diode@.

19. Transistors

| wish to give a quite comprehensive treatment of transistors in this course. Otherwise, if obey-
ing the trends of today, where a field-effect transistor called MOSFET dominates, | would es-
sentially reject all transistor types except MOSFET. A clear indication on the trend is that the
main textbook in its 5th edition has swapped, with respect to the 4th edition, the discussion on
bipolar transistors and field-effect transistors (including MOSFET).

In this course too, the field-effect transistors are discussed prior to the bipolar transistor
section, and the reasonnst pedagogics, but rather a way of showing priority to the most com-
monly used device technology. We have one more reason to start with the field-effect transistors
here, and that reason is to make space in the course for the laboratory exercises that are predom-
inantly targeting MOSFETS. It is certainly good to have heard about field-effect transistors, be-
fore doing laboratory exercises on MOSFETS.

Compare to Fig. 5-37 in the main textbook.

No use in repeating a good presentation: Sec. 5.4.3.
No use in repeating a good presentation: Sec. 5.4.4.
No use in repeating a good presentation: Sec. 5.5.3.
No use in repeating a good presentation: Sec. 5.5.5.

a ~ w b e
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20. Field-Effect Transistors Ch. 6)

There are two basic categories of transistors; the bipolar trarf&lstod the Field-Effect Tran-
sistors (FETSs). The second category will be the main subject matter in this section.

In contrast to the few versions of bipolar transistors, there exist many transistor types
based on field-effect behavior. The three main types are: Junction FETs (JFETs), MEtal-Semi-

conductor FETs (MESFET@ and Insulated-Gate FETs (IGFE‘I?%)

Field-effect behavior was already conceived in 1925 by J. E. Lilienfeld, a Polish-born physicist,
in a patent. Independently of Lilienfeld, O. Heil, a German physicist, presented a similar but
more detailed structure in a patent from 1935. The closest these first ideas are to modern FETs
probably is to MESFET and IGFET structures, respectively.

In effect the “paper” FETs from 1925 and 1935 were the first solid-state transistors
ever proposed, thus approximately predating the bipolar transistor of ~1950 by 20-30 years.
However, good semiconductor materials were not available at that time and technological im-
maturity in general retarded the development of field-effect structures for many years.

The JFET was the first modern-day field-effect device. It was conceptually invented by a certain

William Shocklef'), a British-American physicist born 1910, and was made known in a paper
from 1952, “A unipolar field-effect transistor”. The first real JFET device was built by Dacey
and Ross one year later. The word unipolar stems from the fact that only majority carriers are
involved in the current transport in the JFET, which contrasts with Shockley’s achievements
some years back when inventing the bipolar transistor (Sec. 25). Traditionally the JFET has
been used for high-impedance amplifiers, but nowadays it has been surpassed by a multitude of
more efficient transistor structures.

The MESFET is an evolution of the JFET into a domain of structures that are suitable
for ultra-high-frequency operation. The MESFET is simple to manufacture as it does not in-
volve the process step of diffusion of a gate-channel junction as in the case of the JFET. The so-

called Schottky conta@ of the MESFET gate is much more easy to deal with in terms of
shrinking the geometry. The advantages with small devices are obvious in that the transit time
across the channel as well as capacitances are reduced.

Especially one thing about the MESFET shouldioged here: There is one particular
type that is of great importance today, namely the MESFET that is based on GaAs. This is to-
gether with the Si Bipolar Junction Transistors (BJTs) the only competitors to the leading Si
MOSFET technology in the area of integrated circuits (ICs) as they both present a strong case
in terms of maximal frequencies. The highgsteported for GaAs MESFETSs (~80 GHz) is ap-

proximately twice that of the best Si BJTs (~40 GHz).

In terms of circuit technologies, MESFETs in GaAs have been successful in analog applications
such as radio-frequency and microwave circuits operating at frequencies on the order of 10

The most common bipolar transistor today is the Bipolar Junction Transistor (BJT).
Sometimes MESFETS are considered to be a sub category of JFETS!
Sometimes called Metal-Insulator-Semiconductor FET (MISFET).

Shockley is not to be confused with the Swiss physicist and engineer Walter Schottky, born 1886, who will soon be
mentioned.

See Sec. 5.7.

H w0 Do
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GHz. Digital circuits based on GaAs MESFETs have one advantage in that they consume only

a third of the power of what Emitter-Coupled Logic (Eéﬂ)does. However, in the digital

world of electronics of today including high-speed areas, which are defined a region around 1
GHz clock frequency, MOSFET-based circuits of so-called CMOS type are ruling. The reason
is that the integration scale of GaAs is three orders of magnitude smaller than that of CMOS.

The course will focus on the most common transistor of today, the Metal-Oxide-Semiconductor
FET (MOSFET), which is a representative of the IGFET category. Therefore, before we turn to
MOSFETS, the principles behind the other two categories, JFETs and MESFETSs, will be quick-
ly reviewed by the aid of the two sketches in Fig. 18.

Gate
| Gate
| P | |
Source Drain I |
— n h i — Source Drain
n h I
| p | 1 l
I
Gate

€Y (b)
Fig. 18:  (a) The basic JFET. (b) The basic MESFET.

By the application of an electric field on tlgate in relation to what is known as teeurce, the
channel conductivity in betweehain and source can be controlled by change of effective chan-
nel width,hin Fig. 18. The difference between the two transistor types is that the JFET contains
a p-n junction from gate to channel, while the MESFET has its gate tied to a piece of metal only,
constituting a Schottky contact.

ECL is the fastest bipolar circuit technology available for ICs.
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21. Metal-Oxide-Semiconductor (MOS) Field-Effect Transistors$ec. 6.4

21.1. The MOS Structure Gec. 6.4.1

The MOS designation in MOSFET is implicitly used only for the metal-S#iicon system,
where the metal represents the gate,,383he insulator between the gate and the semiconduc-
tor itself, and silicon is used as semiconductor (also, the bulk asubstrate of the transistor).

Today metal is not used for gates inside chips, instead polycrystalline silicon, often referred to
as poly or polysilicon by IC designers, is used for that purpose.

Another implicit convention is that MOSFET is abbreviated as MOS, exceptin courses like this.
But quite unconventionally we adopt MOS from now on.

A sketch showing an n-type MOS is given in Fig. 19. The source and the drain are defined with
respect to the potential on the transistor terminals. These two terminals are, in contrast to the
BJT’'s emitter and collector, identical in doping and geometry.

Thesource is the terminal from which the majority carriers flows andditzeén is the
terminal where they are collected, i¥,5>=0  for n-type MOS ahyk <0 for p-type MOS.

Furthermore, here it is assumed that the substrate of the MOS is connected to the same potential

1
as the source(l )

y gate in metal-Si©
drain
X source
gate—{ 2 I

I:
L
substrate - lightly p-doped material

source

@)
(b)

Fig. 19:  (a) The “simplest” symbol for an n-type (enhancement-mode) MOS. (b) The structure of an n-type MOS,
where an n-type channel can be created beneath the gate insulator. The width and length of the MOS, W
and L, are two very important parameters.

The voltage at thgate terminal is usually defined &,. By convention, the source is the ter-
minal used as reference for the gate voltage\#adnplicitly refers to the source potential. To
make this clealy;gWwill be used from now on.

21.2. Controlling the n-Type MOS Gec. 6.4.2

Assuming the source, the drain and the substrate are connected to the same potential 0 V, ap-
plying a negative potential to the gate as in Fig. 20(a), leads &@emmulation of holes beneath

the gate insulator. No current can flow between the source and the drain since the material in
between lacks free electrons.

This is not true in IC design, because then the substrate mostly is connected to the supply voltage rails. This gives
rise to the body effect, which is a modulation of the so-called threshold voltage, see Sec. 24.8.
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When a moderate, positive voltage is applied at the gate the majority holes in the sub-
strate will be pushed away from the region immediately beneath the gate, as in Fig. 20(b); a de-
pletion region is formed. The transistor is now in tepletion operation region. Still no current
can flow between the source and the drain.

Now, whenVgis increased even further, electrons in the n-type drain and source re-

gions will be attracted to the insulator-semiconductor interface region. An n-type material in the
shape of a channel has been created, a channel through which electrons can go from the source
to the drain, which is illustrated in Fig. 20(c). The transistor can now conduct current in the
channel; the transistor is said to be inithersion operation region.

Ves<OV Vgs>0
i+++++++++++‘ i ‘
A+
(@) (b)
Ves» 0

- t++++++ A+ -

(©)

Fig. 20:  Three operation regions depending on gate voltage: (a) Accumulation. (b) Depletion. (c) Inversion.

21.3. Enhancement- and Depletion-Mode MOSSecs 6.4.16.5.5/page 299

Except from polarity differences, there exist two different kinds of MOS, namehancement-
anddepletion-mode MOS. In the enhancement-mode transistor there exist no chavipekat

0, butVgghas to be raised/(lowere((]i))to, at least, thehresholdvoltaquT(z) in order for an

efficient channel to be formed. In the depletion-mode MOS, on the other hand, a channel is al-
ready present af ;5= 0, andVgrather has to be lowered/(raised) in order for the channel to

vanish.

Today the enhancement-mode MOS is by far the most common of the two, but going
back 15 years the depletion-mode MOS was as common as the enhancement-mode because it
was central to the circuit techniques inside the ICs. A depletion-mode MOS, which has its gate
and source tied together as one terminalMgs= 0, in effect forms a physically small resistor

which has its other terminal in the drain; a resistor that is suitable for integration. For example
the 8086, the microprocessor of the first PC launched in 1981, was based on a circuit technique
called nMOS. This technique relies on n-type enhancement-mode MOS acting as electrical
switches and n-type depletion-mode MOS acting as resistors connecting the switches to the sup-
ply voltage. Thus, the IC companies could use a simple chip process technology, since only n-
type MOS was used.

The ordering indicates type of MOS: n-type/(p-type).
V; is negative for p-type MOS.
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If the mode is not explicitly given in future sections assume enhancement-mode MOS.

21.4. Pinch-Off in the MOS Gecs 6.4.16.5.10

Suppose we hawésgso that the transistor is in the inversion operation region and that we now
start to increas¥g The increasing voltage on the drain will counteract the electric field in the
channel in the vicinity of the drain so that at some voltagey(sat), the channel reaches a state
calledpinch-off which is a kind of saturation. This phenomenon is shown in Fig. 21.

NOTE that the channel, although pinched off cannot completely vanish. Being a region with few
carriers, and hence low conductance, the pinched-off section absorbs most of the voltage drop

VGS- inversion

Vps > Vpgsat)
source drain
+++++++++++

Fig. 21:  Pinch-off in an n-type MOS.

in excess oW 4sat). Denoting the length of the pinched-off region with given along-chan-

nel device wherd\L « L , the source-to-pinch-off region of the MOSAL) will be essentially
identical in shape and will have the same endpoint voltages faf@lP> Vpgsat). When the

shape of the conductive region and the potential applied across the region do not change, the
current through the region must remain invariant.

4 Short channel

Long channel
,\'\ Pinch-off

“Pre-pinch-off”

Ip

Vbs
Fig. 22:  Ip-Vpg characteristic for an n-type MOS at some Vg leading to inversion. The saturation in I, is due to
pinch-off in the channel.
If we, however, have ghort-channel MOS, whers. is comparable th, the same voltage drop

will appear across a shorter chanriel AL) and, as can be noted in Fig. 2%,(1) will increase
slightly with increasing/pgeven after saturation. In dg-Vpgcharacteristic we can summarize
the previous discussion with Fig. 22.

22. Analysis of the Long-Channel n-Type MOSSecs 6.46.5)

22.1. Band Diagrams and Energy Definitions in n-Type MOS Structures

Theelectronaffinity is the energy difference between the vacuum energy level and the bottom
edge of the conduction band; it is denopedlhework function is the difference between the

L |p is defined as flowing into the drain terminal, i.e. I, = - I, as x is defined in Fig. 19.
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vacuum energy level and the Fermi level; it is denatedVe can make a few observations that
will make the drawing of energy band diagrams in MOS systems easier: Throughout a MOS
structurel. the vacuum energy level is continuo@sthe work function of the metal is constant,
3.the electron affinities of the oxide and the semiconductors are constart, ahdquilibrium,

the Fermi level is invariant.

In Fig. 23 the assembly of a MOS structure is shown, such that the proportions of energy levels
are true to realityNOTE that the Fermi level of the substrate is located below the intrinsic level,
l.e. thesubstrateis of p-type and consequently thdOS is said to be of-type.

In () the three parts are shown prior to being joined and here we have the following
values:®,.=4.10 Vin Al, X, = 0.95 V in SiQ, andX,.= 4.05 V in Si (. is slightly larger

than 4 V also in Ge and GaAs).
The subscripts me, ox and se denote metal, oxide and semiconductor, respectively.
NOTE the use oftalic and plain text styles, plain style as usual indicates material type.

Vacuum level

(@)

Gate, Al SiQ Substrate, Si

Vacuum level ,’

7'y 7'y /
tav / |
}{ ox0 e

E /

. KV ’ ~Eg/2

APy . -
v 0 / | 4% Bp=E-—— 7 ——(———-
I il e i ==

E,

EV—.
(b) (©

Fig. 23:  (a) Energy levels in a MOS system prior to contact. (b) Energy-band diagram through the MOS structure in
thermal equilibrium after contac+t. (c) Energy-band diagram through the MOS structure with a p-type sub-
strate at zero gate bias for an n~ polysilicon gate.

In Fig. 23(b) the three parts have been joined. We observe some new quantities that will assist
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us in defining and analyzing important properties of the MOS structure.

We havex,, and®_. which are the modified electron affinity of the semiconductor
and the modified work function of the metal, respectively. They are differing from the earlier
definitions in that they are related to tBe level of the insulatoras) e = Xge~ Xox aNAP e =
q)me = Xox:

The potential drop across the oxide at zero applied bias simply is devigigdore-

over, thesurfacepotential for zero applied bias is defined %(1) and corresponds to the

amount of bending of the semiconductor band diaé%zarlﬁinally, the difference in intrinsic and
extrinsic Fermi level of the semiconductor is given a new name relating to potential, the Fermi
3

potential,@-"".
It should benoTEd that®,is not used after the parts are joined, because this quantity varies as
we go deeper and deeper into the substrate. This is due to the definitigpad the difference

between the vacuum and the Fermi levels, which is increasing as we penetrate deeper into the
substrate, see Fig. 23(b).

With reference to Fig. 23(b), since the Fermi level is invariant at equilibrium we can
now write the following equation for the energy levels in this n-type MOS:

E
AP + AVoxo = UXse + 5 —UPsp * AP

where the left side is defined at the metal-oxide interface and the right side, because of the def-
inition of @, is defined at the oxide-semiconductor interface.

This can be rewritten as

E
Dps = _(Voxo + ‘Pso) = P — %se + 2?91 + (pFE’

whered® ., consequently defined only from the metal-oxide interface to the oxide-semiconduc-

tor interface, is known as theetal-semiconductavork functiondifference for an n-type MOS.
NOTE that®, . varies with the doping level of the substrate, becagsgor a p-type

substrate) can be written on a similar form as Eq. (13) which stated that

(Ei_EF)
_ kT
namely as
_ kT Nag
(pF = 'a— nD—r?D.

Also NOTE that®,, ., which is more easily observed in Fig. 23(a)®§s= ®,o - Pse IS almost

me

always negative for the combination of Al and*8iThis is a reason as to why there is energy

Be careful not to confuse italic s (surface potential) with plain style se (semiconductor).
For an n-type MOS qq, = E;(bulk) - E;(surface).
For an n-type MOS q@- = E; - E.
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band bending already at equilibrium as shown in Fig. 23(b) - however, there may be more fac-
tors affecting the bending of the energy bands.

Ex. 9: Energy and Potential in the MOS - An Example

Assignment:

Below is a sketch of the energy-band diagram of an n-type Si MOS, i.e. the substrate is of p-
type. The surface potential for zero applied bias is definegigand corresponds to the amount

e

W30 T T 5 o
B — - — — — -F,

Fig. E.5:  Energy-band diagram through the MOS structure in thermal equilibrium after contact.

of bending of the semiconductor band diagram - for an n-type M@S$ E;(bulk) - E;(surface).

Finally, the difference in intrinsic and extrinsic Fermi level of the semiconductor is given a new
name relating to potentiap: - for an n-type MOSj@p- =E; - E.

For the cases given in (a) and (b):

1. draw the energy-band diagram,

2. indicate the MOS transistor type and

3. indicate if the MOS is in the accumulation, the depletion or the inversion operation region.

O _ & _
a) KT/ 12 and KT/ 12 at room temperature.
O _ & _
b) KT/ 18 and KT/ 36 at room temperature.
Solution:

If we go back to Eg. (13) we have
(Ei—Ef)

B kT

which allows us to writeg- as a function of the amount of doping when full ionization is as-
sumed

& An exception should be made for heavily doped n-type substrates; then, if @, — X, ®pe could become larger

than ®,.
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F q Dni r

@, on the other hand, is a function of the applied bias on the gate.

Case (a):
1. Here we have
¢ _
kT/q 12,

which is evaluated into

E
q@= = 12kT = 12(10.0259 eV= 0.31 eV = 56% off.

Also, simply
@5 = O
An illustration of the energy bands is given in Fig. E.6(a).

2. @cispositive, i.e. this is an n-type MOS (it has a p-type substrate).

3. Atthe surface of the substrate, the Fermi level is coinciding with the intrinsic Fermi level,
i.e. the MOS is in between depletion and inversion.

e [ .
(@) Y 0 (o L __ L

S

Fig. E.6:  Drawn energy-band diagrams for cases (a) and (b) in the assignment.

Case (b):
1. Here we have
P _
kT/q 18,
that is,
E
qee = 18kT = 18[10.0259 eV= 0.47 eV = 83% offg.
Now, simply
¢ _
kT/q 36
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g, = 36kT = 3600.0259 eV= 0.93 eV.
An illustration of the energy bands is given in Fig. E.6(b).
2. @ is positive, i.e. this is an n-type MOS (it has a p-type substrate).
3. Atthe surface of the substrate, the Fermi level is as high above the intrinsic Fermi level

as the Fermi level is below the intrinsic level in the bulk, i.e. the MOS has just entered
strong inversion.
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22.2. Threshold Voltage in n-Type MOS Structures

In Sec. 21.3 the mentioning of the threshold voltage was quite deliberately a bit vague - an “ef-
ficient” channel was formed wher greached/s.

Formally the threshold voltage is defined as the voltage needed to create a channel
whose surface is as strongly n-type as the substrate, in which the channel is formed, is p-type.
The definition of inversion remember, is when a channel of opposite type to the substrate is cre-
ated, however, the channel may be very weak in that few free carriers exist in the channel. The
requirement for the threshold voltage obviously does not necessarily hold at inversion, the chan-
nel may contain far too few carriers for that. No, we have go a bit further tsttbaginversion
operation region.

In terms of surface potentiafy, and Fermi potentiaky., referring to Fig. 23(b), the

MOS is within the weak inversion region when
20 > 5> @,
while the strong inversion region is defined as

= 2Q .

Can we find a value of the threshold voltage for this n-type MOS? Applying a gate viitage
leads to a shift in energy levels from equilibrium such that

Vs = (Vox=Voxo) ¥ (Os=®s0) = Vo + @+ Pppe.
Since strong inversion occurs wher~ 2¢- we have

VT =V + 2(pF + CDms, (52)

ox, T

whereV,, 1 is the voltage across the oxide at the threshold voltage. In order t&/find we
have to analyze the charges per unit area present in the MOS structure:
In the oxide there are almost always unwanted charges present, however advanced the
fabrication process is. In the char@g, we include contributions such as mobile ions J(Na
which are a result from contamination in the fabrication process and oxide trapped charges

which are due to imperfections in the oxitfeAlso, Q. takes into account charges that are due
to the oxide-semiconductor interface states, i.e. oxide fixed charges and interface trap charg-
ed? The oxide charge is positive and we simplify the analysis by assuming this charge is sitting
at the oxide-semiconductor interface.

In the semiconductor on the verge of inversion we only have one region in which there

exist charges, the depletion region. This is based on neglecting the charge in the channel, which
we can do since the channelis actually just formég(= V). Letting dr represent the depletion

region, this charge is denot€g,,. Since we are dealing with an n-type MOS, we have a p-type
substrate, and therefo@, will be negative.

See Sec. 6.4.3.
See Secs 5.7.4 and 6.4.3.

g
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As an extension, let us derive an expressionQgy, based on the depletion region
width, which can be written in a way similar to Eq. (48)

28, 1
War = 175 N, %

and consequently, fok/y (Wy, 1) at threshold,

Warnt = | N 9 (53)

At threshold we can write
1
Qur = =ANa Wy, 1 = =Ny =% §F @ = /408 Na 0
a

Now, back on the track for findiny; the charge in the metaQ, ., which has to compensate
for the difference imQ,, andQ,, (since we don’t want to have a current flowing through the
insulator) is

Qme = |er| _QOX'

Thus, since the voltage across the oxide can be related to the charge on the metal and to the ox-
ide capacitance per unit area as

Qme
V = —,
ox, T Cox
we arrive at
1
VT = 6— (|er| _Qox) + 2ch + cDms (54)
ox

for an n-type MOS.

In a real MOS transistor the threshold voltage would be tuned by implanting donors or acceptors
at the surface between oxide and semiconductor. In an n-type MOS, a donor implant with sur-
face concentration per unit aréd, would shiftV; such that

_INs()

AVy = —%

0oX

NOTE that our considerations on threshold voltage are only valid for long and wide MOS de-
vices. In later sections, non-ideal effects due to smaller feature sizes are introduced.

22.3. The Current-Voltage Relationship for the n-Type MOS
Under the assumption that

1. the current in the channel is entirely due to drift,

See Sec. 6.5.5.




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 70(119) -- Lecture 9

2. there is no current through the gate oxide,

3. oE »a_E, I.e. the electric field in the-direction as defined in Fig. 19 is constant,

oy 0x

4. any fixed oxide charge is an equivalent charge density at the oxide-semiconductor inter-
face, and finally,

5.  the carrier mobility in the channel is invariant of position.

The assumption in 3 is called the gradual channel approximation and the entire derivation has
its name from that.

The current in the channel can be defined as

I = IYIZJX dz dy
and the inversion layer electron charge per unit area as
Qn = —f,an(y) dy.
Applying the drift expression now yields
I, = -Wp,Q,E,, (55)

wherel, is the current in positiow along the channel and/ is the channel width, the result of
integrating over.

ChannelQ, — Oxide chargeQ,,

— Depletion regionQy,

Neutral substrate S

Fig. 24:  Performing charge analysis in the channel based on Gauss’ law.

We will now find an expression fa@,: The use of Gauss’ law helps us to formulate an expres-
sion for charges in the oxide-semiconductor interface. We have

fsSEnormaI ds = Qtot

for the closed surfacd Q,, is the total charge enclosed by the surface whjlg,,, s theout-

ward directed normal component of the electric field crossing the surface. Consider Fig. 24 in
which the surfacé&is defined in the MOS structure. There is reomponent of the electric
field so the end surfaces in tiey plane do not contribute to the integral oM&ISince the elec-

tric field in thex-direction is constang, into the surface from the left art| out from the sur-

face to the right cancel each other. So, onlyydirection is left and here we quickly observe
that the bottom of the surface is inside the neutral substrate leaving only the top of the surface
for the Gauss integral. Then we have

$sEEnormal 0S = =0, Eq, W dx.

OX™—0X

Moreover the enclosed charge is
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Qot = (Qox + Qn + QW dx,
which together with the integral gives
—€oxEox = Qoxt Qn + Q- (56)

This looks fine, however we don’t knofs,,. But this field should be possible to solve based on
the voltage across the oxide and the oxide thickngsdy

E - \/OX

0oX tox

Here we have assumed ti@gy, is sitting at the oxide-semiconductor interface.
In Eq. (52) we formulated an expression for the threshold voltage. U4jiag the po-
tential in the channel at a poirtalong the channel length, we can derive a similar relationship:

VGS_Vx = Vox + 2([),: + q)ms'
which leads to
Vox = VGS_VX_(Z(pF + qJms,) .

The left hand side of Eq. (56) can now be evaluated as

Y% £
~€0,Fox = €y = ——= [Vgs—Vy — (20 + & )]

OX™—0X OX
tOX tOX

and consequently Eq. (56) becomes

€
—= [VGS_VX_(Z(pF'HDms)] = Qox+Qn+er'

tOX

Reorganizing for isolatin@,, (for use in Eq. (55)) leads to
_ 1 0
Qn - _Cox GS_VX_ |:2(pF + q)ms_ C_ (Qox + er):| Ch
0 ox l

whereQy, is negative. With the aid of Eq. (&I?)we have

Qn = _Cox (VGS_VX_VT)'

So, we now have solved fQ;,. From Eq. (24) we also know that the electric field

dv
E, = —&X

and we can consequently write Eq. (55) as

A simplification done here is to assume that Q, is constant, which is not true as the width of the depletion region
varies with x-position in the channel when Vg > 0.
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dv
Ix = _WunQnEx = _Wuncox (VGS_VX_VT) d_XX'

We can now integrate this equation over the length of the channel
L V(L)
J’I dx = —Wu,C,, J’ [(Vgs—V1)—V,] dV,,
V,(0)
where, at the drainy,(L) = Vpgand, at the sourc¥,(0) = 0 V which yields

W u C
lp =-Ik =7 5> [2(Vas— VT)VDS_VDS] (57)

This description of the drain current, defined as going from the drain to the source, is valid for
Vgs2Vy and 0 Vo< Vpg(sal , thenon-saturation ofinear region. When the MOS has

reached pinch-off however, the drain current becomes saturated and then remains essentially the
same. The peak ip, occurs at

Vps = Vgs—Vr
and thus

The drain current foW 5> Vg(saf) , theaturation region, can therefore be written as

Wu
b =T SO0 (Vo= V). (58)

NOTE that the above equations figy not only hold for n-type enhancement-mode MOS but also
for n-type depletion-mode MOS wheve is negative.

Ex. 10: The MOS as a Resistance - An Example

Assignment:

A 5-um wide, 1um long MOS for which the gate-oxide thickness is 80 nm (3i@nd the
channel mobility,, = 600 cni/Vs is to be used as a voltage-controlled resistor.

1. Calculate the free-electron density in the channel that is required for the MOS to present
a resistance of 2.Xkbetween the source and the drain at low valu&,gf

2. Calculate the gate voltage in excess of the threshold voltage needed to produce the desired
resistance under the conditions in (a).

Solution:

The resistance of the chanrigl, is related to the output conductangg, as

1 _, =9
Ry, 95~ Gvpg'

S

We are obviously in the linear region,\4sg is small. Thus,
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2. U
Qgs = WDSEE 5 [2(Vgs—V1)Vps—Vps ] E

which can be written as

W H,C
94s = T n2 > [2(Vgs— V1) —2Vpgl.

SinceVpgis small, we simplify the expression above, by usigg = 0, further into

wW
Q4s = f unCox (VGS_VT)'

As in the derivation of the square-law theory, the charge in the cha@pels represented by
the capacitance and the voltage, such that

Qn = _Cox (VGS_VT)'

In problem 1 we are seekin%‘ , Which simply can be found by the use of

oW O = 1
D_L “nEQn B Rds
or rather
_ L
Qn W“ans.
Then we get
Q_ L 1 = 8.32x10'* cmi?

- WaaRys  5m.6x10*° 060002500

In problem 2 we look foM 55—V , which now can be extracted from

Qn
Vgs—Vr = <
(0)4
where
— aOX
Cox = T
(0).4

With €, = 3.9 for Si0,, we havee,, = 3.45¢10"° F/cm andt,, = 80x10° m = 80x10”’ cm, and
thus

Vae—Vo = & =3.09V.
s T Wsoxuans
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23. Performance of the MOS

23.1. The Transconductance of the MOS
We will now derive an expression fgy,,, thetransconductance for the MOS. The transconduct-
ance for the MOS is defined as

di,
Im = Wee

Usingl according to Eq. (57) and Eq. (58) yields

On = V—LV H,Cox Vps In the non-saturation region,
and
_ W : : :
Om = T H,Cox (Vgs— V1) in the saturation region. (59)

Obviously, the transconductance increases linearly Wihbut is independent o5 in the

non-saturation region. In the saturation region on the other hand, the transconductance is a linear
function of Vggand independent of o NOTE that these quantities are valid in long-channel

MOS only.

Source Gate Drain
J_—_ 1 1 1 1
- Cgsp Cgs ng ngp
AN @ [l AAA
rs rd

1

Substrate

Fig. 25:  Inherent resistances and capacitances in the n-type MOS.

23.2. Frequency Limitations and the Cut-Off Frequency of the MOS

There are two basic frequency-limiting factors in the MOS. The first factor is the channel transit
time. If we have carriers travelling at their saturation drift velogity, then the transit time is

Vsat

Assume reasonable values suchas= 10" cm/sand. = 1 um; thent, = 10 ps, which translates

into a maximum frequency of 100 GHz. This is much larger than the typical frequency response
of a MOS.
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No, the transit time is not the limiting factor, but rather the capacitances present in the
MOS structure are. In Fig. 25 there is a sketch on what parameters could show up in the MOS
structure - this sketch is not fully complete, but is adapted to our purpﬁggandcgd denote
the capacitances which are due to the interactions between charges at the gate and the source,
and charges at the gate and the drain, respectively. Like@&ggandcgdpare symbols for the

parasiticcapacitances that are due to the physical overlap between, on one hand, the gate and,
on the other hand, the source and the drain, respectively. Associated with the source and the
drain terminals, we also have to take into account the resistararedr , respectively.

A high-frequency small-signal equivalent circuit of a MOS, based on Fig. 25, is shown in Fig.
26. The parameteiG ;. andC,; are the total gate-to-source and gate-to-drain capacitances, re-

spectively. As a high frequency is assumegdandr 4 are neglected, but inste&, the load re-
sistance, is included.
In this equivalent circuit we have at the input gate node

Ii = j(x) Cgst Vgs+ j(*) ngt (Vgs_vds)

and at the output drain node, summing all outward currents,
Yas g v +jwC (Vgs—=Vge = 0
RL Om gs J gdt ds g :

V4sCan be eliminated from thie equation by inserting the equation above solvedgr The
result is

1+9g.,R

991 + jwR, Cyql] " 9%
Normally, wR, Cy; is much less than unity; therefore we may neglect theR C,; )termin

Gate I Drain

+
V — gdt l Vy
- gst 9m Vgs

R

S

Source

Fig. 26: A high-frequency small-signal equivalent circuit of a common-source n-type MOS.

the denominator. Thus, we can simplifynto
I i = jw[cgst+ ngt (1 + ngL)]Vgs

and this is a very important expression because it clearly shows us that the gate-to-drain capac-
itance can become a significant factor in the input impedance since it is multiplied by the
transconductance, tiiansistor gain. Usually, the expressionlfas written as

l; = jJo(Cutt C)V

gst gs’
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whereC,, is theMiller capacitance. In Fig. 27 the inclusion of a Miller capacitance is illustrated.

Gate | : Iy Drain
o ) ¥
R
Vgs Vds
- Cgst CM 9m Vgs

Source

Fig. 27:  Modified equivalent circuit with Miller capacitance.

Let us consider a MOS operating in the saturation region: Then we have pinch-off close to the
drain and consequent(}‘/gGI is essentially zero. Howeve(rtgdpwill be constant and independent
of applied voltages as it is due to the physical geometry of the device. So even Whay

be insignificant itself, as it effectively acts as a capacitance many times larger due to the gain it
has a serious effect on performance.

Remaining in the saturation region, we will now derive an expression fautieff frequency,
f;, a most useful figure of merit. The cut-off frequency is defined as the frequency, where the

current gain of the device, having zero load impedance, has fallen to unity. However, in the case
of the MOS, cut-off frequency will rely on an ideal MOS and therefore the applicability some-
what limited.

In Fig. 27 we have already definédso we also need to have an expression foo be

able to calculaté. This is however simple because the ideal drain current is

Iy = nggS.
Thus, the magnitude of the current gain is
|_i 21t (Cygt Cy)

and the cut-off frequency hence can be defined as

Im

gst

= smc.+cn)

In the ideal MOS, the parasitic capacitances are zero since there are no overlaps between the
gate and either of the source and the drain. Even if the MOS was not idealRgirsceero, ac-

cording to the definition of cut-off frequency as having zero load imped%,would have

had a limited influence, in fact it is usually smaller tl‘@@s Furthermorngd will be essential-

ly zero as the MOS is biased in the saturation region, so from Fig. ZSG:gglwill remain and

this capacitance is roughly equaldg, W L

In Eq. (59) we derived an expression dgyin saturation,

w
Om = t unCox (VGS_VT)'

At last, we can now write an elegant function to desdxibe
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W

— u.C,, (Vae—V

(L HnCox (Ves— V1) My (Vgs=Vq)
T - - .
2T (COX W L) 27T LZ

Despite we had to sacrifice some accu@cl;o achieve this expression, there is one thing that
now is well illustrated; the dependence of the channel length on the cut-off frequency. As MOS
devices are continuously scaled down in dimensions the cut-off frequency is increasing, leading
to ever faster electronics in the future.

Mainly the contribution from parasitic capacitances will greatly reduce the practical f;.
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LECTURE 10

24. Non-ldeal Effects in the MOS $ec. 6.%
A significant number of general non-ideal effects will be reviewed in the following.

24.1. The Bulk-Charge Theory
In Sec. 22.3 a vital assumption for the derivation was @atwas constant. This is obviously

not true as the channel is not constant in size but depends on the applied voltages. If care is tak-
en, a varyingQ,, leads to an expression such as the one that describes e.g. the non-saturation

region:

W HnC
o = T - OX[Z(VGS V1)Vps—Vps -l

where

_ 80N, Wdr T [%L VDSDB/Z_%H 3VDSD:|
3 2(P|:D 49: -
andWy, tis given by Eq. (53). In contrast to the following sections on the non-ideal effects, the

mathematical expressions here are not central to the course, but serve only the purpose to com-
plete the picture for those who are interested.

N, denotes the doping density of the substrate (or the bulk), and the use of this quantity

Is in fact the only reason for showing these complicated expressions: When the substrate is
lightly doped the ordinary drain current equation in Eq. (57), the square-law theory works fine,
but when the substrate is increasingly doped the expressions above, the sdnai&leldarge

theory has to be used. A%, is increased the drain current according to the bulk-charge theory

is lower than for the square-law theory.

24.2. Subthreshold Operation $ec. 6.5.Y
The ideal current-voltage relationships in Eq. (57) and Eq. (58) are not valifdar ;< V¢ ,

the so-callegdubthresholdegion. They predict that there can be no current transport in the MOS
for V55< V1, which is wrong. The reason for the subthreshold current to appear is quite sim-

ple: The MOS is experiencing weak inversion for
20 > 95> @
and when this is fulfilled there exists a channel beneath the oxide interface, a tiny channel that

can conduct current although <V

In the subthreshold region, the conduction mechanism is not primarily based on drift
but rather on diffusion. This is due to the potential barrier that exists between the source and the
channel; at weak inversion only some of the electrons inside the source of an n-type MOS have
enough energy to diffuse across the barrier, while at strong inversion the barrier is so small that

the exponential dependence is [bkta current-voltage expression at subthreshold operation,

At strong inversion, the junction between the source and the channel is more like an ohmic contact, about which
you can read in Sec. 5.7.3.
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can be written roughly as

qVes _qVps

I,0e“ " o-e ',
0 0

and here welOTE that if Vg is just somewhat larger thal/ q , the subthreshold current is
independent o¥/

In the research field of digital electronics the issue of currents in the subthreshold re-
gion is important, as digital circuits based on MOS transistors rely on having transistors either
conducting ON-switch) or isolating OFFswitch). If the subthreshold region is considered,

MOS transistors are no more perfect switches, since\ég,< V- still can cause an n-type

MOS to conduct current. Leakage currents will appear in switabreeMOS and so-called dy-
namic circuits, which are based on charge storage on capacitances, will have their operation se-
verely degraded.

24.3. Channel-Length Modulation Sec. 6.5.1D

In Fig. 21 the saturation current as a functiorvgfs was shown. When a long channel was as-
sumed the MOS exhibited a constagtafter pinch-off despit&/5 continued to increase, but
for the short channe}, increased with increasing, g after pinch-off as well. The variation in

effective channel length is often referred tocdmnnel-lengtimodulation. To account for the
dependence oNg during saturation a channel-length modulation fachrusually is em-

ployed, such that

W H,C 2
b = T %{ (Ves=V1)" (1+AVpy).

24.4. Surface Scattering$ec. 6.5.8

The mobility in the channel of a MOS is reduced due to an effect callefhcescattering or
sometimes, in circuit-related textnobility degradation. As carrier motion in a MOS takes
place in a surface inversion layer, the gate-induced electric fieldervertical direction acts
SO as to accelerate the carriers toward the surface. But when approaching the surface, the carri-
ers are repelled by localized coulombic forces in the semiconductor surface. If fixed oxide
charges are present at the oxide-semiconductor interface the mobility is reduced even further.
There are several different models to describe the mobility degradation with respect to
the vertical electric field. The most popular model is the following:

M
-
3 e

whereEy is the actual vertical field, whereE§0 andv are two parameters obtained empirically.

Meff =

24.5. Velocity Saturation Secs 6.5.36.5.9)

The mobility can be reduced for another reason than the one given in Sec. 24.4. As was dis-
cussed in Sec. 7.4, large electric fieldeng the channelcan cause a reduction in the mobility,

since the carriers cannot absorb much more energy when reaching a certain kinetic energy. Al-
ready in that discussion, it was revealed that the hot-carrier effect is a problem in today’s short-
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channel MOS transistors.
Sec. 24.4 describes the phenomenon usually called mobility degradation (at circuit lev-

el). We must distinguish between the two different effects that degrade mgﬂilttws, the
name chosen for the hot-carrier effect at circuit level is usuelbcity saturation.

Among all of the non-ideal effects that are discussed in this section, velocity saturation and sub-
threshold conduction are the most important ones. Velocity saturation has a very dominant ef-
fect on thel-V characteristics of modern-day devices. In fact Eq. (58), which was derived for a
long-channel saturated case, can be shown to far from accurately describe short-channel devic-
es, i.e. MOS withL < 1 pm. Thus, now we will derive an expression 1gyin an n-type MOS

in the presence of velocity saturation:
The electron saturation velocity,,, relates to the critical electric field as

Once the electric field at the drain side of the channel, where the field is the highest, exceeds
E,,y the electron velocity saturates. Based on Eq. (55), where essentially the following is given

Ix = WunQnEx’
the field at the drain side of the channel can be described as

E,(drain) = ——I—D——— .

W“nQn(VDS)

Now assuming that velocity saturation is manifest at the drairEj(@rain) =Eg,, Vpg= VsaT
andlp =Igpp We get

E = l'sat _

' WHQy(Vsan)

In Sec. 22.3, we derived an expression for the cha@ygV,). Looking at absolute values we
have

Qn = Co>< (VGS_VX_VT)7

which allows us to evaluatg,,

E = lsat
S W Cou(Ves= V1 —Vgsar

We would like to expresktas a function of known parameters, but sivg ralso is an un-
known we need a second equation linkig+and Vg For this purpose we use Eq. (57),

which is the current-voltage relation in the linear region and which should hold on the limit to
saturation:

To be fair, only surface scattering is directly influencing the mobility. The hot-carrier effect goes beyond the simple
notion of mobility.
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_ W “n ox
l D(VDS - VSAT) l SAT ~ t [Z(VGS_ VT)VSAT_VSAT ]

Solving the two above equations, which is quite tiresome, gives us an expressigr for

W 2
T uncox (VGS_ VT)

ISAT
1+J1+5\_’98_V_Tg
E..[L

(60)

This should be compared to Eq. (58), which isltheequation for the saturated M@é

Wuno
Ip = T 5% (VagVo)°.

An analysis of thdeSATexpression, with the form &f,, would be something like
Ip O (Ves—Vr),
that is, under velocity saturation the dependencéyis significantly weakened.

24.6. Source and Drain Series Resistances

In short-channel devices the channel resistance is smaller than in long-channel devices, and thus
the relative impact of resistance in source and drain regions is larger in short-channel devices.
If we letVzsandVpgdenote the internal voltages, wherégsandV are the external voltages,

we can define a MOS according to Fig. 28.
Gate
V
gs
Source R, ;-i_; Ry Drain
0—\/\/\/—IL _ _l—\_I /\/\/—0 Vds
ds=laRs+ Vpst+1g Ry

Fig. 28:  Equivalent circuit of MOSFET with parasitic source and drain resistances. Vg is the internal voltage across
drain and source (at the border of the dashed box).

Now we can define

Vigs = Vgs_ld [Rs, (61)
and

Vps = Vgs_ld R+ Ry).
Substituting Eq. (61) into Eq. (60) yields the following:

Don't mix “saturation” and “saturation”: Saturation in Eq. (58) implies only pinch-off, whereas saturation recently
has been used to denote velocity saturation. However, they are related: Velocity saturation happens when the drain
bias is too high, and that happens when the transistor is in saturation mode!
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9ch [(Vgs_VT)

lsaT =

_V Dz’
1+g.,R +/\/1+Zg R +Les— VT
ch™'s ch™'s DEsnEL [l
where
W
L “ncox(vgs_VT)
Och =

W .
1+ |:f “nCox(Vgs_ VT):|(RS +Ry)

24.7. Threshold Voltage Variation - the Hot-Carrier Effect Revisited $ec. 6.5.9

Another result from carriers travelling at high velocities, is that they might leave the semicon-
ductor and tunnel into the insulator, creating fixed charges in the insulator as well as interface
states between the semiconductor and the insulator. This effect is referred tdhas tiaerier
chargingeffect. This causes a change in threshold voltage; typically electrons as carriers in-
creaseVy in n-type MOS. Since this process is continuously going on, the device performance

is degraded over time.

If showing up unexpectedly, the process of the hot-carrier charging effect is certainly
devastating. However, the same mechanism is the key of function for programmable technology
based on different sorts of EPROM. To program such ROMs, itis required to “heat up” the car-
riers so that they tunnel into the gate oxide, in which certain floating volumes of conducting ma-
terial accept the carriers. The extra charge in the oxide turns on the corresponding device.
Erasing of each memory device is done by energizing the carriers of the floating gates, either
by optical excitation (UV-light) or electric energy, such that they acquire energy enough to

leave the floating ga@e).

24.8. Threshold Voltage Variation - the Body Effedf (Sec. 6.5.5

In all of our analyses so far, the substrate has been connected to the source potential. In practice,
MOS transistors inside a chip are often having their substrates tied to the supply voltgges (

for the p-type and ground for the n-type MOS). Stacking several transistors in a series connec-
tion will then lead to a difference in source and substrate potektigl) for those transistors far

away from the supply voltage rail, see Fig. 29(a). The appearanc¥gfa0 gives rise to the
so-callecbody effect, which affectg; in an n-type MOS such that

/20 N,

C

AV; = (20 +Vgg—./20¢),

0X

whereAV; = V;(Vgg>0) —V(Vgg=0) .N,andg:- are as usual the substrate doping and
the differenceg; - E¢ in the substrate, respectively. In summary, the chanlyg ia positive for
an n-type MOS.

We would not analyze the body effect unless it was of any practical interest. In the first example,

Read more on this in the main textbook on pages 470-473.
Body, bulk or substrate are all used interchangeably.
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where a stack of MOS at some conditions gave a bias voltage on the source of the top n-type
MOS, the impact of the body effect was limited. The effect is much more commonplace and
Important in a structure, which is a key circuit for low-power bus designs.

In Fig. 29(b) a source-follow&? in CMOS is shown. Since power consumption of
CMOS today mostly depends on the size of voltage swing and nodal capacitance, the power sav-
ings can be large when applying a local reduction of swing where it really counts, e.g. on a bus
with lots of capacitance. Without considering how the input signals are organized, here we sim-
ply view the source-follower as a driver of a long bus, such that the high logic leVgsv,

instead of\/DD(Z). To get a feeling for how serious the body effect might be here, in the 0.35-
UM chip manufacturing process that currently is used in the research at Electronic devices we

+ AT,VSE 0 N
) :
@) . e (b) ~— Vg 0- Vpp-Vy
g >
S -
~—Vg=0
_|

Fig.29:  CMOS structures, see Sec. 34. (a) Stacking of n-type MOS transistors, yielding Vg > 0 for top n-type tran-
sistors. (b) Source-follower structure for low-swing buses. The transistor at the top has its source tied to the
output, which means that Vg can vary between 0 to Vpp-Vy V.

haveVggmax) =Vpp-V; = 3.3-0.8= 2.5V, which gives a\V{(max) of around 0.4 ). That
is, the threshold voltage can vary as much as 50%, depending on source potential.

24.9. Threshold Voltage Variation - the Short-Channel Effect§ec. 6.5.11L

As the channel length is getting shorter and shorter, the depletion regions around the source and
the drain will become comparable in size with that of the depletion region beneath the gate. This
is important, since we have assumed in the derivation off§ié, s relationships that the space
charge in the channel is controlled by the gate voltage only. According to Fig. 30(a), in short-
channel devices the space charge density beneath the gate can also be a function of the potential
on the other two terminals.

Now, theshort-channegffect, this discrepancy from the ideal case, can be accounted

for by making a modification t&/. A derivation ofAV = V(short channgl - V(long channe)

yields
N.W, - 0O 2W 0
av, = el T gy, et g
COX L rj |:|

Whererj is the depth of the source and the drain junctidMisTE thatV is reduced with smaller

Source-follower: the source (from which majority carriers are emitted) follows the output signal.
Why an n-type MOS only can pull the voltage up to V-V on the output is explained in Sec. 34.1.
Now, finding AV would call for an iteration, as AV = 0.4 V indicates that V. no longer is 0.8 V but 1.2 V.
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channel lengths.
The quantityrj represents a kind of radius, which stems from the assumption that the

lateral junction distance under the gate is equal to the vertical junction depth. This is a simpli-
fication that is more valid for diffused junctions rather than for ion implanted jungﬁons

depletion
- region
r.
= w1 Wt
(a) L " (b) w
L source drain

—
L

Fig. 30:  (a) A sketch illustrating short-channel considerations in a MOS. (b) A top-view sketch of a MOS illustrating
considerations of a narrow-channel MOS.

A second assumption made is that the depletion region width is the same everyWhexe,

which is not quite true. If a drain voltage is applied, the depletion region at the drain side widens,
which makes the threshold voltage a function of drain voltage as well; this is sometimes called
drain-induced barrier lowering (DIBL).

24.10. Threshold Voltage Variation - the Narrow-Channel Effect$ec. 6.5.1}L
Quite confusing, also thearrow-channegffect is important to the derivation . In contrast

to a short channel, whekeis small, in a narrow channél is small.

The narrow-channel effect is due to the influence of the two depletion regions which
are always present outside the edges of the gate indirection, as shown in Fig. 30(b). For
largeW these regions are not of importance, but as the width decreases the threshold voltage
will start to increase at some point, due to the narrow-channel effect.

24.11. Breakdown in the MOS

If the drain voltage increases significantly, a short-channel MOS may approach a punch-
through effect similar to what was discussed in Sec. 17.1 for the p-n junction. Yirezhn-
through is reached, the drain-to-substrate depletion region extends completely across the chan-
nel region to the source-to-substrate depletion region. Then the potential barrier between the
source and the drain is fully eliminated and a very large drain current would exist.

T Body - Body

Fig. 31:  Parasitic bipolar action in an n-type MOS.

Punch-through is not the only breakdown that can happen. Prior to a punch-through condition
is reached, the drain voltage can be so high that the reverse-biased diode (constituted by the
drain-substrate depletion region) may start to avalanche. The current brought into the substrate
from this diode continues to the substrate (body) contact, where it is drained out. Since the sub-

The actual fabrication techniques will be discussed in a later chapter.
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strate has a certain resistance there will be a certain voltage drop between the source region and
the substrate contact. When the current from the avalanche process has reached a certain size,
there is a drop of say 0.6 V, which now turns on the diode between the substrate and the source
regions. This diode is in forward-bias and therefore the parasitic bipolar transistor in Fig. 31,
which always is present in the MOS structure, will start to conduct current.

There is a third type of breakdown that can take place in the M@i8ebreakdown. When the

electric field across SiQbecomes around-@0° V/cm breakdown occurs, and this time the
breakdown isrreversible andcatastrophic. Since a safety margin of three is used for the oxide
breakdown in MOS integrated circuit processes, we can sketch on the maximum supply voltage
for a particular oxide thickness. Say that the thin oxide thickness is 500 A, which is reasonable,
then we have

Voo, max = 3 (6x10° 050010 = 10 V.

Indeed oxide breakdown is one of the determining factors for the supply voltage in a modern
chip.
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25. Bipolar Transistors - a First Encounter Gec. ¥

The bipolar transistor has three separately doped regions and two p-n junctions, sufficiently
close together so that interactions can take place between the junctions. Much of the theory of
the p-n junction in the previous sections can be used in the analysis of the bipolar transistors.

25.1. Background

Already in 1874 the metal-semiconductor contact was known due to the work by Braun. This
knowledge evolved into so-callgabint-contactdiodes, where a metallic whisker touched a
semiconductor surface. In 1906 a silicon-based point-contact diode was taken out as a patent.
By 1935, selenium rectifiers and silicon point-contact diodes were available for use as radio de-
tectors. With the development of the advanced radar at MIT, the need for detector diodes and
mixers increased and during this time methods of achieving high-purity silicon and germanium
were developed.

Doping of semiconductors was a known method to enhance conductivity since the end
of the 1930s and subsequent progress had been made in the design of the point-contact diodes.
History has it, that the bipolar transistor was invented when two such diodes were put together
in 1947. On the day before Christmas Eve 1947 two proud researchers at the Bell telephone lab-
oratories showed the world, embodied in a couple of Bell managers, the first ever solid-state
transistor in operation, a primitive kind of bipolar transistor that was called point-contact tran-
sistor or type A transistor. In fact, this transistor was accidently discovered during research on
field-effect transistors. A fantastic achievement the invention (or discovery) of the bipolar tran-
sistor was, and its impact on our lives has been more than tremendous.

It is worth noting that the p-n junction diode replaced the point-contact structure in the
1950s probably much due to the advancements in the design of BJTs.

Emitter Base Collector

o
=
b 4

Fig. 32:  An npn bipolar transistor.

The function of the bipolar transistor was so difficult to comprehend it was not until consider-
able time after the invention it was fully understood. The key problem was to understand that
the injection of minority carriers was the fundament of the function - anyone heard of minority
carriers? The bipolar transistor, and the struggle to understand it, should be compared to the
field-effect transistor whose function was, by and large, already described in 1925, however,
due to fabrication problems it was not possible to create such a transistor in practice until the
60s and by then advanced types of the bipolar transistor had b#eotransistor.
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The three inventors of the bipolar transistor, William Shockley, John Bardeen, an
American physicist born 1908, and Walter Brattain, an American physicist born 1902, were
honored with the Nobel Prize for Physics in 1956. In retrospect, it seems Shockley was the in-
genious driving force, while Bardeen provided mathematical excellence and Brattain was the
practical wizard, when they did their pioneering work at Bell laboratories.

In 1949 Shockley presented a prototype transistor in a Bell journal, this was the first conception
of the modern bipolajunction transistor. The prototype had abrupt junctions and constant base
doping, such as the transistor shown in Fig. 32, which is not the case in modern BJTs. The par-
ticular material configuration in Fig. 32 is said to be an npn-type bipolar transistare that

by definition always the currents at the three terminals are flowitaythe device and that the
cross-sectional arel as usual, is assumed to be uniform throughout the device.

25.2. A Sketch on the Current through the npn Bipolar Transistor §ec. 7.7.p

Under all bias conditions there will be very few holes flowing between the two p-n junctions in
any direction, since the hole flow from either n-type region into the p-type base is very small.
Thus, in the base region we can write

—0= _qp. 9P g - Podp_kT1dp
Jp—O—pqupEX qud UE, = i, ax q p&
and
dn T1d dn
Jn = NAHLE,+ 0D, 5 -nquanq =~ O gy

Thus, using Einstein’s relationship again yields
n.n 9P, ,p 90 _ 9Pn dp, dng_ 9D, d
J - qun dx an& - P dX D&D p d_(pn)
which can be rearranged as
Xy X,

JnIa—g—n dx = I%(pn) dx = p(Xy) N(X,) —p(x;) N(Xy).

The law of the junction in Eq. (41) allows us to describe a carrier product in terms of the applied
bias, V!
gV

_ 2 kT
np=n-e

Integrating over the base, which is assumed to have constant dipinaver the entire non-
depleted width\V, yields

qVBC qVee

O
e e (62)
NaB WB O [l

_ P(Wg) n(Wg) —p(0) n(0) _ 9D, n?

Ws
p
Iq—DndX
0




LINKOPING UNIVERSITY Lecture notes in

Per Larsson-Edefors TFFY 34 Semiconductor Technology
Electronic Devices, Dept. of Physics September 12, 2000
E-mail: perla@ifm.liu.se Page 88(119) -- Lecture 11

where we also have assumed a consigpover the entire base, which is a nice but not quite
true simplification. The factor in the denominathit,; Wy represents the total doping of the
base layer, and it is so important that it has its own name, the Gummel number.

We have now described the electron current flowing between the emitter and the collector.
Apart from its usefulness in Sec. 27.2, this expression is interesting from several other views:

1. Obviously a short base leads to a high current. Thus, in practical situations the base is al-
ways minimized in width.

2. Itis also obvious that if both junctions are reverse biased no current will flow. If, on the
other hand, eithe¥gg or Vg is positive and greater thaaT/ q J, , will be a sensitive

function of the most positive voltage. The valuelof/ q (the thermal voltage) at room
temperature is 0.0259 V, which means that for an increase of 0.0259 V on the applied volt-
age, the change of current will be around 2.72. How’s that for an exponential device?

25.3. Modes of Operation

In contrast to the p-n diode, since more than one current and one voltage are involved in the op-
eration of the BJT, the device characteristics are inherently multidimensional. For the descrip-
tion to be tractable it is necessary to focus on the currents, voltages and polarities of primary
interest in a particular application. This is accomplished by specifying the basic circuit config-
uration in which the device is connected and the biasing or operational mode. With reference to
the npn transistor in Fig. 33, we can differentiate between four different modes of operation;
active mode (or forward active modeaturation modegut-off mode andnverted mode (or in-
verted active mode).

The active mode is the most common biasing arrangement, it is widely used in differ-
ent kinds of amplifiers. The saturation and cut-off modes are exploited in digital circuits, but
since the bipolar digital technologies are less used today than during the 70s, the 80s, and not to
mention the 90s, | consider them to be of significantly less interest than the active mode. Since

C Vg hegative Vg positive Vg hegative Vg Positive
B Vg positive Vg positive Vgg Negative Vgg Negative

E (@) (b) () (d)

Fig. 33:  An npn bipolar transistor in the four different modes of operation. (a) Active mode, where the base-emitter
junction is forward biased and the base-collector junction is reverse biased. (b) Saturation, where both junc-
tions are forward-biased. (c) Cut-off, where both junctions are reverse biased. (d) Inverted mode, where the
base-emitter junction is reverse biased and the base-collector junction is forward biased.

there is a big difference in doping of collector and emitter in a real device, the active and invert-
ed modes are far from identical in behavior. Moreover, because the transistor at manufacturing
Is optimized with respect to the active mode, the inverted mode is almost only of academic in-
terest.

26. Function of the Bipolar Transistor

26.1. Current Transport in the Active-Mode Scenario $ec. 7.)
The amplification behavior in the active mode is fairly simple to understand if the p-n diode
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function was fully understood. We remember that when the p-n diode was reverse biased, hardly
any current could flow from n to p because there were very few minority carriers present at the
edges of the depletion region. If there was a way to insert, for example, excess electrons on the

o
(XXX __:
000000 ¢
p-material ()
Base =" 00
n-material CYP oocee
Emitter 500000 00000
OC000 4o
0 n-material
Collector
Y
- ——-0

Fig. 34:  Minority-carrier injection in a reverse-biased base-collector junction.

p-side of the depletion region these would be pulled by the electric field into the n-side and an
electron current would flowNOTE that the insertion of minority carriers on only one of the
sides of the p-n diode implies that the current consists (primarily) only of either holes or elec-
trons,not both.

Now, minority-carrier injections accomplished in the npn bipolar transistor. Here one
of the p-n junctions (the base-emitter junction) in the forward-biased case supplies a current of
electrons into the p-type base where they become minority carriers. The flow of minority carri-
ers across the base is due to the large gradient in the minority carrier concentration, i.e. diffu-
sion, which is due to the reverse-biased base-collector junction and the narrow base width. The
reverse bias across the base-collector junction finally pulls the minority carriers into the collec-
tor by virtue of the drift mechanism. The process is summarized in Fig. 34.

The p-type base is as narrow as possible in order to minimize the recombination in the
base and maximize the electron current as shown in Eqg. (62). Also, to reduce the hole diffusion

current from base to emitt%?, the emitter is heavily doped in comparison to the base. This is
important to remember!

Let us have a pause and notice the following: In an npn transistor we have a current primarily
composed of electrons. In a pnp transistor the current is primarily carried by holes. This differ-
ence has great impact on the performance; since the mobility and the diffusion constant for elec-
trons are higher than for holes, the npn-type BJT is superior to the pnp-type in terms of speed.

Obviously, we have currents in the emitter and collector terminals, but what about the base cur-
rent, what is that? Up until now, we have used the base terminal as a convenient reference for
bias voltages, but this terminal is important in another way. When operated in the active mode
the biases lead to an electron transport from emitter to collector, whereby the electrons traverse
the base region. During the traversal some electrons are lost due to recombination. These lost
ones are not many as the region is usually much more narrow than the diffusion length, but the

L It is a bit difficult to motivate this requirement at this point - take my word for it, it leads to higher so-called current

gain.
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recombination process tiny as it is will nevertheless affect the space charge neutrality condition.
Holes will disappear, after recombining with a few of the travelling electrons, and this has to be
compensated for by a hole current into the base that replenishes the lost holes. Thus, a current
into the base is necessary, a current which is mapkgid Fig. 35.

E B C

« - S Rl R

Ir Ire Ig

< - - :.'- ------

I|0_E__ ;o ____'_p_O
tttry

Fig. 35  Current components in an npn bipolar transistor operating in the active mode.

It is important also to recognize the impact on base current of several other processes:

First and foremost, since the base-emitter junction is forward biased, not only electrons
will diffuse from the n-type emitter into the p-type base, but also some holes will diffuse in the
opposite direction. This hole current, which is dendg‘éin Fig. 35, has to be compensated for

by an increase in base currentfact, in modern-day devicesl ,¢ is larger than | gg. Increas-

ing both emitter and base current with a constant, leads to a reduction in the ratio between emit-
ter and base current which is the same as a reduction in current gain - an important performance
parameter in BJTs. This ratio was maximized by using a heavily doped emitter and a lightly
doped base.

Secondly, we have the currel?)b which is due to the reverse-biased base-collector

junction. By the injection of minority carriers to the p-type base it is possible to increase the
electron flow from base to collector, but the hole current in the opposite direction has not
changed at all. The reverse saturation current stems from Eq. (49)

Dp D,
lo = gA |:|__ Po, n(=%q) * L. No, D(Xp):| '
p n

What happens in the reverse-biased junction between base and collector is that the base-emitter
diode causes an increaserig p(Xp) , whidg (—X) is left untouched. However small it is,

the reverse saturation current due to holes drifting from the n-type collector, after being ther-
mally generated inside the collector, into the p-type base reduces the base current that is needed
for compensating the holes recombining with travelling electrons. (Of course, electrons too are
drifting across the reverse-biased junction, from the base to the collector. This has, however, no
relation to our discussion as the electrons are majority carriers in the base.)

For the third, we should pay attention to something that happens in the two depletion
regions. In Sec. 16.1 and Sec. 16.2 we saw that in the depletion region in a reverse- and forward-
biased junction there is a process of generation and recombination, respectively, going on. This
means that in the active mode, electron-hole pairs are generated in the base-collector junction,
while electron and holes are recombining in the base-emitter junction. Thus, there will exist cur-
rentsl ; andl caused by these R-G processes, the first reduces the base current while the latter

increases it.
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27. Equivalent Circuit Models and BJT Performance

27.1. Amplification Performance Parameters of Bipolar Transistors§ec. 7.2

The mathematics introduced up until was included for the reason to give insight in some mech-
anisms present in the bipolar transistor. When the BJTs are used in a real circuit, however, de-
signers tend to look for engineering formulae that relate physical characteristics to performance
figures. In amplification situations obviously the amplification is of great interest to a designer
so we have to take a look at such parameters.

In the case of an npn-type BJT, the proportionality fa&pthe basetransportfactor,
denotes the fraction of injected electrons which make it across the base to the collector

ic = Big,.
Furthermore, themitterinjectionefficiency denotes how much of the total emitter current, in-
cluding both holes, and electronz, is made up of electrons

Based on these two factors we can quite quickly formulate a parameter that relates the three ter-
minal currents according to the two most common circuit configurations, namely the common-
base and the common-emitter circuits. Toerenttransferratio orcommon-baseurrentgain is

[ Bi
L=_E-py=gq (63)
g e

and thebase-to-collector current amplification @mmon-emitter current gain is

ig  igpt(1-B)ig, (igptig)-Big, 1-a

iC B iEn B iEn a B

27.2. A Simplified Deduction of the Ebers-Moll Equations$ec. 7.5.1

The Ebers-Moll equations form the basis for one kind of equivalent circuit, in which a bipolar

transistor is replaced by current sources and p-n diodes. These equations find use in, for exam-

ple, circuit simulators like SPICE for establishing d-c operating conditions and BJT device char-

acteristics. Usually the Ebers-Moll equivalent circuit is used in large-signal applications, while

the hybridstequivalent circuit in Sec. 27.3 is used in amplification (small-signal) applications.
We will deduce the Ebers-Moll equations hgt taking recombination into account.

Now, we can use the law of junction to sketch the carrier densities as

qVge

n kT P
BE _ _ Pes

BO Peo

where, for examplengg andng, denotes the electron concentration at the side of the (p-type)
base nearer the (n-type) emitter and the equilibrium electron concentration of the base, respec-
tively.

Similarly, for the base-collector junction we can write
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Based on the minority-carrier density graph in Fig. 36 and the equation for diffusion current
density, the minority-carrier current densities, defined with respect te-éxés, in the three re-

spective regior%) can now be written as

Emitter Base Collector

Peo - Poo

»
»
X

Fig. 36:  The npn minority-carrier model for the Ebers-Moll analysis. The width of the base region, which is substan-
tially below 1 pm in contemporary processes, is sufficiently smaller than the diffusion length L. Conse-
quently, the minority carriers in the base region display a linear gradient since there is almost no
recombination taking place in the base. For simplicity of the derivation, also the minority carrier distributions
in the emitter and the collector are drawn as linear functions, although they in reality fall of exponentially.
This simplification however does not alter the final structure of the Ebers-Moll equations.

dn n n gb, n D&BC %ED
_ Sl _ BC”BE _ nBo = kT kT =2
JnB an dx an WB WB %e € E ’ (64)

qVee

dpge Peg— Peo aD, Pgo U7 U

J.=—-D,— =—-D = L e -10,

and

qVec

dpc Pco—Pce _ 9Dp Pco Uk O

JpC = —qu& = —qu W = We %e —1%.

Since we assumed that no recombination takes place in the base (i.e., the linear description of
n(x) in the base) the electron current in the base must also be the electron current in both the
emitter and in the collector. Thus, the emitter and the collector currents can be written as

qVge qVee qVec
D 0 O gD, ngy O 0
IE=—A{q ppEoEekT 1D+q n B0 2 kT _ekTD:|

We [ o W [ 0

and

Even though Fig. 36 is very specific, the equations will be general and valid for all operation modes.
Compare with Eq. (62) - any similarities?
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qVec qVic qVee
aD, Peo U B aD, ngo U 77 kT 4| @
o= A= 10y 2 e Ol
c O 0 B U 0

Now it's time for some tedious algebra. To make the equations reasonable in size we first assign
a new definition to the terms in front of the exponential expressions such that

_ 9D, ngg _ 9D, Pgg _ 9D, P
KB—A—E—,KE—A—W—E— andKC—A-—Wg——
Now I andl~ can be rearranged as
qVee qVec
0% 0 g Kg 057 O
le = | (Ke+Kp)le "~ —10-——=-HK.+Kg)e ' —10
: {E *0 DEKC"'KB%C *0 0
and
qVec qVee
0% .0 g Kg 05 O
lc = 1 (Ke+Kp)le W —10-m———7HKg+Kg)le = -10].
c [C >0 DEKE"'KBEFE >0 0
Making a final adjustment in that we replace tseagain, brings us to
qV qVec
e = I EekTBE—lm—a | Ee"TB 10
E ES 5 g "R'cs{ .
and
qVv q
| | Ee"TBC 15-a, | EekTBE 1
= — —_ —Qa —_ ,
C cs 3 g FESg i

wherelgandl ~gis the reverse saturation current for the emitter and the collector junction, re-

spectively, andxg andag is the common-base current gg?rin the inverse-active mode and

the common-base current gain in the forward-active mode, respectively. These are the Ebers-
Moll equations and they equip us with the tool of an equivalent circuit. Before writing down the
circuit, the equations are slightly modified:

Since
qVge qVec
e 1= anlecfe X 10|
EsD g R csD g E
we can write
v v
| = -] Eeq'“?C 150(%1 | Eeq'“%c 1E|E
C csD g FDR csD g ED'

Now we have switched to current and also to the flow convention of Fig. 32.
o was defined in Eqg. (63).
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By introducingl -, the saturation current for the collector wher 0, which is defined as

lco = (1-0gag) Ics

the final form of the collector current equation is

9QVec
U U

| W
Similarly, with the use of
lgo = (1-agag) lgs

we can write

q
| |+l 2 15
= —Q —

E Ric™E0 5 -
and we now have all parameters we need for drawing a useful equivalent circuit for the transis-
tor. The drawing is presented in Fig. 37.

Now, the Ebers-Moll equivalent circuit is not a perfect model, no it is far from that.
There are a number of simplifications that are done in order to find a closed analytical expres-
sion, thus yielding an unrealistic behavior under some operational conditions. Another popular

equivalent circuit model is the Gummel-Poon mcSHeWhich was developed so as to avoid

some of the Ebers-Moll's requirements for operational conditions. The Gummel-Poon model
e.g. accounts for high-injection levels in a semi-empirical way. Still, we perhaps appreciate the
Ebers-Moll model when we are about to use the model, since we only need to input three pa-

. . 2 .
rameters in this mod(e?, whereas Gummel-Poon requires more than 30 parameters!

ap | chI

R'c E
. () N
Emitter N )/ Collector
I ’ L1 N 7
~NJ L1 c
Base
|EO% -15 'co% -15
O O O O

Fig. 37 The equivalent circuit based on the Ebers-Moll equations.

The first steps in obtaining the Gummel-Poon model were in fact taken in Sec. 25.2. More info on the Gummel-Poon
model can be found in Sec. 7.7.6 in the main textbook.

Og, O, and only one saturation current.
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27.3. The Hybrid-1t Equivalent Circuit (Sec. 7.8.1

For BJTs used in amplifying circuits there exist more than one equivalent circuit. The hybrid-
(or hybrid-pi) model is especially suited for lecturing purposes as it conveys some information
on how dynamic performance parameters relate to the physical attributes of the transistor. The
namertstems from how some resistances in one of the many versions of this type of equivalent
circuit are organized. In Fig. 38(a) a hybmdequivalent circuit with minimized complexity is

Base Collector 4

[o S—

o (0)

(@)

Emitter

Fig. 38:  (a) The first three elements of the hybrid-Ttequivalent circuit. (b) Density gradient and excess charge in the
base region of an npn transistor.

showrfY. The base-emitter characteristics are important for performance while the base-collec-
tor is not mentioned anywhere, which is due to the independence of current on base-collector
voltage. The potential difference of the reverse-biased junction has no impact on current as we

have stated numerous times during this cdtikse
The transconductance,, is a kind of a-c correspondence to the common-emitter cur-

rent gain. Similarly to the case of the MOS in Sec. 23.1, the transconductance of the BJT is de-
fined as

9m = qv
BE

where, under the assumption that the BJT is in the active mode, the collector current consists of
electrons due to diffusion in the baggthus is on a similar form as Eq. (64), with the difference

thatng- = 0 and that. is defined with respect to the terminal, not toxtaxis:

0-n gqA D_n 9V

—BE n"'Bo kT

l- = —-qgAD = e : (65)
¢ Wy Wy

Here weNOTE that evaluatingy,,, obviously leads to

On = k&TIC'

Now back to analyzing,~; according to Fig. 38(b) we can describe the excess charge as a trian-
gle

1.

We avoid the extrinsic resistances and capacitances used in Fig. 7-24 on page 366, but deal only with the funda-
mental, intrinsic properties of the BJT.

Of course, non-ideal effects, such as breakdown, can occur at the base-collector junction.
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1
Qg = > qA nge Wy,
from which

Ngg = 2
BE T gA W'

can be inserted in Eq. (65) above resulting in

__GAD,  _9AD 12055 Qq
C~ "Ww. 'BET™ B '
Wg Ws LA WsH (w220,

(66)

The triangle approximation of the base charge is a bit wrong as there is a time-varying contri-
bution to the charge, i.eng depends on the small-signal behavior of the base-emitter volt-

agél). However, in the Lecture notes this time-varying contribution has not been included as it
may hide the really essential parts of the discussion.

Now, since current is a rate of flow of charge, the final denominator of the previous expression
is the time taken foQg to flow through the base, and is given the symhatheminority-carrier

transit time:

L% %
=B
(Wg?/2D,) T

The excess charge can also be used for finding the base current in this analysis which takes place
in an npn transistor. The d-c stored charge in the babg T3, , Wheés¢he time an average

excess hole supplied from the base spends in the base ensuring space charge neutrality during
the lifetime of an average excess electron which traverses tHQ.bElsas,lB is

:—Q—B

[
B ¢

n

SubstitutingQg with Eq. (66) yields

B~ 2D.1,’

while a subsequent insertionleffrom Eq. (65) leaves us at

v v
_ mA D, ngg e W’ _ AW, i

s =B w, ¢ Hor,  2r, "of

n

By definition, the input resistance is

[AC I

Eq. (7-71) indicates the relationship for a pnp transistor.
Now we are considering recombination in the base.
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2 Ve

1 _dlg _ 9gAWgng, KT _ g,

= = =L Ig,

r. dVge 2t, kT KT
and thus

(= KT 1

Both g,,, andr, can obviously be evaluated from the d-c operating conditions. We should pay
attention to the following here: Since we have

kT

IC:Egm

and
=K1
q 'y

we can use the identity

Qg = lgTy = 'cTt(l)

to formulate a relationship between the transconductance and the input resistance
1_, &
rT[ m Tn .

Now, finally in the discussion on the hybrmdmodel we quickly derive the capacitarCeas

qVge
dQg d d WA D, Ngy 7

= = (I~1,) = e T=&|T.
T dVge dVBE\C ) dVBEE Wpg Et kT €

C

27.4. High-Frequency Operation $ec. 7.7.17.8.2

The bipolar transistor has today been outstripped by the MOSFET, in all application areas but
the ones that call for extremely high operation frequencies or a good capability of driving loads.
The high operation frequency that is achieved in a BJT, is due to the narrow base and the cur-
rent-driven function, and an estimate of the maximal frequency can be obtained by analyzing
the transit time through the transistor.

In Eq. (66) we made use of the minority-carrier transit time through the base and this
Is in fact the dominant delay for the carriers when going from emitter to collector. There is no
delay inside the quasi-neutral regions of emitter and collector because the applied biases have
an immediate impact all the way right up to the boundaries of the depletion regions. In a com-
plete delay picture there are also delay contributions from the charging time of both the base-

emitter junction capacitan&zé and the collector capacitarfgéand the transit time of the base-

NoOTE that this also yields B = I-/1g = T,/T;.
The base-emitter junction capacitance is high because the junction is forward biased.

The base-collector junction capacitance is very small because the junction is reverse biased. However, there is a
capacitance between collector and the so-called substrate, in which the transistor sits.
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collector depletion regidﬁ). Thus, capacitance must be minimized for high operational fre-
guencies and this is achieved by making the transistors small in size.

The amplification available from a BJT falls at high frequencies. Similarly to the high-
frequency discussion on the MOS in Sec. 23.2, we can calculate the cut-off frequency, where
the magnitude of the current gain in the common-emitter circuit with zero load impedance is
unity:

1 _ 1 _ D,
>
2 EW?BZ% e
Tt
DnO

f; can be increased by using a certain non-uniform base doping profile. The always-present

built-in field in the base, which will be the result of such non-uniform doping, assists the motion
of minority carriers such that the transit across the base is reduced significantly, with say a fac-
tor of 4.NOTE that the minority-carrier transit time across the base is similar to the channel tran-
sit time in the MOS.

f- =
T 2nr,

Ex. 11: Frequency-Dependent Current Gain - An Example
Assignment:
Based on the hybride equivalent circuit in Fig. 38(a), determine the frequency at which the

small-signal current gain decreasedit,/2 of its low-frequency value. What is this frequency
if C,;=10 pF and =3 kQ?

Solution:
Previously the transconductance was defined as
g -l

with reference to Fig. E.7.

Base Collector

o———¢

Tt

C

Emitter

Fig. E.7.  The first three elements of the hybrid-Ttequivalent circuit.

At very low frequencyC, can be neglected and then we have

Vbe = Ib -

The base-collector depletion region is wide because the junction is reverse biased.
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From the equivalent circuit we moreover have
Ic = ngbe = Omin Ib

or rather

I

(9]

= Ol
low frequency

Blowf =

b

Now we have a measure on current gain at a low frequency; let us look to higher frequencies.
Increasing the frequendy means thaC, cannot be neglected anymore. Expressing

V,,c has to be done with the inclusion@f.

Ve = Iy B— 0= 1,20
e %nJr. 1 0 [+ jor, CH

This gives in turn

IngD ' D:|DBIOWf 0
¢ ¥Mb Y+ jer,CH PO+ jwr,CH

and
Ib [l Elowf [l
B — I_ L+ JwrnCT[D — Blowf
highf — = =T .
Ibhighfrequency Ib . Jwrncn
Thus,
_1 Blowf _ 1
Brignt = 7 Biows U T¥jwr Gy /3 Biow -
which is solved fof:
Ji+(entrcy?=20 1= —1
T 2nr C.

Numbers inserted gives a frequenicy,5.3 MHz.

28. Non-Ideal Effects in the Bipolar Transistor §ec. 7.7

The bipolar transistor shares several non-ideal effects with the p-n diode, such as avalanche
breakdown and high-level injection. In the BJT there also exist unique non-ideal effects due to
the more complex structure:

The effective width of the base is reduced when we decrease (the already neggtivie. in-
crease the reverse bias across the base-collector junction. This effect ideadedidthmod-

ulation or theEarly effect?. It follows from Eq. (62) that the result of the Early effect is that

L After James Early who did the discovery in 1952. Read more on this in Sec. 7.7.2.
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the collector current increases rather than staying constant with increasing voltage on the col-
lector. When the depletion region fills the base we reach punch-through, exactly as in the case
of the p-n diode.

The physical structure of a fabricated BJT in conjunction with the need for a lightly doped base
region implies a quite high resistance in the base, on the order of some hundreds of ohms (which
is to be compared to the emitter which has a resistance of something like one ohm). When the
base resistance is increasing a number of parameters will chdggeeeded for a particular

. . . (1 . ..
lc increasesemittercrowding™ becomes worse, and the common-emitter current dpaiim-
creases.

The emitter usually is quite heavily doped to increase the emitter injection efficigndpw-
ever, as said in the context of degenerate semiconductors (Sec. 4.1) heavy doping can lead to
bandgap narrowing which influences the emitter injection efficiegdegins to fall off rather

than continuing to increase with increased emitter dé@ing
Another problem that has to do with reduced emitter injection efficiency is when we
have high-level injection in the base, which comes about Whgris increased enough. Then

the excess majority carriers are comparable in number with, or even greater than, the equilibri-
um majority carriers. When this condition holds, the diffusion of majority carriers from the base
into the emitter will be significantly higher than at low-level injection gndill consequently
be lower.

NOTE that the two effects related to the emitter injection efficiency counteragt-the
promoting concept of heavily doped emitter and lightly doped base.

This a very pedagogical ending before we take a short look at the Heterojunction Bipolar Tran-
sistor (HBT).

29. The Heterojunction Bipolar Transistor (Secs 5.87.9)

The main feature of the HBT is that it has an excellent emitter injection efficiency thanks to a
base-emitter heterojunction that facilitates (in an npn case) electron diffusion from emitter to
base, while blocking hole diffusion from base to emitter. This fact relaxes the condition for high
emitter injection efficiency in the BJT, i.e. heavy emitter doping and light base doping. Thus,
the doping levels can be steered toward other goals, such as reduced base resistance, by heavy
base doping, and reduced junction capacitance, by light emitter doping.

From the condensed description given in most places with regard to HBTs one can be
excused to think that the HBT device is nothing but a minor player. HBTs do, however, exist in
“real” applications, such as the integrated InP (indium-phosphide) HBTs that Ericsson uses for

40 Gb/s de-multiplexin@’). Also, SiGe HBTs are offered by IBM for high-frequency applica-
tiond®.
The HBT apparently can cope with high frequencies. The reason behind its high-speed

Read more on this in Sec. 7.7.5.
Read more on this in Sec. 7.9.

Read more about this in “InP-HBT Chip-Set for 40-Gb/s Fiber Optical Communication Systems Operational at 3 V"
by M. Mokhtari, et al, in the IEEE Journal of Solid-State Circuits, vol. 32, no. 9, p. 1371, Sept. 1997.

http://www.research.ibm.com/sigetech/
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operation is that the electrons going into the base originate from an emitter made of a high band-
gap material, which suggests the carriers have high energy and thus high velocity. The cut-off
frequency for silicon BJTs is of the order of 50-300 MHz, wheffedsr high-speed BJTs could

be 10-40 GHz. This is to be compared to a high-speed HBT, whearan be as large as 300
GHz!
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LECTURE 13

30. Optoelectronic Devices

In 1873 the British engineer W. Smith discovered that the resistivity of selenium varied with
light. That was possibly the first time people encountered the strange features of semiconduc-
tors, and it had to do witbptoelectronic ophotonic devices. Today, there are a number of de-
vices that link photons the optical domain and charge carriersthe electronics domairin

these Lecture notes mainly the light-emitting diode and photodetectors will be discussed as they

are only briefly mentioned in the main textbé@kAlso, a brief perspective is given on solar
cells.

PhotoluminescenceSgc. 4.2.1 and cathodoluminescence are of course fascinating
phenomena, but they do not really belong to device-oriented semiconductor technology.
Charge-coupled deviceSé€c. 9.4 are important as they form the basis for imaging in video
cameras, but here Streetman offers a comprehensive treatment.

31. Electroluminescence - the Light-Emitting Diode%ecs 4.2.2, 8)2

Y °
o0 -—— > o0 _
o000 p-material
eccoceoe /
B, T—F——- AAAN
' hv:Eg
RANNN o o
hV:Eg EF,p
/ 000000
n-material 0000
O O 4 ——- 00
(@) (@)

Fig. 39:  Aforward-biased p-n junction with recombination processes in action.

In fact, the phenomenon behind the Light-Emitting Diode (LED) was reported by Round al-

ready in 1907; then in the form of a silicon carbide (é%étpoint-contact rectifier. In a junction

LED, photons of near-bandgap energy are generated by the process of electroluminescence, in
which a large number of electrons, injected into a normally empty conduction band, recombine
with holes in the valence band as shown in Fig. 39. Since we have understood the function of
both p-n junctions and bipolar transistors, it is obvious that most of the recombination takes
place at the edges of the depletion region and that the recombination falls of as an exponential
function as the minority carrier electrons approach the right end of the diode in Fig. 39. Of
course, current can also be transported by holes from the p-type to the n-type material, but that

direction of current is usually minimized by asymmetrical dog?ng
The reason for having recombination taking place only in one of the two quasi-neutral
regions is due to the physical structure of LEDs. These are often manufactured in a diffused

For you who are interested in in-depth coverage, attend the course in TFFY22 Optoelectronics, which is given in
period 3.

Carborundum is another name for silicon carbide.
This consideration is very similar to that of emitter injection efficiency of a BJT.
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structure, which is depicted in Fig. 40. As the n-type material is hidden within the diode, it is

light

Fig. 40:  Physical structure of surface-emitting LED manufactured by a diffusion process.

inefficient to allow for photon emission in the bulk of the diode. This is because the peak in the
density distribution of electron$ (E) f(E), in the conduction band of a non-degenerate semi-

conductor occurs at an energy/ 2 abﬁég). This particular displacement of the maximum
from the bandgap edge is easily found from a differentiation with respect to the energy of

x (3/2 1724 —(E-Ef)
_ |4 (2my,)  (E-Ep) T
N.(E) f(E) = 3 e
h
The derivative is set to zero, and the following falls out:
1 vz ] 1/2
E(Enmax_ EC) - E-I—- (Enmax_ EC) = 0’
or
KT
Enmax = EC + —2— '

Anyway, this has the effect that photons that are generated by band-to-band recombination in
direct bandgap materials can be reabsorbed as they travel through the material because they pos-
sibly have an energy above the bandgap energy. This leads to a reduction in the radiative effi-
ciency of the LED.

One remedy to reabsorption is to use impurities to form energy levels within the band-
gap, i.e. R-G centers (Sec. 6.4). Emission due to recombination from R-G centers gives photons
with less energy than the bandgap and few photons are reabsorbed. However, the R-G centers
must be shallow in that they are not too far away from the bandgap edges, otherwise the emitted
light may have too large a wavelength.

Another strategy to reduce reabsorption is to use heterojunction diodes, where materi-
als are ordered according to variation in bandgap such that reabsorption is small (Fig. 41).

There exists an interesting application of the Heisenberg uncertainty principle (a famous part of

the quantum mechanics, that was treated in Modern Physics) in relation to some LEDs with in-

direct bandgaps. As was told in Sec. 6.4, if we are seeking photon- instead of phonon-generating
recombination, the material used has to either have a direct bandgap or contain impurities that
can act as R-G centers. When a carrier is trapped in a recombination center it is spatially local-
ized. We can write

See Fig. 3-16 in the main textbook for an illustration.
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Ax [Ap > Bl :
21

whereAx is decreased due to the attraction to the impurity. The decredse increases the
spread in momentum, which is related tokfspace by

h

= — k.
P 21

Now a significant rate of transitions between the R-G centers and the band edges are allowed
without the involvement of phonons. The change in momentum can be attributed to the uncer-
tainty principle!

31.1. Some of the Most Common LEDs
Some of the most successful LED types for visible light are the following:

+  GaAsg, Py 4 This is a direct bandgap material which produces red light. LEDs based on

this material were introduced already in the early 70s. The efficiar(nlc?wf this LED is
about 0.2%.

. GaAs 3Py 65N, GaAsy 1Py sgN and GaP:N: These are all indirect bandgap materi-

als(z), but due to the introduction of nitrogen as a replacement for phosphorous in some
lattice sites (denoted N), and thus the use of the uncertainty principle, they can pro-
duce orange-red, yellow and green light, respectively. For these matgisads’ %, 0.2%

and 0.4%, respectively.

. AlGaAs: This is a direct bandgap material that can produce an intensive red light. LEDs

based on this material are very efficient due to the perfection of Iattice-matcheo‘?%lyers
and the direct recombination. To avoid reabsorption a LED based on this material is
grown epitaxially according to Fig. 41. Ambetween 4% and 16% can be obtained. The
obvious application is e.g. as tail lights on bicycles or cars or as heel lights on athletic ten-
nis shoes!

light light

p-type AlGaAs
VAIGaAs - active layer
n-type AlGaAs

Fig. 41:  Physical structure of an AlGaAs LED made by epitaxy. The active layer is a narrow region, with smaller
bandgap than the layer above and below, to reduce reabsorption. To achieve the desired difference in
bandgaps, the proportion of Al is larger at the expense of Ga in the confining layers.

. SiC and GaN The first is an indirect bandgap V-1V material wiEEb = 2.9 eV whereas
the second is a direct bandgap 1lI-V material V\E@: 3.4 eV. These materials are both

n = photo power out/electrical power in.
GaAs,_ P, is an indirect bandgap material for x > 0.45, but direct otherwise!

AlGaAs has almost the same lattice constant as GaAs has, and therefore the two materials are said to be lattice
matched.
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used for designingplue LEDs, a development done as late as during the 90s because of
the material problerrgls) associated with the wide bandgap materials that are needed for

producing light with high frequenci@. GaN is leading the race, because of the higher
efficiency proved in practical LEDs, and a sketch of such a LED is given in Fig. 42.

light light
K p-type GaN /

\ p-type Ap 1&Gay g |/
\ n-type Iny oG odN /
n-type Ab Gay gg\

n-type GaN -
GaN buffer layer

Fig. 42: A so-called double heterostructure based on GaN implementing a blue LED.

32. Photogeneration - Photodetectors and Solar CellSdcs 4.1, 8)1

The photoconductor in Sec. 12, which is fabricated in one piece of homogeneously doped ma-
terial, is based on the principle that photons excite electrons so that excess carriers can enhance
the conductivity (see Example 5). Thus, the photoconductor is a photodetector. However, its so-

called dark current and the associated thermal r(%i@e Example 2) make it unsuitable for
high-performance communication applications.

photodiode

Fig. 43:  Operational regions for a p-n junction. lllumination 2 is stronger than illumination 1.

Now, in this section, we pay our attention to devices that are based on junctions; on one hand,
the photodetectors that are callgldotodiodes and, on the other hasdlarcells. They are in

terms of principle of operation the same, but the actual fabrication of the devices is very differ-
ent as they are targeted at different goals. For a photodiode only a narrow wavelength range cen-
tered at the optical signal wavelength is important, whereas for a solar cell, high spectral
responses over a broad solar wavelength range are required. Also, photodiodes are small so as

The higher the bandgap, the higher is the melting points and the lower is their structural stability. Also, the higher
bandgap materials have higher resistivity and cannot be easily doped to high levels.

Once | had a student in a course in basic physics who proposed the use of blue caps on red LEDs to achieve blue
LEDs.

Also called Johnson noise.
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to minimize junction capacitance, while solar cells are large-area devices. Finally, one of the
most important figures of merit for photodiodes is the quantum efficiency, whereas the main
concern for solar cells is the power conversion efficiency.

There is a big difference between the two devices in how they are used. The photodiode
is always used under reverse bias, whereas the solar cell is unbiased and connected to some load
impedance. In basic electronics courses teachers may have referred to photodiodes operating in
different quadrants of thieV characteristic of the p-n junction. In Fig. 43 th& characteristic
IS given, with proper indications on operational regions.

32.1. General Function of Photodiodes

When a photon excites a valence-band electron into the conduction band, a valence band hole
is left behind. Thus, an electron-hole pair is created, leading to two carriers that are able to take
part in current transport. This basic phenomenon is not new as we have discussed generation by
optical means a number of times throughout this course. As shown in Fig. 44, photons with a

loss of kinetic energy

[ ]
/' %,by scattering events
EC

hv>Eg

Fig. 44.  Photon absorption.

frequencw, wherehv > Eg will be absorbed.

NOTE that too high a photon energy leads to photon absorption close to the surface,
where the probability for recombination is higher than in the bulk of the material. Thus, usually
the bandgap is very selective in that it puts an upper and lower bound on the wavelength,

c _hc_124 L .

A= ST T T um, wherehv is given in eV,
that is detected in practice; the net result being a progressive reduction on the response with de-
creasing\. The characteristic callespectralresponse is used to categorize photodiodes with
respect to how they respond, in terms of diode current, to the wavelength of the incident light.

In connection to mentioning this characteristic, it is also important to notic&¢he
guencyresponse (the bandwidth) of a photodiode. This denotes how rapidly the detector can
respond to a time-varying optical signal and relates to the carrier transit time of the diode.

The (quantum) efficiency is here defined as the number of carriers collected to pro-
duce the photocurrent divided by the number of incident photons.

In Fig. 45 a sketch on a reverse-biased ordinary p-n junction diode is given. Here, the key to
having an efficient photodiode is that the diode structure facilitates light transport into the junc-
tion and the quasi-neutral regions close to the junction. Photodiodes based on a p-n junction ex-
ist, but their performance is not particularly good in that the frequency response is not very large

due to the time-consuming diffusion that takes place in the quasi-neutral rg&i@rmaximal

L Ly and L,, usually are significantly larger than W.
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bandwidth on the order of tens of MHz is what typically can be achieved in a p-n junction pho-
todiode. No, the two dominating types of photodio%éare thep-i-n and theavalanche photo-
diodes.

32.2. The p-i-n Photodiode

Ina p-i-n(z) photodiode a high resistivity (“intrinsic”) region is inserted between the p- and the
n-type materials. Because of the low doping the i-region is totally depleted under zero bias or
becomes depleted at small reverse biases. Furthermore, the heavy doping of the outer p- and n-

type region§3) causes the depletion widths in these regions to be very narrow. Thus, the deple-

ST e T T el o
% -
n-material
- -\ — — A\ — — - E

° ° ° _he

- @] O O
Epp--om e — — A — — — -
p-material

- A

o 9___0_4/

Ly w L,

Fig. 45.  Areverse-biased p-n junction where optical generation of carriers add to the reverse current if the carriers
are generated within the depletion region or, at the most, a diffusion length away from it.

tion width inside the device is effectively equal to the i-region width, independent of bias. This
implies that the photodiode, by controlling the width of the i-region, can be tailored to meet cer-
tain requirements on:

1. the frequency response, as a smilltiecreases the transit tiffband thus increases the
bandwidth,
2. the spectral response, by adjusting the width and thus the optimal wavelength according

to the absorption expressionkiq. (4-3S5)

Other types, outside these Lecture notes, are the phototransistor and the Metal-Semiconductor-Metal (MSM) pho-
toconductor.

The i in p-i-n stands for intrinsic. However, the middle region is not made of an intrinsic material but rather of a lightly
doped n-type material.

They are degenerately doped, in fact.
For very small W, the RC time constant of the diode limits the frequency response.

Choose W equal to the average penetration depth,i.e. W = 1/a(A) for optimum, where A is our preferred wave-
length.
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1)

3. the efficiencyn'™, as a larg&V allows for more photons to be absorbed.

NOTE that especially requirement 1 and 3 are conflicting, on the selection of

The p-i-n photodiodes find their application mainly as receivers in high-speed optical
fiber communication, and then the frequency response is having the highest priority. Since the
carriers travelling across the depletion region are driven by the drift mechanism, their velocity
is much higher than the velocity of diffusing carriers in a p-n junction photodiode. We can as-
sume that even for moderate reverse biases, the carriers drift across the i-region (of width ~ 1
pm) at their saturation velocity. There is, however, the effect of diffusion of carriers created out-
side the i-region, which can lower the frequency response, but this effect is minimized by fab-
ricating the junction close to the illuminated surface.

32.3. The Avalanche Photodiode

For many applications, where very low levels of light are to be detected, it is desirable to use a
detector with a large sensitivity. Large gains can be obtained in an avalanche photodiode (APD),
which essentially is a reverse-biased p-n junction that is operated close to the breakdown volt-
age. Photogenerated carriers in the depletion region travel at their saturation velocities, and if
they acquire enough energy from the electric field during such transit, an ionizing collision with
the lattice can occur. Depending on the semiconductor material and device design, very large
avalanche gains (~ 200 or more) can be achieved, and the APD therefore exhibits a very high
sensitivity. A problem is that the avalanche process is stochastic, and thus the APD suffers from
much higher noise than p-i-n photodiodes.

32.4. Solar Cells

Subsequent to the invention of the p-n junction diode in 1949, a large number of researchers
tried to exploit its function in a number of areas. One of the most important advancements was
the discovery of the solar cell in 1954, which was due to Chapin, Fuller and Pearson. Since then,
solar cells have been developed and produced with polysilicon, cadmium telluride (CdTe) and
GaAs. Today, more than 95% of the solar cells produced are Si based.

The conversion of radiation energy into electric energy is, in general, the photovoltaic
effect and the most important photovoltaic device is the solar cell. The primary requirements
for a material to be applicable to solar cells, is a bandgap matching the solar spectrum as well
as high mobilities and lifetimes of charge carriers.

Itis interesting to notice the influence of the bandgap energy on the conversion efficiency. Com-
paring the two most common materials, Si and GaAs, WESFel.lZ eV and 1.42 eV, respec-

tively, gives the following:
Since photons withwv > E, are absorbed, all wavelengths below the cut-off wave-

Iength)\g, which is 1107 nmin Si and 873 nm in GaAs, are absorbed, which means that consid-

ering the solar spectrum, ~ 20% of the incident energy is wasted in Si, while ~ 35% is wasted
in GaAs.

However, forhv > Eg, a portion of the photon energy adds to the kinetic energy of the
photogenerated carriers and is eventually dissipated as heat, as shown in Fig. 44. Calculations

show that ~ 40% of the absorbed photon energy is wasted in Si, while only ~ 30% is wasted in
GaAs because of its larger bandgap.

If the photodetector has a gain larger than unity, the efficiency can become larger than 100%. This happens in pho-
toconductors and avalanche photodiodes. The p-i-n photodiodes, however, is a unity-gain device.
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Clearly, a trade-off exists between the two cited mechanisms, giving rise to an opti-
mum bandgap where the energy conversion is at a maximum. Fortuitously, both Si and GaAs,
which are the most advanced technologies, both are close to the theoretical maximum of the en-
ergy conversion.

The current through the solar cell under illumination is given by

v
0 O

where the current now is defined customary to the solar-cell field of engineering, i.e. the light-
generated current,, is assumed to be positive. When we use the solar cell in a short circuit and

thereforev, = 0, we gel .= . When removing the load, we have an open-circuit arrangement,
from which we can find/, .

qVoc
| =0 =1, —I EEW 1%
L 0 0 D’

which can be solved with respect\g..

kT dL 0
V.. = — Ins=+ 1=
oc q DO O

Fig. 46:  Maximum power rectangle, P .. = V 0O .

In Fig. 46 the maximum power rectangle is drawn. When the operating point describéd by
andl,, is used, the solar cell delivers the maximum po®gr,The ratio

is called the fill factor (why?). This allows us to define the power conversion effiagncy

sV [FF
N = =5r—,

in

whereP;, is the power of the incident solar radiation.

Probably the most important photovoltaic technology suitable for generating very large
amounts of electricity is the a-Si:H technology, which denotes amorphous hydrogenated silicon.

Even though typical efficiencies of a-Si solar cells are under(ﬂ)%\ese cells with large area
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can be produced fairly inexpensively. The obtained values of the short-circuit current of these

cells are on the order of 15 mA/czr,rand typical open-circuit voltages are close to 900 to 950
mV with fill factors on the order of 0.7 to 0.75. An illustration of an a-Si:H solar cell with an
amorphous hydrogenated silicon carbide window is given in Fig. 47.

VL

Glass

Indium Tin Oxide
p+ a-SiC

i-layer
(a-Si:H)

+ .
n a-Si

Contact

Fig. 47:  Physical structure of an a-Si:H solar cell. The indium tin oxide acts as top contact, quite successfully as it
is both transparent and has a high conductivity.

Maximum efficiencies in small-area a-Si solar cells have reached ~15%.
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LECTURE 14

33. Fabrication and Integration

The main textbook is giving a lot of interesting facts on device fabrication, or device processing,
that quickly can be summarized as:

Crystal growth, forming the single crystal material which is needed as substrate in the
semiconductor devices, is coveredec. 1.3

In Sec. 1.45treetman tells us all we need to know about epitaxial growth, how to grow
a thin material layer on top of the substrate. Different important epitaxial techniques such as
Liquid-Phase Epitaxy (LPE), Vapor-Phase Epitaxy (VPE) and Molecular-Beam Epitaxy
(MBE) are discussedNOTE that the difference between the Czochralski proceSem 1.2and
the epitaxial techniques is that in the latter ones the crystal can be grown below the melting
point.

The essence @ec. 5.1s fabrication processes targeting a p-n junction. It includes im-
portant things such as oxidation and doping. We have two options to introduce impurities in a
single-crystal material; either a diffusion or an ion implantation process is used. The grown
junction and the alloyed junction are mainly of historical interest only. Also, a brief discussion
on lithography, etaching and metallization is provided.

In the short section dbec. 7.3the processing steps used in a BJT structure are shown
in Fig. 7-5

In Ch. 9finally you can find a quite good overview on integrated circuits. Of special

interest isSec. 9.3.1which provides fabrication-related information on the MBssec. 9.6
gives insight into testing, bonding and packaging of integrated circuits.

This course has up until now dealt with individual devices mainly. Of course, there exist many
applications where so-called discrete (stand-alone) devices are used, especially in power appli-
cations. However, today the majority of the semiconductor devices are transistors integrated on
chips or ICs. In the case of MOS ICs, resistors, capacitors and diodes are mostly implemented
in the form of transistors since this is area efficient. This simplifies the manufacturing (process-
ing) of the chips, in that only transistor-forming steps are required.

34. Integration - a Digital Perspective on the MOS

34.1. MOS and the Digital Signal Voltages

The symbol for the p-type MOS differs from the n-type symbol in that a ring is inserted on the
gate plate. This ring indicates that the p-type MOS has, in certain respects, an inverted function
in comparison to the n-type MOS. In Sec. 21.3 it was revealed that an n- and a p-type (enhance-
ment-mode) MOS start to conduct wh&pgis above and below, respectively, the threshold

voltage V;. Furthermoreys is positive and negative for the n- and the p-type MOS, respective-
ly. Only in this section, they will be distinguishable by the notatmsandVTp.

Out of the two digital levels, 0 or 1, a logical 1 is needed to turn on an n-type MOS,
since we must create a positive potential difference between the gate and the source. Now, the
discussion on the inverted function of the p-type MOS comes about because a logical 0 is need-
ed to turn on a p-type MOS, since we must create a negative potential difference between the

If you want to learn more on fabrication of chips, you must attend TFYY33 Microchip Fabrication.
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gate and the source. To illustrate, we assume that a logical 0 and 1 correspond to ¥eaund (
0 V) and supply voltagevg, = 3 V), respectively.

The implication of the difference between n- and p-type MOS in digital circuit design is that n-
type MOS conducts logical Os well, whereas logical 1s are degraded by the transistor. In the
same way, p-type MOS are preferred over n-type MOS when logical 1s are to be switched
through the MOS. The reason we can assert this is the following:

Vo Ty Vg Ty
V; logical 1_|E V; logical 1_|d V logical O_CHEL V logical O_cid
VS VS VD VD
(a) (b) (c) (d)

Fig. 48:  Different ways of biasing n- and p-type MOS transistors in digital systems.

In Fig. 48(a) we have an n-type MOS that is supposed to transfer a logical 0 from the source to

the draif®), I.e.Vg corresponds to a logical 1 aM}, =3 V. The MOS conducts as long ¥g o
> V4, Which is fulfilled for all possible voltages on the drain. The n-type MOS conducts logical
Os well.

In Fig. 48(b) we have an n-type MOS that is supposed to transfer a logical 1 from the
drain to the sourc,%), i.e. Vg corresponds to a logical 1. The MOS conducts as longas=
Vg - Vg> V4, which is fulfilled whenVg < Vg - V4, = 3V - V4. This implies that the highest
possible voltage the drain of the MOS can reactisbelow the supply voltage in any system.
The n-type MOS conducts logical 1s in a poor way, since a typga(for Vo =3 V) is 0.8 V.

In Fig. 48(c) we have a p-type MOS that is supposed to transfer a logical O from the
drain to the source, i.8/ corresponds to a logical 0. The MOS conducts as longas Vs

- Vg <V, which is fulfilled whenVg > Vi - Vg, = 0V - V. As Vo is negative, this implies
that the lowest possible voltage the drain of the MOS can reaphTigf above ground in any
system. The p-type MOS conducts logical Os in a poor way, since a tyxp,iﬁéior Vpp=3V)

Is -0.8 V.
Finally, in Fig. 48(d) we have a p-type MOS that is supposed to transfer a logical 1
from the source to the drain, i.€¢ corresponds to a logical 0 aMy,s= -3 V. The MOS con-

ducts as long a¥;g< VTp, which is fulfilled for all possible voltages on the drain. The p-type
MOS conducts logical 1s well.

There is a way to form a quite efficient electronic switch by using both an n-type and a p-type
MOS, a so-called transmission gate, Fig. 4C ¥ 1, we haveout=in, otherwise the output is

From the source to the drain is due to the definition of drain as being the terminal with the highest potential. Since
one terminal is always grounded in a system where this is the lowest potential, this terminal will always be the
source.

From the drain to the source is due to the definition of drain as being the terminal with the highest potential. Since
one terminal is always connected to the supply voltage in a system where this is the highest potential, this terminal
will always be the drain.
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Fig. 49:  Atransmission gate.

floating. In Example 10 the resistance of a switcledMOS transistor was estimated. Consid-
ering that the resistance through the transmission gate, when conducting, is on the order of some
kQ, it would be of great interest to find a way to propagate signals without taking the risk that

a signal is degraded from one logical level to another.

34.2. The Complementary MOS (CMOS) Circuit Technique

A unique feature of MOS-based circuits is that they can utilize the complementary function of
n- and p-type MOS transistors. When one is switchegdthe other, in a proper complementary
circuit, is switcheFF.

According to the discussion in Sec. 34.1, we are forced to use the n-type MOS for con-
nection toVgsand p-type MOS for connectiory . The simplest possible circuit we can devise

would be the circuit in Fig. 50.

+

in A‘j out

Whenin = 1, the n-type MOS (but not the p-type MOS) is conducting, thuts= 0. Similarly,
whenin = 0, the p-type MOS (but not the n-type MOS) is conducting, tuis= 1. Thus, Fig.
50 presents the CMQO8verter.
Virtually no current flows in this circuit, when the signals are stable. No current passes
through the gate to the channel, and no current passes from supply voltage to ground as one of

the transistors is switchedrr. The implication of Sec. 34.1 is that the logical level on the
input is almost perfectly transferred to the output in its inverted form, as the output node goes
all the way up td/p, for a logical output 1 and all the way dowrMgsfor a logical output 0.

A bit more advanced CMOS circuits are presented in Fig. 51. It is obviously easier to
implement inverted functions, as non-inverted need an extra inverter.

Fig. 50: A CMOS inverter.

35. The MOS and the BJT - a Perspective on Fabrication and Integration

Since the BJT was the first transistor fabricated, it got off to a good start and dominated the IC
business from the beginning.
A certain William Shockley moved to Palo Alto in 1956, to form a company of his

There is of course a small amount of current due to leakage. This is because the resistance across gate and semi-
conductor and the resistance across the channel in the MOS that is cut-off are both very high, but not infinitely high.
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own. He had set his mind to improve the double-diffused bipolar transistor. He attracted many
great engineers and scientists, but had problems in steering the company. Shockley was a tre-
mendous engineer and scientist, but he was not as successful as a company manager.

One of the problems Shockley Semiconductor Laboratories was faced with, was the in-
terconnections between different devices. And as Shockley himself selected germanium as tar-
get material, he disagreed with his staff that believed in a future silicon dominance, based on
the advances made by a Dallas company called Texas Instruments. Due to the many controver-
sies, most of his scientific staff left him and started a new company with funding from Sherman
Fairchild - Fairchild Semiconductors was born.

i L
] yant

out = alb

(a) (b)
Fig. 51 (a) A CMOS NAND-gate. (b) A CMOS AND-gate.

In Dallas in 1958, the IC was invented by Jack Kilby at Texas Instruments. However, this IC
lacked an efficient interconnection structure and therefore it was possible for Robert Noyce at

Fairchild Semiconducto@, to improve on this in 1959, claiming that his IC was the first true
IC. Kilby and Noyce, through their respective companies, fought for ten years in a bitter way
over who was to own the IC patent. Today, Kilby is viewed as the one who first conceived the
idea of integrated circuits, while Noyce gets the credit for conceiving the modern IC in terms of
interconnections.

So, BJTs were used for ICs; and circuit techniques such as RTL, DTL, 'Fl[la,rid ECL were
proposed. Today ECL (Emitter-Coupled Logic) and a variant of it, CML (Current-Mode Logic),
hold strong positions; the first as a high speed circuit technique and the second as an area- and
power-efficient replacement of ECL. The rest of the bipolar circuit techniques are only of his-

torical intere<f.

Designers of electronics started to think about the power consumption during the end
of the 60s, although no extremely severe limitation was associated with power (as it is today).
Low power electronics was mainly brought forth as an important area for portable applications,
such as pocket calculators, which literally was the first important application for ICs.

Digital circuit techniques based on MOS transistors were proposed for the simple rea-
son that in a MOS the controlling terminal, the gate, is fully isolated from the channel. There is
essentially no power consumption due to currents between the gate and the source/drain. Thus,
the MOS can be categorized as a voltage-controlled transistor while the BJT, with its base cur-

1.
2.

Noyce went on to form a quite famous company, Intel, after his invention.

A hit arrogant perhaps; yes, you can buy several advanced versions of TTL (Transistor-Transistor Logic). Either
that is because some designers think it is still 1978 or because they need backward compatibility for some reason.
If you are used to a certain IC type, it is best to stay with it; experience gives reliability.
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rent, is a current-controlled transistor.
The first MOS-based circuit technique of importance was nMOS, but it had some

problems associated with power consumption as the logic cifPudtmw current continuously
between supply voltage and ground. In CMOS, however, improvements were possible since
there was no short-circuit current between supply voltage and ground, as the n-type and p-type
transistor nets complemented each other.

The low power consumption was the driving force behind the introduction of MOS-
based ICs, but the total dominance it has earned since the middle of the 80s is mainly due to its
suitability for integration. First and foremost, a higher integration density can be achieved for
MOS transistors than for BJTs, since the MOS is less complex in its physical structure than the

BJT is, a fact which considerably simplifies processing and improves the chﬁ%)yield

However, it should be noted that the lengtlof the MOS channel, horizontal as it is, is deter-
mined by the shortest distance that can be achieved without e.g. having problems with diffrac-
tion in the photolithographic process. The base witithof the vertical BJT, on the other hand,

is determined by how well the diffusion or the ion implantation of the collector, the base and
the emitter can be controlled. Since the base width is in the vertical direttlonan be made

smaller tharL (however the difference is not that big today). This is one of the reasons as to
why a BJT inherently has a higher current drive capability and speed than a MOS.

As you recall from previous lectures, the BJT is an exponential device, as the collector
current increases exponentially wifg. In contrast to the BJT, the drain current of the MOS

at best has a square-law dependenc@'@éS). Thus, the BJT has higher gains than the MOS

has for this reason. Coupled with the direct connection of the base terminal to the base and the
capacitive connection of the gate to the channel, we have three reasons - gebiviekepen-
dence, and control connection - for the BJT to outperform the MOS in terms of switching speed.

Now, not only speed and processing efficiency are used as parameters for comparison. When
the two transistor types are integrated, a couple of parameters related to the circuits of transistor
must be considered. The MOS-based CMOS circuit technique performs better than bipolar cir-
cuit techniques, because CMOS is quite immune to noise and tolerates a large interval of supply
voltages, which the bipolar techniques do not.

36. Lowering the Supply Voltage

The current trend in integration of many transistors on a chip, is that power dissipation is be-
coming a limiting factor. To charge the output node of e.g. the inverter in Fig. 50, a node with
capacitanc€, which originally carries no charge, A¥, energy according to

E = QVpp = (CL V) IVpp

is required from the supply voltage source. This energy is transferred into heat during charging
and discharging of the output node. Since power is energy over time, we have for a general cir-

cuit, whereAV = Vp, , that

Only n-type MOS transistors were used.
The percentage of operational chips.
With velocity saturation, unfortunately the exponent of 2 is replaced by say 1.3.
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2
Psw = T DVpp DZAi iy
1

wheref is the system frequency is the probability that nodetoggles 0- 1 (or 1- 0) andC,
Is the load capacitance of nodeespectively.

From looking at the derivation d?,,, the switching poweg'l), it's obvious that lowering the

supply voltage would greatly reduce the power consumption. If we start lowering the supply
voltage, alsd/; has to be reduced, otherwise our circuits will not work well. Now let us take a

look at how we can loweVy, andV5. However, first we notice that the turn-afy, s for a bi-

polar transistor is dictated by the contact potential, thus, the supply voltage cannot be lowered
below approximately 2 V. This is a huge disadvantage for bipolar technologies as the geomet-

rical scaling will continu®.

1E+2p -

Worst leakage
1E+1f
i Mean
1EOF E

1E-1f .

1E-2F .

1E-3f 1
i — NMOS

Drain current (mA)

1E-4¢ — PMOS ;

1E-5 orst speed 3

1E-69 ' 0.3 ' 0.6
Supply voltage (V)

Fig. 52:  Graph showing the subthreshold current as function of supply voltage in a 0.35-um process.

Now we will try to understand the limitation to supply voltage reduction. We discussed sub-
threshold conduction in Sec. 24.2. For a MOS in the subthreshold region we have

qVes 0 _qVos
mkT Ml—e KT il
U U

wherem is not equal to the ideality factar, from Sec. 16. Instead

Ip = 1€

Today the switching power is ~80% of the total power consumption of a chip.

The BJT has an advantage over the MOS, due to the turn-on potential’s dependence on a material parameter such
as the bandgap: BJTs are very efficient in some analog circuits, where we need to accurately match several tran-
sistors with respect to their I-V characteristics.
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m=1+ ﬂ,

0oX

l.e., itis a measure on how much of the gate voltage is dropped over the depletion region, giving
rise to a base voltage on the bipolar-like function of the subthreshold current. In a conventional
processnis around 2, but for low-voltage processes it can reach 1.2.

Forming a CMOS inverter with both transistors in the subthreshold region, gives a maximum
voltage gain of

qVpp
2kT
e

-1

max m

G

or

Vpp = &qT In(L+m G, _).
For a robust circuit functio,,, 5, should be approximately 10, and with= 1.5 this gives/p
=0.14 V.

When we use CMOS as circuit technology, we have a great advantage over BJT-technologies
since the ratio obN-current andFrFcurrent is large. We can write a relationship on this as

| qVpp
d, ON < eka .

l4, oFF

To make the ratio large enough for use in circuits, we have to select a ratiS’.onQeep the
ratio at 1 or above we need, according to Fig. %3y > 0.3 V (assuming am = 1.5).

A practical problem when a chip process is employed is that all sorts of parameters will vary,
because the fabrication steps and the chemical processes are not perfectly stable and will not
repeat the same results every time. We can describerkeurrent as a function of threshold
voltage, such that
_aVr

lgore0 e ™.
Thus, theoFFcurrent is very sensitive to process variations in the threshold voltage, so to have
a margin of function, we need to add\&+. The worst case leakage must take into account the

worst casé/;. The concept of controlling the threshold voltage, is referred thr@sholdvolt-

age control.
Not only is the control of the statistical spread of parameters important for leakage cur-

rents, but it also is necessary to control the delay of logical circuits. We note that delay is a func-
tion of V¢, such that

Delay0(Vpp— Vo)

and thus the delay will vary dramatically at low supply voltages, unless the threshold is con-
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trolled.

In practise, there are two different ways of controlling the threshold voltage: eitber
cesscontrol is employed, or else so-callbdckbiasing is used. In the process control, the chip
vendor has to include processing steps that control the threshold voltages by doping, etc. Today
the variation on the threshold voltage can be kept within 25 mV. As far as it is possible, a kind
of natural threshold should be used; then we assume both low substrate doping afchldw

justment doping. In the backbiasing, or substrate voltage control, case, we simply control the
threshold voltage by actively using the body effect (Sec. 24.8).

Now, when we are faced with the reality of lower supply voltages, and hence lower threshold
voltages, that was driven by a need to reduce power consumption, what did we get? Well, there
are also problems with low;. In circuits where switching is not taking place that often, now

the static power of leakage may start to dominate. Think of static memories! On the other hand,
they can still be used, which cannot be said about dynamic memories where the dynamic, charge
storing mechanism is dramatically degraded by leakage.

One way to make a compromise, is to use two diffekést One set of low/;s is used

in high speed, highly active logic, whereas the other s&tsf highVss, is used in slower and
less active parts, in power switching and in SRAMs. Depending on application, a decision has
to be made on process supply voltage and threshold voltages:

. In a desktop computer, we need very high performance, and thus we must have minimum
power with no performance loss. However, we can accept a high standby power. Here
probably, a low supply voltage and a low threshold voltage would be reasonable.

. In mobile equipment, heat and battery issues have to be considered together with perfor-
mance. Here large standby power cannot be accepted, st gualong with low supply
voltage would be needed.

. For hand-held equipment, battery life is the primary parameter, making performance a
secondary parameter. Just as before low supply voltage is natural, but now we have to fo-
cus on higher threshold voltages, either one Rigbr maybe duaV/;s.

The benefits of a low voltage process are many more than the power consumption reduction.
Since we get a stabM, when migrating to low voltage processes, we will have a good leakage
and speed control of the circuits. Drain induced barrier lowering is reduced Viers low-
ered, and then we can lowet further. Also, the subthreshold characteristics are good, i.e. the
current is low, since
qVes 0 _qVps
Ipb = l,e™ m-e
U U

andmis small for low voltage processes.

If we sketch on the short-channel effects from Sec. 24, we have that
l4(low Vpp) = F, EFu 0 4(highVpp),

whereF,, andFu are the gains from reducing the adverse effects of velocity saturation and mo-
bility degradation, respectively, when going from “high” to “low:
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F, = 2
1+ /\/1 + DMDZ
U E., L U
and
1
F,=
U
E Yng
Eyo!

If we consider a change of process supply voltage such that we decrease from3Vto1lVina
0.254m process, we roughly doubkg, [F , . Say furthermore that we can redftem 0.5

V to 0.3V, then we get a speed improvement of 2.6. Together the improvement on the perfor-
mance is a factor 5.2, to be compared to a nominal speed loss, by looking at the delay, of

-1
low (Vpp—V7) _3-05

= 3.6 times.
. -1 —

So, we lose some speed because of longer circuit delay, but wins it back by faster devices. Did

we win anything? YES, we haveduced power by a factor of 927 12 ).

In this example, we considered the most apparent mechanisms, but in fact low voltage also is
advantageous in other ways. The reliability is improved for several reasons: Hot carriers (Sec.
24.7) are less likely to be created, since the maximum drain voltage is reduced. Also, we can
avoid latch-up, a parasitic bipolar phenomenon which can occur in circuits where n-type and p-
type MOS, as illustrated in Fig. 53.

+

dn-q3197l

Fig. 53:  Schematic of the latch-up phenomenon when taking place in an inverter.
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