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LECTURE 1

1. Some Basic Facts and Concepts
Semiconductor materials of importance are silicon (Si), germanium (Ge), gallium-arse
(GaAs), zinc-selenide (ZnSe) and alloys such as AlxGa1-xAs. Silicon-based semiconductor

however totally dominate the present commercial market due to their advanced fabrication
nology and this course, thus, mainly will focus on these semiconductors. Silicon is the se
most abundant element in the earth’s crust but nowhere is it to be found in a pure single-c
form. It has to be man made from e.g. silica (impure SiO2).

1.1. Energy Bands (Secs 3.1.1 - 3.1.3(1))
Sometimes valence electrons are shared, becoming a
bond between two atoms -covalentbonding. This is the
bonding type in diamond-crystal lattice semiconductors
such as silicon semiconductors. However, it is more inter-
esting to analyze energy-related aspects rather than spatial
aspects such as bonds. Therefore the concept ofenergy
bands is coming in handy.

An almost continuous band of allowed ener-

gies(2) of electrons comes about when atoms are brought
in close proximity to each other, this is because of the interatomic forces and is foreseen
Pauli exclusion principle. “Almost”, well, one energy level is split intoN levels whenN atoms
are brought together, and theseN levels can accommodate at most 2N electrons due to spin de

generacy. Remember,N is huge! Now, since the separation between the energy levels wi
the band is much smaller than the thermal energy possessed by an electron at room temp

1. Section, figure and equation references in italic style refer to the main textbook: Streetman and Banerjee, "Solid
State Electronic Devices", 5th ed., Prentice-Hall Intl Editions, ISBN 0-13-025538-6, 2000.

2. See Fig. 3-3 on page 60 in the main textbook.
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Fig. 1: (Left) Isolated Si atom, having 14 electrons. (Right) Energy bands are forming when a huge number of at-
oms are brought together.
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the band can be viewed as continuous.
Ec is the lowest possible conduction band energy, whileEv is the highest possible va

lence band energy. Thebandgapenergy,Eg, is furthermore defined as (Ec - Ev). Eg is the energy

it takes to break a bond in the spatial view of the crystal. The band gap energies for some
conductors at are:Eg = 1.42 eV in GaAs and 1.12 eV in Si. You do remember th

1 eV = 1.602×10-19 J, don’t you?

1.2. Current Flow and the Concept of Holes (Sec. 3.2.1)

Using the concept of energy bands, the pure semiconductor (ideally, i.e. ) conta
completely filled (with electrons) valence band and a completely empty conduction band.
no current can flow - i.e. there are no electrons at all in the conduction band and no empty
(i.e. states containing no electrons) in the valence band to which electrons inside this ba
move.

A hole is now defined as an empty state in the valence band.

1.3. Free Carriers - Excitation and Doping (Secs 3.2.3 - 3.2.4)
If there exist free electrons or holes, so-calledchargecarriers, charge transport can occur (cu
rent can flow).

If a semiconductor is excited by energy in the form of light, temperature or electric fields, e
trons in the valence band can jump to the conduction band and take part in a current flow
as electrons in the conduction band and as holes in the valence band. This process is kn
electron-hole pairgeneration (sometimes: intrinsic generation).

Another way to create (almost) free charge carriers is to contaminate a material withimpurities
that occupy lattice sites in place of the atoms of the pure semiconductor - so-calleddoping. The

amount of doping, the dopingdensity orconcentration, is usually given as impurities/cm3.

1.4. Doping (Sec. 3.2.4)
If the pure Si is doped with atoms from group V, i.e. they have one more valence electro
Nd impurity atoms are calleddonors. Since four of the valence electrons from the impurity at

are enough to create the covalent bond, the fifth electron is almost free to move around.
ever, the fifth electron is weakly bound to the impurity atom by the excess positive char
the nucleus and thus it needs a small amount of energy to become fully free - but when
comes free only this carrier has been created, the positively charged dopant ion cannot 

T 300 K=

Ec

Ev

Eg ~ 8 eV (SiO2)

~ 5 eV (diamond)
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Fig. 2: Energy band gaps in insulators, semiconductors and metals.

T 0 K→
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A donor-doped material where there are more electrons than holes is called ann-type
material.

Instead, if the pure Si is doped with atoms from group III, i.e. they have one less valence
tron, theNa impurity atoms are calledacceptors. Since there are only three valence electron

the impurity atom instead of the four needed to create the covalent bond, a fourth electro
to be borrowed from a nearby bond and in this way a hole is created, a hole that is almo
to move around. Similar to the case of the donor impurity, only a small amount of ener
needed to lift the electron from the valence band into the energy level of the vacant bond
when it becomes free only this carrier has been created, the negatively charged acceptor i
not move.

An acceptor-doped material where there are more holes than electrons is callep-
type material.

Themajoritycarrier is the most abundant carrier in a given semiconductor sample; electro
n-type and holes in p-type materials. Similarly theminority carrier is the least abundant carrie
in a given semiconductor sample; holes in n-type materials and electrons in p-type mate

1.5. Effective Mass (Sec. 3.2.2, part of Sec. 3.3.2)
At the atomic level quantum mechanics rule the world. However, it is possible to use the
sical, and simple, second law of Newton for crystals that are large compared to atomic d

sions. In vacuum the force on an electron in the electric field(1) is

 =  = . (1)

By taking into account the periodic potential which is present in a perfect semiconductor c
(with no scattering!) this equation can be written as

 = , (2)

which is a great simplification to reality and allows us to simplify device analyses. Here

notes theeffectivemass of an electron and is the group velocity of the wave packet tha
scribes the electron motion. In a similar fashion, the empty states in the valence band, the

have an effective mass of .

1. The electric field is always written either as a vector  or as a scalar in one-dimension Ex in these notes.
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Fig. 3: Thermal excitation of a semiconductor doped with donors.
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Using the formula for kinetic energy and the relationship for the electron momentum, =

= , we get

E =  = . (3)

From the (E, ) relationship of Eq. (3) we can write

 = .

It is very important to note that the quantity of effective mass varies with temperature as
as direction in the crystal. Also it should be noted that there exist different types of effe

masses such as conductivity effective mass and density of states effective mass - in Si

m0 and 1.18m0, respectively. As a tensor quantity effective mass exists as conductivity effe

mass and density of states effective mass, which are calculated as

and

,

respectively.
What makes the concept of effective mass so important in this course is that the

tive masses for electrons and holes differ, which greatly affects the behavior of semicond
devices. For example, in Si holes are three times heavier than electrons when we discu
ductivity, which means that fast Si transistors are always based primarily on n-type sem
ductors.

“Weakly bound” in Sec. 1.4, how much is that in for example Si? It is possible to use the en

estimation for a hydrogen atom (according to Bohr) - by replacingm0 with for Si conduc-

tivity and using the relative dielectric constant of Si ( ) - to find a value of thebinding

energy (Ec - Ed in Fig. 3):

1.6. Intrinsic and Extrinsic Materials (Secs 3.2.3 - 3.2.4)
A semiconductor material with no impurities added is called anintrinsic semiconductor. In this
material obviously the number of electrons in the conduction band must equal the num
holes in the valence band - this is due to the fact that any electron in the conduction ban
been excited there and left a vacant state, a hole, in the valence band (electron-hole pair
ation). We usually refer to the density of electrons and holes in the intrinsic semiconduc

ni andpi, respectively, and give these values as carriers/cm3. NOTE thatni andpi depend strong-
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ly on temperature(1) since these densities are due to electron-hole pair generation.

Typical values ofni are: 2×106/cm3 in GaAs, 1×1010/cm3 in Si and 2×1013/cm3 in Ge

at . Compare with, in Si, 5×1022atoms/cm3and with four bonds (valence electrons

per atom this yields a total of 2×1023 valence electrons/cm3. With anni of 1010/cm3, less than

one bond in 1013 is broken in Si at room temperature.

When impurities are added, by doping, to a semiconductor it is said to be anextrinsic semicon-

ductor. At equilibrium(2) the extrinsic semiconductor is said to have carrier concentrationn0

andp0, both different fromni. NOTE this exception: at ,n0 = p0 = ni = 0. This state is

sometimes called freeze-out.

1. In Sec. 3.3.3 and Sec. 4.2 in Lecture 2.
2. Equilibrium means a case where there is no external excitation except temperature and no net motion of charge.

T 300 K=

T 0 K→
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2. Density of States (Appendix IV)
The density of states function,N(E), describes the distribution of energy states, i.e. the num
of states per unit energy and unit volume:

, (4)

and

.

How come these functions look like this?

We consider a cubic region of a crystal with dimensionsL along the three perpendicular directions an
impose the condition that the electron wave functions become zero at the boundaries of a cube d
by values ofx, y andzequal to 0 andL. The boundary conditions are satisfied by a wave function of t
form

where  is a periodic function. The boundary conditions lead to

where , and are integers. Each allowed value of with coordinates , and occup

volume in -space. In other words, the density of allowed points in -space is

whereV =  is the crystal volume.

The spherical volume in -space defined by vectors and +d is, when , .
Hence, the total number of states withk values betweenk andk + dk is

dN = , and with spin taken into account

dN =

Based on the relationshipE = we can, for electrons in the conduction band of a semicond

tor, write

, and
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Inserting the last two equations in the expression fordN, we obtain

3. The Fermi-Dirac Function (Sec. 3.3.1)
Whereas the density of states function tells one how many states exist at a given energyE, the
Fermi-Dirac functionf(E) specifies how many of the existing states at energyE will be filled
with an electron. More formally,f(E) specifies,under equilibrium conditions , the probability
that an available state at an energyE will be occupied by an electron.

, (5)

whereEF is the Fermi level or Fermi energy,k is the Boltzmann constant andT is the tempera-

ture in Kelvin (kT = 0.0259 eV at room temperature).
Some observations: At and , i.e. no ele

trons occupy states above the Fermi level, but they are confined to all states belowEF. Also, for

,  = 0.5.

4. Carrier Concentrations at Equilibrium ( Sec. 3.3.2)
The carrier concentration between the energy levelsE1 andE2, n, can now be expressed as th

integral

n = .

Consequently, the electron concentration in the conduction band at equilibrium,n0, can be writ-

ten as a combination of Eq. (4) and Eq. (5):

n0 = ,

whereET is the upper band edge of the conduction band.

The expression forn0 can be simplified in two aspects:

1. The semiconductor materials that we discuss here are so-called non-degenerate se
ductors. These materials are fairly lightly doped and thus the exponential term

is large compared to unity, i.e. this expression can be approximate

.

2. Since there are not many electrons in the upper part of the conduction band,ET can be

dN
8πV
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Now, in the integral, variables are replaced such that

x =  and ,

which implies thatdE = kT dx and that the lower limit of the integration becomes 0. Hence

n0 =  =

= , (6)

where the integral is a gamma function with the solution . Thus, we have

n0 = ,

which can be formulated as

n0 = (7)

where Nc is theeffective density of states in the conduction band.

In a similar way the carrier concentration in the valence band can be obtained a

p0 = , (8)

where

.

4.1. Non-Degenerate and Degenerate Semiconductors (Sec. 10.1.1)
As mentioned earlier,non-degeneratesemiconductors are fairly lightly doped. The formal co
dition for being such a semiconductor is that, at equilibrium, the location of the Fermi lev
insidethebandgapandatleast3kTfromtheconductionandvalencebandedges. In the previous
calculations the implication of this was that the exponential term in the Fermi-Dirac func
would dominate over unity, leading to an algebraic simplification ending up in the Maxw
Boltzmann function.

When the Fermi level iswithin 3kTof eithertheconductionor valencebandedge then the semi-
conductor is said to be adegenerate semiconductor.

The most important implication of heavier doping is that the bandgap starts to bec
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more narrow due to bandtail states in the perturbed density of states function. When the a
spacing of the impurity atoms approaches the Bohr radius of 100 Å, due to heavy dopin
potential seen by each impurity electron (or hole) is affected by the neighboring impurity a
and impurity energy bands are formed. Here, heavy is defined as a doping density of mor

~1018 atoms/cm3. Already at a doping density of 1019 atoms/cm3 the bandgap narrowing∆Eg

can be more than 10% ofEg.

A practical consequence of heavy doping is that integral in Eq. (6) is not a gamma
tion but rather becomes an intricate Fermi-Dirac integral of order 1/2 which is not a closed-
expression.

4.2. Carrier Concentrations - Observation 1
If we multiply Eq. (7) and Eq. (8) we arrive at

(9)

which is constant for one kind of material and does not depend on doping.
In an intrinsic semiconductorn0 = p0, which means that . In

most cases an exact equality is not true. TheintrinsicFermilevel,Ei, must therefore be close to

the middle of the bandgap ( ) and consequently Eq. (7) and Eq. (8) can be us

describe the intrinsic carrier concentration as

. (10)

The productni
2 can according to Eq. (10) be expressed as

,

which combined with Eq. (9) yield a relationship sometimes referred to asthelaw of massac-
tion:

. (11)

NOTE that this does only hold for non-degenerate semiconductors, obviously at equilibri

4.3. Carrier Concentrations - Observation 2
Solving forNc in Eq. (10) and substituting this into Eq. (7) yields

n0 = . (12)

Similarly the insertion ofNv (from Eq. (10)) into Eq. (8) yields

p0 = . (13)

Quite pedagogically Eq. (12), for example, shows how the electron concentration incr
when the Fermi level comes closer the conduction band and vice versa.
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5. Charge Neutrality (Sec. 3.3.4)
In a piece of a uniformly doped semiconductor each and every section has to be charge-n
otherwise a current would flow at equilibrium. In a general case where a material is doped
Nd donors andNa acceptors, at room temperature all impurities are ionized, so-calledcomplete

ionization, so that there existNd positive ions andNa negative ions (Fig. 3). Thus, for charg

neutrality to hold we must have

. (14)

Usingn0 from Eq. (11) in Eq. (14) yields an expression that is the foundation for determin

the carrier concentration in a p-type material

,

which has a solution based on material parameters which are mostly known

. (15)

NOTE that this is under the assumption that all impurities are ionized. A corresponding equ
can be written for the electron concentration.

In most practical cases the net dopant concentration is much larger than the intrinsic conc
tion and Eq. (15) simplifies to

,

which in turn, with Eq. (11), suggests that

under the usual assumptions that we are dealing with non-degenerate semiconductors
librium.

Also, in most cases one dopant type is in vast majority compared to the other. Then

 and .

5.1. Compensation (Sec. 3.3.4)
When one dopant type does not dominate over the other type in number, it is often a cha
istic of acompensation situation. Here, both types of impurities are used in the doping. A
important example can be found in the manufacturing of integrated circuits. Starting fro
lightly doped p-type piece of Si, tubs of n-type are created on and inside the material by fu
local doping of donors. In this fashion it is possible to create transistors with different pol
on the same chip.

6. Overview of Carrier Action (Secs 3.4, 4.3, 4.4)
When there is a net flow of charge carriers in a semiconductor we are talking about carri

p0 n0– Nd Na–+ 0=

p0

ni
2

p0
------– Nd Na–+ 0= p0

2
p0 Na Nd–( )– ni

2
–⇒ 0=

p0

Na Nd–

2
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Na Nd–

2
-------------------- 

 
2
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2
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2
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tion. The equilibrium condition has been the foundation for earlier discussions becaus
serves as an important frame of reference for, for example, carrier action. But in practica
ations a semiconductor is not used at equilibrium conditions and thus, the next topic will
overview of the different mechanisms that provide the basis of charge transport in a sem
ductor.

There are three kinds of carrier action; drift, diffusion and recombination and generation

6.1. Drift

Drift is the mechanism in operation when an external electric field is applied to the sem
ductor; charged particles respond to the electric field by moving, depending on the charge,
the field or opposite to it. For electrons in one dimension the following expression for cu
density holds:

,

whereµn is themobility of electrons. The drifting motion is actually superimposed upon the

ways-present thermal motion of the carriers, which can be approximated by statistical me
ics as

.

For Si at room temperature we can estimatevth in three dimensions as

,

i.e. the thermal velocity ~ 1/1000 the velocity of light.

6.2. Diffusion
Diffusion is the process whereby particles tend to spread out or redistribute as a result o
random thermal motion, migrating on a macroscopic scale from regions of high particle
centration into regions of low particle concentration.NOTE that not only charged but also neu
tral particles diffuse.

The drift mechanism is easily understood since it is identical to the usual current t
port mechanism in metals. Diffusion however can only be found in semiconductor in con
to metals, but is it unique, no. Consider a sealed perfume bottle put in the corner of a room.
the bottle and guess what happens in the opposite corner of the room. In time, our expe
tells us, the scent from the perfume will be all over the room, also in the opposite corner.
is an example of diffusion.

Mathematically the diffusion of electrons in a non-uniformly doped semiconductor
be written as

,

whereDn is the electrondiffusion coefficient.

E

Jn x, nqµnEx=

mn
*
vth

2

2
---------------- 3kT

2
----------=

vth
3kT

0.26 m0⋅
--------------------- 2

5×10 m/s≈=

Jn x, qDn xd
dn

=
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6.3. Einstein’s Relationship
Do drift and diffusion at all relate to each other, the mechanisms seem very different?

By adding the electron current density formulae of drift and diffusion for a non-uniformly do
semiconductor at equilibrium we get

(16)

since no current can flow.
NOTE that there is an electric field present inside the semiconductor - a so-calledbuilt-

in field! This is compensating for the current due to diffusion, leading to a net current of ex
zero.

We can replace the doping gradient in Eq. (16) by using the derivative of Eq. (12)

. (17)

As will be discussed in Sec. 7.6, the Fermi level is invariant at equilibrium and thus the de
tive of EF is zero and has already been removed from this equation. However, the derivat

Ei, what is that? The electric field in one dimension is proportional to the gradient of en

inside the semiconductor - see Sec. 7.5 - for convenience sake we can useEi as reference for

energy. We have

. (18)

Inserting Eq. (18) in Eq. (17) yields

. (19)

Now we use Eq. (19) to replace the doping gradient in Eq. (16). Hence

.

The solution to this equation is theEinstein relationship that links diffusion to drift

. (20)

6.4. Recombination and Generation
Recombination-Generation (R-G) is not manifested through carrier transport, but rather a
current densities by changing the carrier concentration. Unlike drift and diffusion the term
combination and generation do not refer to a single process; there are several similar pro
based on R-G as shown in Fig. 4. Either the R-G process goes directly from band to ban
passes through some localized allowed energy state, anR-G center, sometimes referred to as
defect state ortrap.

For the sake of completeness, there exists a third kind of recombination, of whic

Jn x, nqµnEx qDn xd
dn

+ 0= =

xd
dn 1

kT
------

xd

dEi– 
  ni e

EF Ei–( )
kT

----------------------

⋅ 1
kT
------

xd

dEi– 
  n⋅= =

Ex
1
q
---

xd

dEi=
xd

dEi⇒ qEx=

xd
dn qEx

kT
--------- n–=

nqµnEx qDn

qEx

kT
--------- n 

 – nqEx( ) µn nqEx( ) Dn
q

kT
------– 0= =

Dn

µn
------ kT

q
------=
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shall speak little, the Auger recombination. Here collision of carriers essentially leads to a
in energy level for one carrier, thus transferring energy to the second carrier, which subse

ly loses energy in the form of phonons(1). This process is likely to occur in materials which hav
fairly small bandgaps and high concentrations of carriers.

In the context of R-G, it is important to notice the differentiation betweendirect andindirect

bandgaps(2). As shown in Fig. 5, in direct bandgap materials the energy minima of both the
duction and valence band occur atk = 0. In the case of an indirect bandgap material the mi

mum of the conduction band is displaced to a non-zero momentum in the -space.
happens that the valence band maxima of Si, Ge and GaAs are atk = 0.)

In a direct transition, does the carrier only change energy in the vertical dimens

along theE-axis(3)?NO, direct here means that the transition occurs without any R-G center
ited in between conduction and valence band, but not necessarily without a change in m
tum. Direct transitions not only take place in direct bandgap materials, although they are
common in these, they can also occur in indirect bandgap materials but it takes a simulta
three-particle interaction to achieve that; one electron, one hole and one phonon. Such
particle interactions seldom occur and thus we don’t see many direct transitions in ind
bandgap materials.

The unique feature ofindirecttransitions is that they require an R-G center via whi
the R-G makes the transition. There is a fairly large probability of occurrence for the two

ticle interaction(4), such as that between a free carrier and a phonon that can take place if
are R-G centers into which electrons and holes can make transitions. Consequently, in

1. A phonon is a lattice vibration quanta, i.e. a kind of particle defined in a similar way to the photon. The result we
can observe from these vibrations is heat.

2. In Sec. 3.1.4.
3. Compare to the somewhat misleading Fig. 3-5 on page 63 in the main textbook.
4. In comparison to the probability of occurrence for simultaneous three-particle interactions, the probability of occur-

rence for simultaneous two-particle interactions is huge.

Ec

Ev

(a) Band-to-band recombination

Fig. 4: Energy band visualization of recombination and generation processes.

Ec

Ev

(b) R-G center recombination

or

Ec

Ev

(c) Band-to-band generation

Ec

Ev

(d) R-G center generation

photon thermal
energyEt

photon thermal
energy Et

k
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transitions are much more likely to occur than direct transitions in indirect bandgap mate

NOTE that even in many direct bandgap materials R-G processes are mostly bas
R-G center transitions rather than on direct band-to-band transitions. This is due to uninten
R-G centers, which always, to some extent, are present even in pure semiconductor ma
Crystal imperfections and contaminants (unwanted impurities) are the most common m
nisms causing these R-G centers to be created.

A final comment on the relation between R-G and the (E, ) relationship: since phonons carr
quite a large momentum but little thermal energy, whereas photons practically have no mo
tum but a considerable amount of thermal energy, phonon-based transitions are almost h

tal and photon-based transitions are almost vertical in the -space.NOTE that the arrows are not
perfectly vertical nor perfectly horizontal, even though they might look like that in the drawi

To quantify the transfer of momentum from photon to an electron, we can write
equation for the ratio of the wave vector of the photon involved in the band-to-band trans
kp, to the maximum electron wave vector,kemax, as

,

wherea is the lattice constant. For Si we have a ratio around 10-3.

This course is primarily concentrating on silicon devices, as these represent the vast majo
manufactured devices. However, in some circumstances materials belonging to the III-V
gory, such as GaAs, have to be used because of their larger bandgap. For GaAs there ex
more recombination mechanism of importance, thesurfacerecombination, which is due to dan
gling bonds in the crystal structure at the surface. This subject matter is not included i
course, but if you are interested you can read about it in the supplementing textbook by C
Sec. 3.7.3 and Sec. 4.7.6.

Ec

Ev

Fig. 5: Energy band examples of direct and indirect bandgap materials.

Ec

Ev

kkk = 0 k = 0

EE

Direct bandgap Indirect bandgap

k

k

kp

kemax
-------------

2Eg a

hc
--------------=
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7. Drift (Sec. 3.4.1)
From the discussion on effective mass, Eq. (1) and Eq. (2), we remember that an electron
a perfect semiconductor crystal experiences a force from an electric field such that

.

This equation suggests a continuous acceleration of the electron, which is a description
not true to reality. In a real situation the electron velocity is limited by collisions inside the c
tal. The collision rate is dependent on the mean time between scattering events, themeanfree

time τcn
(1), such that the probability for a collision in the time intervaldt is . Thus the

differential change in electron velocity due to scattering can be expressed as

,

which can be written as

.

The general description of an electron in an electric field now becomes

, (21)

which is a differential equation with the solution

.

Eq. (21) can be compared toEq. (3-34)(2), where steady state is assumed. In Eq. (21) we, ho
ever, allow for a difference in acceleration by the field and deceleration by the collisions, a
pulse difference that is transferred to the electron and increases its velocity. The expon
behavior of the solution to Eq. (21) indicates that the velocity increases exponentially with
to the steady state condition when a “long” time has passed since we turned the electric fi
at t = 0.

Simplifying the expression of the velocity to steady state, we hence arrive at the cu
density forn electrons with charge  as

,

1. τcn = t in the main textbook. Sometimes the mean free time is referred to as momentum relaxation time.
2. On page 94 in the main textbook.

qEx– mn
*

td

dvx=

td τcn⁄

dvx vx
td

τcn
-------–=

td

dvx

collisions

vx

τcn
-------–=

qEx–
mn

*
vx

τcn
--------------– mn

*

td

dvx=

vx

q τcn

mn
*

------------ 1 e
t τcn⁄–

–( ) Ex–=

q–

Jn x,
nq

2τcn

mn
*

---------------- Ex nqµnEx= =



LINKÖPING UNIVERSITY

Per Larsson-Edefors
Electronic Devices, Dept. of Physics
E-mail: perla@ifm.liu.se

Lecture notes in
TFFY 34 Semiconductor Technology

September 12, 2000
Page 16(119) -- Lecture 3

e
er,
ty

ized.

cross
whereµn is the electron mobility which consequently is defined as

. (22)

In an analogous way the current density and mobility can be defined for holes:

,

where

.

In relation to the previous formulations there are twoNOTEs: 1. The effective mass made us
of here is the conductivity effective mass.2. A constant mean free time is assumed. Howev
as will be shown later in Sec. 7.4 when the electric field is very large and the drift velocivx

approaches the electron saturation velocityvsn, this assumption is not valid.

7.1. Conductivity and Resistivity (Secs 3.4.1 - 3.4.2)
The definition of the conductivity of the semiconductor,σ, as

allows us to define a relationship between electric field and current density,

.

This can also be formulated with the use of resistivity, , instead, leading to

a relationship that essentially is Ohm’s law.

Ex. 1: Drift - An Example
Assignment:

Consider two GaAs samples at room temperature where all impurities are completely ion

Both samples have a length and a cross-sectional area of 1 cm and 5 mm2, respectively. Sample

1 hasNd = 107 cm-3 andNa = 0, i.e. it is of n-type. Sample 2 hasNa = 107 cm-3 andNd = 0, i.e.

it is of p-type. Find the current through each sample when a voltage of 10 V is applied a
the entire length.

Solution:

This is an application of the drift mechanism and we obviously can use

to find the total current.

Now, q (1.6×10-19 C), A (5 mm2) andEx (10 V/cm) are known. Also, the mobilities

can be found in Appendix III of the main textbook, asµn = 8500 cm2/Vs andµp = 400 cm2/Vs

µn

qτcn

mn
*

----------=

Jp x, pqµpEx=

µp

qτcp

mp
*

----------=

σ nqµn pqµp+=

Jx σEx=

ρ 1
σ
---=

Ex ρJx=

I qA nµn pµp+( ) Ex=
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What remain to be calculated are the carrier concentrations:

FromFig. 3-17on page 89 in the main textbook we can extractni as 2×106 cm-3. Thus,

in both samples the doping levels are modest in comparison to the intrinsic carrier concen
and we cannot assume eithern = Nd or p = Na.

Sample 1:
Here we have

which becomes

.

The intrinsic carrier concentration thus slightly affects the total concentration. Butni also has

an effect on thep0 value in Sample 1 since

.

Thus, since Sample 1 is lightly doped the majority and the minority carrier concentration
not differ very much.

Based oncm, for Sample 1 we can now easily calculate the current as

which yieldsI = 7.1 nA.

Sample 2:
SinceNd in Sample 1 is equal toNa of Sample 2 and only one dopant type was used in eit

case,n0 andp0 of Sample 2 are equal top0 andn0, respectively, of Sample 1. Thus

and

.

The current through Sample 2 consequently is

which yieldsI = 0.59 nA.

These samples are not very good at conducting current and that’s due to the extremely ligh
ing they have experienced.

NOTE that even a very pure sample will probably have an impurity density of at le

1012 cm-3, but these are impurities of all sorts!

n0

Nd

2
-------

Nd

2
------- 

 
2

ni
2

++ 10
7

2
--------

10
7

2
-------- 

 
2

2
6×10( )

2
++= =

n0 5
6×10 5.4

6×10+ 1.04
7×10 cm

3–
= =

p0

ni
2

n0
------ 2

6×10( )
2

1.04
7×10

---------------------- 3.85
5×10 cm

3–
= = =

I 1.6
19–×10 5

2–×10 1.04
7×10 8500⋅ 3.85

5×10 400⋅+( ) 10⋅ ⋅⋅=

n0 3.85
5×10 cm

3–
=

p0 1.04
7×10 cm

3–
=

I 1.6
19–×10 5

2–×10 3.85
5×10 8500⋅ 1.04

7×10 400⋅+( ) 10⋅ ⋅⋅=



LINKÖPING UNIVERSITY

Per Larsson-Edefors
Electronic Devices, Dept. of Physics
E-mail: perla@ifm.liu.se

Lecture notes in
TFFY 34 Semiconductor Technology

September 12, 2000
Page 18(119) -- Lecture 3

Thus,

their
taken

nds on
ly
evere-

are

se the
oes
ation
semi-

s be-

s-

atu-

rgy.
7.2. The Dependence of Mobility on Temperature (Sec. 3.4.3)
When the temperature increases, the periodic lattice of the crystal vibrates increasingly.

the mobility is reduced at high temperatures due tolatticescattering (also calledphononscat-
tering.NOTE that the lattice scattering only is due to the displacement of lattice atoms from
lattice positions, the internal field associated with the stationary array of atoms is already
into account in the effective mass formulation.

For lower temperatures there is a corresponding scattering mechanism although this depe
the low momentum of the carrier. In theimpurityscattering scenario the carriers travel so slow
that the inevitable collisions with impurity atoms cause the carriers to be scattered more s
ly than at high temperatures.

NOTE the order of magnitude for “low” and “high” temperatures in Fig. 6 and comp

to Fig. 3-22(1).

7.3. The Dependence of Mobility on Doping (Sec. 3.4.3)
It is obvious that if we increase the amount of ions in the semiconductor, we also increa
probability of impurity scattering. Thus, with increasing levels of doping the mobility g
down. This is especially obvious in compensation situations (Sec. 5.1) - mobility degrad
imposes a practical limit to the number of compensations that can be done in one piece of
conductor.

7.4. The Hot-Carrier Effect - Velocity Saturation (Sec. 3.4.4)
When the drift velocity approaches the thermal velocity the kinetic energy of the carriers i
coming very high. At some critical velocity, theelectronsaturationvelocityvsn, a new high-en-

ergy (or “optical”) phonon scattering process comes into action:

,

where the scattering has a frequency ofωl. This new scattering process is very effective in tran

ferring energy from thehot electrons to the lattice and is the major reason why there is a s
ration velocity. The name “hot” stems from the effective temperatureTe that is commonly

associated with the carriers that have attained energies above the ambient thermal ene

1. On page 98 in the main textbook.

Fig. 6: Temperature dependence of mobility.

10 K 300 K

log µ

log T

T
-3/2

T
3/2

vsn

h ωl

4π mn
---------------≈
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So is this phenomenon of practical interest? Oh yes, velocity saturation is becoming notic
at electric fields above a few thousand volts per centimeter, which is equivalent to a few
dred millivolts across a micrometer. In today’s integrated circuits (ICs) the electric fields
be several volts across say 0.1-0.5 micrometer long semiconductors. In fact, low volta
techniques have been proposed so as to avoid, for example, velocity saturation problem

7.5. Energy Levels under the Influence of an Electric Field (Sec. 4.4.2)

Fig. 7 shows a semiconductor across which there is a voltage ofVA. Here it is assumed that 0 V

is connected to the leftmost end and +VA V to the rightmost end. Now there is a gradient in th

energy levels. Consequently electrons will move to the right, thereby minimizing their en
and conversely holes will travel to the left to minimize their energy.

Elementary physics tells us that the potential energy for an electron in an electrostatic po
V is . Also, Fig. 7 shows that this energy also can be expressed as (Ec - Eref). Thus,

. (23)

The electric field is, in one dimension,

. (24)

Consequently, using Eq. (23) in Eq. (24), we have

. (25)

SinceEc andEv both have the same gradient(1) when experiencing the same electric field, the

can be used interchangeably. Also,Ei can be used since this is a leveldefined and used as the

intrinsic equilibrium Fermi level, even in non-equilibrium situations.

7.6. The Fermi Level - at Equilibrium and at Non-Equilibrium (Secs 3.5, 4.3.3)
At equilibrium no discontinuity or gradient in the Fermi level can arise in a semiconducto
it an intrinsic one or a non-uniformly doped one. In the previous section however, we w

1. In heterogeneous semiconductors this may not be true.

Ec

Ev

Fig. 7: Energy band bending under an external electric field.

Eelectron

Eref

TotalE

Kinetic E

PotentialE

x

Kinetic E

qV–

V
1
q
--- Ec Eref–( )–=

Ex xd
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Ex
1
q
---

xd

dEc=
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step further in assuming a non-equilibrium case, namely a case where an external electric
was imposed on the semiconductor. When an electric field is applied to a semiconducto
no longer at equilibrium.

We should be very careful with the concept of the Fermi level as this is only vali
long as the material is at equilibrium. Outside this specific domain so-calledquasi-Fermilevels,
Fn andFp, have to be employed. The quasi-Fermi levels are defined in a framework simil

Eq. (12) and Eq. (13), such that the carrier concentrations can be written as

n = (26)

and

p = . (27)

Eq. (11), the law of mass action, can now be reformulated for non-equilibrium conditions

. (28)

Ex. 2: Thermal Noise in a Resistor
With a background in the drift discussion we can easily broaden our scope to noise issu
an example, the fluctuations in electron transport due to the thermal velocity will now be
sidered:

One electron carries a current of

whereL is the distance traversed.
Consequently the total current, carried byN electrons, is

.

The average current is zero, unless there is an applied bias across the resistor. Assume n
we apply a voltage across the resistor, then we will have a net velocityvd that drives the current

through the circuit, however . The fluctuation in the current can be written as

.

How can this expression be simplified into known quantities?

First, from thermodynamics we know that a Maxwell-Boltzmann distributed gas can be
scribed as

ni e

Fn Ei–( )
kT

----------------------

ni e

Ei F p–( )
kT

----------------------

np ni
2

e

Fn F p–( )
kT

-----------------------

=

i1
q vx

L
----------=

i
q vxn

L
------------

n 1=

N

∑=

vd < vxn >«

<i
2
> i t

2 q
2

<vxn
2
>

L
2

------------------------- N⋅= =
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. (29)

Secondly, the total number of electrons simply is

,

wheren is the electron density andA is the cross-sectional area.

Now the current fluctuation, i.e. thethermal noise, can be written as

and with the aid of the resistance expression derived earlier (e.g. in the main textbook,Eq. (3-
44))

,

the geometrical ratio in the thermal noise can be replaced by a function of resistance su

.

The next derivation is a bit too simplified, but basically the noise can be written as a fun
of the bandwidth:

.

Both the noise current and voltage can, based on this, be formulated as

and

.

To be exact, these expressions in a formally correct derivation have to be compensated by
stant such that

and

m <vx
2
>

2
--------------------- kT

2
------=

<vx
2
> kT

m
------=

N n A L=

i t
2 q

2

L
2

----- kT
m
------ 

  n A L( )⋅ ⋅ nq
2
kT
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nq
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nq
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Ex. 2(a): Thermal Noise in a Resistor - An Example

Connecting three resistors in a topology as the one in Fig. E.1 leads to a thermal noise v
over the terminals according to previous calculations. Let us find the thermal noise voltag
square root of bandwidth.

The current source due to noise fromR1 andR2 can be defined asIp. Then

as we must sum the square values to find the noise. Together with the parallel resistance
nating fromR1 andR2, Rp, we have an equivalent circuit describing the resistor noise circ

see Fig. E.2. In this figure all resistors are ideal and the noise contributions come from ex

sources.

It is now easy to write an expression for the total noise voltage, in square of course!

.

Evaluating the variables leads to

which in turn can be simplified into

.

Thus

vt ∆f, 4kTR ∆f⋅=

Fig. E.1: Resistor circuit with thermal noise voltage Vt.

R3 = 1 kΩ

R1 = 10 kΩ
Vt

R2 = 5 kΩ

I p
2 4kT

R1
---------- 

  2 4kT
R2

---------- 
  2

+=

Fig. E.2: Equivalent circuit with ideal resistors and noise current sources and noise voltage generators.
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where we notice thatRtot is the total resistance of the circuit in Fig. E.1. Using numbers no

Rtot becomes 13/3 kΩ and we consequently have

.

In this example we have assumed that we have the sameT for all devices.

As a conclusion to this example, it is important to remember that the example in itself is
central part of the course - i.e. it is important to remember not to remember. The example
en so as to show that by using the drift concept we can fairly easily find a model for the
noise, which is an important phenomenon. Resistances are everywhere, think about al
that are used, does anyone have zero resistance?

Vt 1.6
20–×10 W/Hz

13
3
------ kΩ⋅ 8.33

9–×10 V/ Hz= =
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LECTURE 4

8. Diffusion (Sec. 4.4.1)
Through a cut of a non-uniformly doped semiconductor there will be a diffusion of carrier
Fig. 8 there is a sketch showing a situation where the semiconductor has a non-zero dopi
dient and where there has to exist diffusion of carriers that balances the difference in conc
tion. No electric field is present here. Assuming, as usual, electrons as carriers, themeanfree

pathlcn
(1) has been marked in the sketch.lcn is the distance covered by an electron in the me

free time,τcn. Thus,lcn can be written aslcn = vth τcn.

Based on the random motion of the electrons, we can calculate the flow of electrons throx
= 0 from left to right, . First there is the contribution from left directed to the right

and secondly we have the contribution from right directed to the left

.

The flow then can be expressed as the sum of the two contributions

.

Approximating the carrier densities atx = by the first two terms of the Taylor expansio

yields

.

As each electron carries a charge , the particle flow corresponds to a electron current d
due to diffusion

.

1. lcn is on the order of some nanometers.

Fig. 8: Diffusion due to a doping gradient.

n(x)

0
x

lcn-lcn

n(-lcn)
n(0)

n(lcn)

Fn x,

1
2
--- vth n lcn–( )

1
2
---– vth n lcn( )

Fn x,
1
2
--- vth n lcn–( ) n lcn( )–[ ]=

l cn±

Fn x,
1
2
--- vth n 0( )

xd
dn

lcn– 
  n 0( )

xd
dn

lcn+ 
 – v– th lcn xd

dn
= =

q–

Jn x, qFn x,– qvth lcn xd
dn

= =
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Now, sincelcn = vth τcn and since the thermal velocity in one dimension can be found, us

statistical mechanics, as

.

we arrive at

, (30)

where

is the diffusion coefficient for electrons. In a similar way the current density and diffusion
efficient can be defined for holes:

, (31)

where

Finally, Einstein’s relationship in Eq. (20) asserted that

,

which then would lead to

.

This equation for electron mobility is identical to Eq. (22), which is an adequate conclusio
this section on diffusion.

Ex. 3: Drift and Diffusion - An Example
Assignment:

The electron concentration in a 1µm long device varies linearly with distance from 1016 cm-3

to 1.1×1017 cm-3. Plot the built-in electric field as a function of distance atT = 300 K.

Solution:

There is no current in the device as it is in equilibrium. Apparently the diffusion mechanis
compensated for by the drift mechanism, which is manifested by an electric field. We thus

mn
*
vth

2

2
---------------- kT

2
------= vth⇒ kT

mn
*

------=

Jn x, qvth
2τcn xd

dn
q

kT

mn
*

------
 
 
 

τcn xd
dn

qDn xd
dn

= = =

Dn kT
τcn

mn
*

-------=

Jp x, q– Dp xd
dp

=

Dp kT
τcp

mp
*

-------=

Dn

µn
------ kT

q
------=

µn
q

kT
------ Dn⋅ q

kT
------ kT

τcn

mn
*

-------
 
 
 

⋅
qτcn

mn
*

----------= = =
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from which we obtain

.

The electron density can be described by
wherex is given inµm. NowEx can be evaluated as

 V/µm

and the plot for this function is given in Fig. E.3.

9. Thermal Recombination-Generation (Secs 4.3.1 - 4.3.2)
Although direct transitions between valence and conduction band occur in all semicond
materials, a complication of the crystal structures makes them unlikely in silicon and germ
um except at very high carrier densities. The three-particle interaction it takes in indirect b
gap materials to make a direct transition is very improbable in comparison to two-pa
transitions, such as those between a free carrier and a phonon. In this section we shall th
investigate R-G via R-G center.

We will analyze the electron capture process closely, illustrated as processr1 in Fig. 9: The rate

at which electron capture occurs is proportional to the density of electronsn in the conduction
band, the density ofempty localized states, and the probability that an electron passes ne
state and is captured by it.

The density of empty localized states is given by their total densityNt times one minus

the probabilityf(Et) that they are occupied. Moreover, the probability per unit time that an e

tron is captured by an R-G state is given by the product of the electron thermal velocity,vth, and

a parameter,σn, called thecapturecrosssection. This parameter describes the effectivenes

Jx nqµnEx qDn xd
dn

+ 0= =

Ex

Dn

nµn
---------–

xd
dn kT

q
------–

1
n
---

xd
dn

= =

n 10
16

x 1.1
17×10 10

16
–( )+ 10

16
x 10

17
+= =

Ex
kT
q

------–
1

10
16

x 10
17

+
-------------------------------- 10

17
0.0259–

1
0.1 x+
----------------= =

Fig. E.3: Plot of the built-in electric field as function of x.
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the localized state in capturing an electron. The productvth σn may be visualized as the volum

swept out per unit time by a particle with cross sectionσn. If the localized state lies within this

volume, the electron is captured by it. As an example, for gold or ironσn is about 10-15 cm2.

Now we can formulater1 as

.

The emission of an electron from the R-G center into the conduction band occurs at a rate
by the product of the density of statesoccupiedby electrons times a probabilityen that the elec-

tron makes the jump:

.

In the limiting case of equilibriumr1 = r2, which is a foundation for the law of mass action i

Eq. (11)(1), we thus have

and consequently, by using Eq. (5) forf(Et) and Eq. (12) forn0, we get after some algebraic ex

ercises

.

Obviouslyen increases asEt approachesEc which is in accordance with our intuition. With the

knowledge ofen, we can now determiner2.

Also, in a similar mannerr3 andr4 can be found:

and

,

where the equilibrium condition leads to

1. This is valid only for non-degenerate semiconductor at equilibrium, as you remember.

Fig. 9: Free carriers can interact with R-G centers by four processes: r1 electron capture, r2 electron emission, r3
hole capture and r4 hole emission. The R-G center is of acceptor type, i.e. neutral when empty and negative
when full.

Ec

Ev

Et
Ei

r1 r2

r3 r4

r1 n Nt 1 f Et( )–( )[ ]vthσn=

r2 Nt f Et( )[ ]en=

n0 Nt 1 f Et( )–( )[ ]vthσn Nt f Et( )[ ]en=

en vthσn ni e

Et Ei–( )
kT

---------------------

=

r3 p Nt f Et( )[ ]vthσp=

r4 Nt 1 f Et( )–( )[ ]ep=
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NOTE that all fourr1 - r4 can be used for non-equilibrium conditions and that gives us the

pability to find the net rate of recombination minus generation.

Let us dwell here for a minute: At equilibrium we haver1 = r2 andr3 = r4, while a non-equilib-

rium material presents us with  and .

Now assume we have a case with an n-type semiconductor where suddenly hol
increased in number above their equilibrium value. This would causer3 to increase as there ar

more holes available. The effect of this increase would be to increaser4 or r1, both of which

eliminate holes atEt. If most of the holes disappear fromEt via r1, they will remove electrons,

and the R-G center will be an effectiverecombinationcenter. If the holes are removed from th
level atEt predominantly by an increase inr4, they will return to the valence band, and the si

will be effective as a holetrap. A given R-G center will generally be effective in only one wa
either as a trap or as a recombination center.

Around 1950 Shockley(1) and Read(2) on one hand and Hall(3) one the other derived the previ
ous equations on recombination and generation through R-G centers. Therefore this pro
frequently referred to as Shockley-Hall-Read (or SHR) recombination. According to this m
when non-equilibrium occurs in a semiconductor, the overall population of the R-G cent
not greatly affected. The reason for this is that recombination centers quickly capture ma
carriers, as there are so many of these, but have to wait for minority carriers. Thus, these
are nearly always full of majority carriers whether under equilibrium or not.

TakingU as the recombination rate we have

U = r1 - r2 = r3 - r4.

SolvingU = r1 - r2 for f(Et) we can insert the achieved solution forf(Et) in U = r3 - r4 and arrive

at

, (32)

where and are theexcesscarrierlifetimes. These life-

times have come to be interpreted as the average time an excess minority carrier will liv
sea of majority carriers before recombining.

NOTE thatU is the rate ofthermal recombination minus the rate ofthermal genera-
tion. If light would be shone on the semiconductor we would have to add a generation co
nent due to the light.

1. William Shockley is a famous researcher in the semiconductor field. He will show up later again.
2. W. T. Read also invented the IMPATT diode.
3. This Hall, R. N. Hall, is not the same Hall that discovered the Hall effect in 1879, E. H. Hall.

ep vthσp ni e

Ei Et–( )
kT

---------------------

=

r1 r2≠ r3 r4≠

U
np ni

2
–

τp n ni e

Et Ei–( )
kT

---------------------

+
 
 
 

τn p ni e

Ei Et–( )
kT

---------------------

+
 
 
 

+

---------------------------------------------------------------------------------------------------=

τp Nt vthσp( ) 1–
= τn Nt vthσn( ) 1–

=
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9.1. R-G at Low Injection Levels (Sec. 4.3.3)

A condition where (1) in an n-type material and in a p-type ma

terial is calledlow-level injection. The perturbation in carrier numbers does not significantly
fect the majority carrier number, whereas the number of minority carriers may, and rout
does, increase by many orders of magnitude.

Let us make some assertions: First, we know that . Secondly, the m

mum ofU in Eq. (32) is attained whenEi is close toEt - effective R-G centers is a property o

importance in real devices. Based on these assertions we can writeU as

. (33)

Now, in the case of n-type material with low-level injection, i.e. and , the first te

in the denominator of Eq. (33) dominates over the second. Moreover, we have . Thu

can simplify Eq. (33) into

.

With the same line of reasoning, for a p-type material we have

. (34)

Here it is obvious that the recombination rate depends upon the minority carriers. This is
cordance with the SHR model that states that recombination centers have to wait for mi
carriers, which therefore become the rate-limiting step in the recombination process.

10. The Continuity Equation (Sec. 4.4.3)
Having reviewed the three cornerstones of carrier action, we can now sum them up in aconti-
nuity equation. A continuity equation can be written for both majority and minority carriers,
solutions of the minority-carrier continuity equation in semiconductors have special import
in many device applications since excess majority carriers are so few in comparison to the
librium majority carriers.

1. As in the main textbook,  and .

δp n0 n n0≈,« δn p0 p p0≈,«

δp p p0–= δn n n0–=

ni
2

n0 p0=

U
np n0 p0–

τp n ni+( ) τn p ni+( )+
-------------------------------------------------------=

n p» n0 n≈

n ni»

U
np np0–

τp n ni+( )
------------------------ n δp⋅

n τp⋅
------------- δp

τp
------= = =

U
np n0 p–

τn p ni+( )
------------------------ p δn⋅

p τn⋅
-------------- δn

τn
------= = =

Fig. 10: The increase in the electron density in a p-type slice of thickness dx is related to the net flow of electrons
into the slice and the excess of generation over recombination.

x x + dx

R G
Jn(x) Jn(x + dx)
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To derive a one-dimensional minority-carrier continuity equation for electrons,
consider the p-type slice of thicknessdx located atx as shown in Fig. 10. The number of elec
trons inside the slice may increase because of a net flow into the volume and from net c
generation inside the slice. The overall rate of electron increase equals the sum of the n
of electrons flowing into the slice minus the number of the electrons flowing out, plus the
at which electrons are generated minus the rate at which they recombine. Formally we thu

. (35)

Taking the Taylor expansion of the current density yields

. (36)

Eq. (34) and Eq. (36) are now substituted into Eq. (35)

and we are staring at thecontinuity equationfor electrons. For holes the continuity equatio
would look like

,

in which only the sign for the charge differs from the electron case.
In the continuity equation for holes, let us now substituteJp for the total current density

due to drift and diffusion, as the general case. Then we have

,

which in turn, fully evaluated, becomes

.

Althoughµp andDp are not fully independent ofx, more elaborate versions of this equation a

seldom considered.

There are a few directions we can take from this point; some important observations w
make from the continuity equation. To review two of these directions briefly we first take a
at thediffusion equation and then get to know the concept ofdiffusion length.

10.1. The Diffusion Equation (Sec. 4.4.3)
The diffusion equation is based on the continuity equation but assumes the special c

. Hence, for electrons it is written as

t∂
∂n

A dx
Jn x( ) Jn x dx+( )–

q–
--------------------------------------------- 

  A Un A dx–=

Jn x( ) Jn x dx+( )– Jn x( ) Jn x( )
x∂

∂Jn dx⋅+ 
 –

x∂
∂Jn dx⋅–= =

t∂
∂n 1

q
---

x∂
∂Jn δn

τn
------–=

t∂
∂p 1

q
---–

x∂
∂Jp δp

τp
------–=

t∂
∂p 1

q
---–

x∂
∂

p x( ) qµp Ex x( ) qDp x∂
∂p

– δp
τp
------–=

t∂
∂p µp– Ex x∂

∂p
pµp x∂

∂Ex– Dp
x

2

2

∂
∂ p δp

τp
------–+=

Ex 0=
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Further simplification can be achieved if we assume that the equilibrium carrier concentr
is independent of time and position:

.

This is a much more useful form of the equation, which will become apparent as we discu
diode.

10.2. The Diffusion Length (Sec. 4.4.4)
Assuming a number of excess carriers are created in one end of a long uniformly doped
x = 0. Many of these carriers will not only diffuse into the bar, but also recombine as they tr
through the bar.

Assuming steady-state conditions, i.e. the number of excess carriers is constan
time, the diffusion equation for, say, electrons can be written as

. (37)

The boundaries of this differential equation are determined by the physical characteristic

experiment with an “infinitely” long bar; (1) and . The solu-

tion to the equation thus becomes

,

where thediffusion lengthLn is defined as

.

The diffusion length is the average length an excess carrier diffuses before recombining a
quantity has great significance in the future sections on diodes and transistors.

1. In the main textbook there is another symbol for the initial excess carrier number: .

t∂
∂n

Dn
x

2

2

∂
∂ n δn

τn
------–=

t∂
∂ δn( ) Dn

x
2

2

∂
∂ δn( ) δn

τn
------–=

0 Dn
x

2

2

d

d δn( ) δn
τn
------–=

δn 0( ) δn 0( )
t 0=

= δn ∞( ) 0=

δn 0( )
t 0=

∆n=

δn x( ) δn 0( )
t 0=

e

x

Dn τn

-----------------–

⋅=

Ln Dn τn=
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LECTURE 5

11. Gradients in the Quasi-Fermi Levels (Sec. 4.4.6)
We are not only prepared to summarize the carrier action into continuity equations, but w
now also mature enough to study the total current in another perspective. The total curren
sity for electrons in thex-direction is

.

The gradient of the electron concentrationn can be expressed as a function of the quasi-Fe
level for electrons,Fn, in Eq. (26), i.e.

.

From Eq. (18) we know that we can replace the gradient in the intrinsic Fermi level with

which leads to a total electron current on the form

.

Einstein’s relationship, Eq. (20), allows us to substitute the diffusion coefficient for a func
of mobility. Then we have

,

which can be simplified to

.

The same derivation for holes yields

.

In conclusion, if the gradient of any of the two quasi-Fermi levels is non-zero there is a ne
rent flowing in the semiconductor. Oppositely, if there is a net current in a semiconduct
least one of the quasi-Fermi levels has to have a non-zero gradient.

Ex. 4: Quasi-Fermi Levels - An Example
Assignment:

In Eq. (26) and Eq. (27) quasi-Fermi levels were introduced for the description of carrier
centration outside equilibrium:

n =

Jn Jn drift, Jn diff,+ nqµnEx qDn xd
dn

+= =

xd
dn

xd
d

ni e

Fn Ei–( )
kT

----------------------

 
 
  n

kT
------

xd

dFn

xd

dEi– 
 = =

qEx

Jn nqµnEx qDn
n

kT
------

xd

dFn qEx– 
 ⋅+=

Jn nqµnEx q µn
kT
q

------ 
  n

kT
------

xd

dFn qEx– 
 ⋅+ nqµnEx nµn xd

dFn nqµnEx–+= =

Jn nµn xd

dFn=

Jp pµp xd

dFp=

ni e

Fn Ei–( )
kT

----------------------
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Assume we have an n-type semiconductor at room temperature withn0 = 1015 cm-3, ni = 1010

cm-3 andp0 = 105 cm-3 (could it be Si?). Furthermore assume that at non-equilibrium we h

δn = δp = 1013 cm-3. What are the quasi-Fermi levels in this semiconductor in relation to
intrinsic Fermi level?

Solution:

First, using Eq. (12) we find the Fermi levelat equilibrium as

just to have one more reference energy level that can assist us in grasping the positions
quasi-Fermi levels.

By havingEi as energy reference we can now take excess carriers into account

non-equilibrium case, and quickly solve the quasi-Fermi levels by the use of the definitio
Eq. (26) and Eq. (27) so that

and

.

Obviously, as the number of electrons (majority carriers) is not particularly affected by th
dition of excess carriersFn is not deflected much fromEF that is defined before we add the ex

cess carriers. However, the number of holes is greatly affected by the addition of 1013 cm-3

excess carriers (there were only 105 cm-3 holes to start with!). Thus,Fp is situated 0.298 + 0.179

= 0.477 eV belowEF.

Take a look at Fig. E.4 to get a feeling for the location of all these levels, assuming the ma
really is Si. As a final comment,Ei in Si is located 0.013 eV below midgap. Thus the appro

ni e

Ei F p–( )
kT

----------------------

EF Ei– kT
n0

ni
----- 

 ln 0.298 eV= =

Fn Ei– kT
n
ni
---- 

 ln kT
n0 δn+

ni
------------------ 

 ln 0.298 eV= = =

F p Ei– k– T
p
ni
---- 

 ln k– T
p0 δp+

ni
------------------ 

 ln 0.179 eV–= = =

Fig. E.4: Band diagram indicating Fermi level as well as quasi-Fermi levels.

Ec

Ev

EF ≈ Fn

EiEg = 1.12 eV
Fp
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mation that the intrinsic Fermi level is located at midgap is quite applicable if we conside
size of the bandgap.

12. Overview on Semiconductor Bulk Devices
The elementary semiconductor physics that we need for describing the semiconductor d
of this course has been treated. Let us stop for a while and make some observations:

Up until now the semiconductors have been homogeneous except from variatio
doping concentration. Are such so-called bulk semiconductors of interest in practical
tions? Well, not that often. But important applicationsdo exist;

• Thermistors for measuring temperature -
µ or n vary with temperature.

• Hall devices for measuring magnetic fields(1).

• Piezo-resistance devices that are sensitive to strain, compression or twist -
these are probably among the most complicated devices to describe mathematica

spite their simple physical structure.µ varies due to a perturbation in the -space (a res
from the strain) which affects the effective mass through Eq. (3) and thusµ. Because of

the involvement of the -space, the resistance depends on in which crystal directio
strain is applied.

• Photoconductive devices, so-calledphotoconductors(2), sensitive to light -
the resistivity decreases with the increased electron-hole pair generation which c
about by the light absorption.NOTE the difference from photodiodes which always com
prise a semiconductor junction.

• Gunn diodes(3).

Ex. 5: Gain in a Photoconductor - An Example
Assignment (Problem 8.6in the main textbook):

Assume that a photoconductor in the shape of a bar of lengthL and areaA has a constant voltage

V applied, and that it is illuminated such thatGop EHP/cm3-s are generated uniformly through

out. If µn » µp, we can assume that the optically induced change in current∆I is dominated by

the mobilityµn and the lifetimeτn for electrons. Show that

,

for this photoconductor, whereτt is the transit time of electrons drifting down the length of th

bar.

1. In Sec. 3.4.5 there is more information on the Hall effect, but this is optional and will not be part of any examination.
2. In Sec. 4.3.4 photoconductors are discussed. This will be included in the examination.
3. The operation of the Gunn diode is based on peculiar mobility variations (Sec. 7.4) present in some materials. For

optional reading, outside the scope of examination, consult Sec. 10.3 of the main textbook.

k

k

∆I qAL Gop

τn

τt
-----=
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Solution:

The average generation rate can be found be using Eq. (34) to describe thethermal recombina-
tion. This describes the spontaneousthermal recombination in a semiconductorwhich con-
tains excess electronsoutside the thermally excited carriers. There is also a therm
recombination going on of thermally generated carriers, but that is in fact simplified awa
Eq. (34).

Now, assuming an illuminated junction, in which generation,Gop, of electron-hole pairs is tak-

ing place, we have at steady-state a balance betweenthermal recombination ofoptically gen-
erated excess electrons, such that

,

or rather

.

Similarly we have for holes

,

or rather

.

We can write the drift current in a photoconductor of lengthL and cross-sectional areaA, across
which there is a voltageV, as

.

The change in current due to illumination can be described with regard to the change in c
concentrations

,

and with the assumption in the problem thatµn » µp (τn ≈ τp) we can express this as

.

How can this be related to the transit time? Well, the transit time for an electron can be des
as

which gives

.

Gop R
δn
τn
------= =

δn Gop τn=

Gop R
δp
τp
------= =

δp Gop τp=

I qA nµn pµp+( ) Ex qA nµn pµp+( ) V
L
----= =

∆I qA δnµn δpµp+( ) V
L
---- qA Gop τnµn τpµp+( ) V

L
----= =

∆I qA Gop τnµn
V
L
----=

τt
L

vdrift
----------- L

µn Ex
--------------

L
µn
----- L

V
----= = =

µn
L

2

τt V
----------=
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Thus, we have finally

,

which is the conclusion ofProblem 8.6.

However, this is a very interesting expression in that it gives us the possibility to analyze
photoconductive gainΓ, which is defined as the ratio of flow of electrons per second from
device, i.e.

to the rate of generation of electron-hole pairs within the device, i.e.

.

Thus, the gain of a photoconductor is

(1)

which for fairly high values onV, experiences a short enough transit time for the gain to beco
larger than unity. A surprise perhaps, considering that the photoconductor is nothing but a
of doped semiconductor, without any p-n junction that usually is associated with amplifyin
vices.

In some materials such as CdS, trap levels exist. Whilst a carrier is held in a trap, a carrier
opposite type must be present in the semiconductor to maintain space charge neutralit
means; since the minority carrier lifetimes increase due to the traps, while the transit tim
mains constant, an even higher gain is achieved.

Now we will enter a new field of great importance: the theory of junctions between n- an
type materials, which is the foundation for diodes as well as transistors.

13. The p-n Junction at Equilibrium (Sec. 5.2)
Prior to carrying out a thought experiment, where a p-n junction will be created, we have
semiconductors, one of p- and one of n-type, isolated from each other in room temperatu
shown in Fig. 11(a). At this temperature we can view the carriers supplied through dopi
free carriers.

When the two pieces are put together, in a so-calledstepjunction(2), diffusion of car-
riers will immediately start taking place, as depicted in Fig. 11(b). Electrons diffuse from th
material to the p-material in the conduction band, while holes diffuse from the p-material t
n-material in the valence band. Uncompensated dopant ions are left behind on each side

1. Compare with the relation in Sec. 27.3 of the Lecture notes, that states that .
2. The doping is uniform and constant in both the n- and the p-material, which is an important assumption in the step-

junction model.

∆I qA Gop τn
L

2

τt V
----------

 
 
  V

L
---- qAL Gop

τn

τt
-----= =

∆I
q

------

AL Gop

Γ
τn

τt
-----=

β IC IB⁄ τn τt⁄= =
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electric field that is starting to build up, because of these ions, will soon balance the diffu
Now balance between drift and diffusion has been established, which is illustrat

Fig. 11(c)(1). The electric fieldEx is forcing electrons to the left and holes to the right, whic

exactly balances the electron diffusion to the right and the hole diffusion to the left. We
have a p-n junction with a built-in potential which is called thecontactpotential,V0. The region

around the junction is called thedepletionregion and according to thedepletionapproximation
it completely lacks free carriers (which is almost true).

13.1. The Contact Potential (Sec. 5.2.1)
What about the contact potential,V0; with all our knowledge in basic semiconductor physi

can we calculate its value? Looking at the p-n junction, the electron concentration in the p
material is

np = , (2)

1. Here the liberty to indicate the presence of ions inside the energy band diagram has been taken - naturally there
cannot exist ions in an energy band diagram, but only in sketches of the material itself.

2. Subscript indices n and p in plain text differ from italic n and p as they state type of material, not carrier.

Ec, n

Ev, n

EF, n

n-material

Fig. 11: Different phases of a thought experiment where a p-n junction is created.

Ec, p

Ev, p

EF, p

p-material

EF, n

Ec, n

Ev, n

EF, p

Ec, p

Ev, p

EF

Ec

Ev

Ex

qV0

(a)

(b)

(c)

depletion
region

Nc e

EF p, Ec p,–( )
kT

-------------------------------
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whereas the electron concentration in the n-type material is

nn = .

But  according to Fig. 11(c), and thus we can write

.

The junction is at equilibrium and thenEF, p = EF, n which cancel each other in the equatio

above. After simplification we hence get

. (38)

In the n-material electrons are majority carriers and, thus,nn = Nd. But np, how do we go about

to find that? In the p-material the holes are majority carriers and we will therefore knowNa

which is equal topp. At equilibrium we can make use of the mass action’s law in the p-mate

, which consequently provides us withnp. The final expression for the contact po

tential is

.

Using = 0.0259 V and typical values for Si at room temperature;Na = 1018 cm-3, Nd =

1015 cm-3 andni = 1010 cm-3; we getV0 = 0.78 V.

13.2. A First Encounter with the Law of Junction
Eq. (38) from the previous section can be written as

.

This relationship is in fact similar to another expression, an expression we will derive right
from Eq. (28), which says:

. (39)

The meaning of Eq. (39) is that a displacement of the quasi-Fermi levels leads to an expon
growth in carriers. As one carrier type is majority carrier and does not have its density cha
that much from equilibrium, the minority carrier type is the one that grows exponentially.

How can the quasi-Fermi levels be displaced? Well, simply by applying an externa
as,VA, on the p-n junction. As will be shown again in later sections (remember to take a lo

Fig. 15), if the junction becomes biased we have

. (40)

Nc e

EF n, Ec n,–( )
kT

-------------------------------

qV0 Ec p, Ec n,–=

qV0 EF p, kT
np

Nc
------ 

 ln– EF n, kT
nn

Nc
------ 

 ln––=

V0
kT
q

------
nn

np
----- 

 ln=

np pp ni
2

=

V0
kT
q

------
NaNd

ni
2

--------------
 
 
 

ln=

kT q⁄

nn

np
----- e

qV0

kT
---------

=

np ni
2

e

Fn F p–( )
kT

-----------------------

=

qVA Fn F p–=
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Substituting Eq. (40) into Eq. (39) yields

, (41)

which is often referred to asthe law of junction.

np ni
2

e

qVA

kT
----------

=
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LECTURE 6

Ex. 6: The Law of Junction - AnIMPORTANT  Example
Assignment:

A Si p-n junction is kept in an environment whereT = 300 K and, thus,ni = 1010 cm-3. Further-

moreNd = 1016 cm-3. Calculate the minority carrier hole concentration at the edge of the de

tion region of the junction when a forward bias ofVA = 0.60 V is applied.

Solution:

We have the law of the junction in Eq. (41)

,

which can be rewritten as

.

Here we obviously are talking about the holes as minority carriers, i.e. we are talking abo
n-side of the junction. Moreover,n is fairly constant as it represents the majority carriers, a
not only is it constant but it is also equal toNd - we assume low-level injection and comple

ionization. We now can write

.

At equilibrium, in the n-type boundary to the depletion region we have

.

Consequently,

,

which indicates quite an increase in carrier number.

14. Analysis of the Depletion Region of the p-n Junction (Sec. 5.2)
In the subsections of Sec. 14 we will always assume that the semiconductors have a u
cross-sectional area.

14.1. Review of Poisson’s Equation
From the electrostatics we have to import an important equation, thePoissonequation, that

states a relationship between the divergence of the electric field, , and the charge d
ρ:

np ni
2

e

qVA

kT
----------

=

p
ni

2

n
------ e

qVA

kT
----------

=

pn p0 n, e

qVA

kT
----------

=

p0 n,
ni

2

Nd
------- 10

10( )
2

10
16

------------------ 10
4

cm
3–

= = =

pn p0 n, e

qVA

kT
----------

10
4

e

0.60
0.0259
---------------- 

 

1.15
14×10 cm

3–
= = =

∇ E⋅
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In the context of a junction with a depletion region, we prefer to use thespacecharge, i.e. charge
times the difference of the number of positive charges and the number of negative charg
side a certain volume. Since all our analyses will take place in one-dimensional space, w
write Poisson’s equation for our requirements as

.

Here space chargedensity has been used in accordance with the original Poisson equatio

14.2. The Electric Field in the Depletion Region (Sec. 5.2.3)
Using the depletion approximation means that there exist no free carriers inside the dep
region, while the charge density outside the depletion region is taken to be identically zero
mally we thus have

, for , (42)

and

, for  and .

These equations are visualized for astep junction(1) in Fig. 12.

In the figures of these Lecture notes, the materials of the junctions are ordered suc
the electric field increases with increasingx, in order provide another view than that of the ma
textbook.

Now, integrating both sides of Eq. (42) for and , respective

1. This is just one of many different junction types. Another common junction approximation is the graded junction in
Sec. 5.6.4.

∇ E⋅ ρ
εr ε0
----------=

xd

dEx q
ε
--- p n– Nd Na–+( )=

xd

dEx q
ε
--- Nd Na–( )= xn– x xp≤ ≤

xd

dEx 0= x xn–< x xp>

Fig. 12: Depletion region and charge density as functions of x in a step junction.

0

x

n-material p-material

-xn xp

x

ρ

q Nd

-q Na
exact

approx.

xn– x 0≤ ≤ 0 x xp≤ ≤
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 for , (43)

and

 for . (44)

Here the integral ofEx is only bounded by the conditions that . Inx =

0 the electric field has to be continuous and thus

(1). (45)

This equation gives us an idea on how doping levels affect the depletion region. With h
doping on one side and light doping on the other, obviously the depletion region on the side
heavy doping is quite narrow which is in contrast to the lightly-doped side where the depl
region penetrates much farther. This is important because most p-n junctions areasymmetrical-

ly doped, indicated as p+-n or n+-p where the + superscript means heavy doping(2).

14.3. The Potential in the Depletion Region and the Depletion Region Width (Sec. 5.2.3)
In the main textbook Streetman finds a clever way to formulate the total width of the depl
region. Let us instead make an instructive detour based on a calculation of the potential

Solving the potential according to Eq. (24) yields

.

The boundaries of this equation are, by virtue of the definition ofx and the ordering of n and p
simply and . Applied to Eq. (43) and Eq. (44), this allows us to d

scribe the potential anywhere in the depletion region as a function of the electric field. Firs
have

 for ,

which leads to

 for .

Then we have

1. Yes, Ex(0) is positive in these notes. This is due to the definition of x going from n to p.
2. To be called asymmetrical doping the heavily-doped side has to have a doping density many orders of magnitude

larger than the lightly-doped side.

E'd

0

Ex x( )

∫
qNd

ε
---------- x'd

xn–

x

∫= Ex x( )⇒
qNd

ε
---------- xn x+( )= xn– x 0≤ ≤

E'd

Ex x( )

0

∫
qNa

ε
----------– x'd

x

xp

∫= Ex x( )⇒
qNa

ε
---------- xp x–( )= 0 x xp≤ ≤

Ex xn–( ) Ex xp( ) 0= =

Ex 0( )
qNd

ε
---------- xn

qNa

ε
---------- xp= Ndxn⇒ Naxp= =

Vx Ex xd∫–=

Vx xn–( ) V0= Vx xp( ) 0=

V'd

V0

Vx x( )

∫
qNd

ε
---------- xn x'+( ) x'd

xn–

x

∫–= xn– x 0≤ ≤

Vx x( ) V0–
qNd

2ε
----------– xn x+( )2

= xn– x 0≤ ≤
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which after simplification of the integral yields

 for .

The potential, just as much as the electric field, has to be continuous inx = 0. Thus,

,

which in conjunction with, for example,  derived from Eq. (45) leads to

,

which can be simplified into

.

Now we can, thanks to Eq. (45), readily findxn as

. (46)

The total width of the depletion regionW in equilibrium isxn + xp, or rather

,

which also can be written as

. (47)

What happens with the width in non-equilibrium? The total width of the depletion region
pends on the amount of applied bias over the junction,VA. Practically all applied bias voltage

over a p-n diode, shown in Fig. 13, drops over the depletion region, since the contacts

supply voltage wires are ohmic(1) in nature and the unperturbed n- and p-materials, the so-ca

quasi-neutralregions, conduct current well(2) - at least small currents. The depletion region o
the other hand is highly resistive, lacking free carriers as it does. Eq. (47) can therefore b

1. See Sec. 5.7.3.
2. Yes, for current to flow, there has to be some voltage across the quasi-neutral regions.

V'd

Vx x( )

0

∫
qNa

ε
---------- xp x'–( ) x'd

x

xp

∫–= 0 x xp≤ ≤

V– x x( )
qNa

2–( )ε
--------------– xp x'–( )2

x

xp

= Vx x( )⇒
qNa

2ε
---------- xp x–( )2

= 0 x xp≤ ≤

Vx 0( ) V0

qNd

2ε
---------- xn

2
–

qNa

2ε
---------- xp

2
= =

xn

Na

Nd
------- xp=

V0

qNd

2ε
----------

Na

Nd
------- xp 

  2
–

qNa

2ε
---------- xp

2
=

xp
2ε
q
-----

Nd

Na Na Nd+( )
---------------------------------- V0=

xn

Na

Nd
------- xp

2ε
q
-----

Na

Nd Na Nd+( )
---------------------------------- V0= =

W
2ε
q
----- 1

Na Nd+
-------------------- V0

Na

Nd
-------

Nd

Na
-------+

 
 
 

⋅ 2ε
q
----- 1

Na Nd+
-------------------- V0

Na Nd+

NaNd

--------------------
 
 
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⋅= =

W
2ε
q
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Na Nd+
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to take applied bias into account. It is obvious that the higher potentialVA, the more narrow the

depletion region becomes. Conversely, a lowering ofVA leads to a wider depletion region.

NOTE that this expression only is valid for . However, when the expression for

width fails because of a large applied voltage, the current has become huge. The conse
of large currents through a diode is that the quasi-neutral regions will not act as such goo
ductors anymore, and thus we cannot neglect the voltage drops over these regions whenVA ap-

proachesV0. Long before  the diode is burning ...

Furthermore, under the assumption that we have a p+-n junction diode, i.e. ,W can be

simplified to

, (48)

since the largeNa cancels out. It should beNOTEd that the characteristics of the p-n junction a

determined by thelightly  doped side in an asymmetrically doped junction.

14.4. Depletion Region Capacitance in an Asymmetric p-n Junction (Secs 5.5.4 - 5.5.5)
The depletion region can act as the dielectric medium between two plates in a plate cap

W
2ε
q
-----

Na Nd+

NaNd
-------------------- V0 VA–( )=

Fig. 13: Application of external voltage over a p-n diode, where +VA connects to the p-material.

n-material p-material

- VA +

VA dropped
here

VA V0≤

VA V0=

Na Nd»

W
2ε
q
----- 1

Nd
------- V0 VA–( )=

Fig. 14: (a) A conventional plate capacitor. (b) A “depletion region capacitor”.

Q

-Q

ε
Qn

Qp

Qp = -QnW

(a) (b)
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However, a big difference from an ordinary plate capacitor is that the charged ions are dis
tion within the dielectric medium in the “depletion region capacitor”, as shown in Fig. 14.
spite this, it can (and will soon) be shown that the capacitance in the p-n junction can be w
as that of a plate capacitor.

Usually we define

,

happily unaware of that the foundation for this expression is that the chargeQ is varyinglinearly

with the voltageVA. Let us continue with the assumption that we have a p+-n junction and there-

fore only concern ourselves with the n-side. Then, in the n-side of the depletion region w

define the space charge(1) from Sec. 14.1 as

.

With Eq. (46) adjusted to an applied bias and , the space charge is

.

Clearly the charge is not linearly dependent on the voltage and thus the capacitance ha
expressed as

,

where the voltage difference is the voltage applied over the depletion area. Finally,

is achieved, an expression for a plate capacitor.

A p-n diode used as a voltage-dependent capacitor is called avaractor. Usually, it is used with
VA < 0 V, which leads to negligible d-c currents in the diode which is a behavior similar

conventional capacitor. How currents are created in the p-n junction will be unveiled in Se

14.5. Critical Field in a p+-n Junction
Previously we derived an equation for the electric field in the depletion region. The maxim
(absolute) value of the electric field was inx = 0, exactly in between the two types of material

Let us now assume that we have a p+-n junction; then we can write

.

1. There is of course a space charge Qp associated with the p-side, Qp = -Qn.

C
Q
VA
-------=

Qn ρ Volume⋅ qNd A xn⋅= =

Na Nd»

Qn qNd A
2ε
q
----- 1

Nd
------- V0 VA–( )⋅ A 2εq Nd V0 VA–( )= =

C
dQn

d V0 VA–( )
----------------------------=

C A
1
2
---

2εq Nd

V0 VA–( )
------------------------ ε A

2ε
q
----- 1

Nd
------- V0 VA–( )

---------------------------------------------- ε A
W
-----= = =

Ex 0( ) Ex max,
qNd

ε
---------- xn= =
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We can also review the expression for the width of the depletion region of a p+-n junction which
was derived shortly after the electric field was analyzed:

.

However, in an asymmetrical p+-n junctionW= xn. Thus, we can merge the two previous equ

tions into

.

Let us now consider the maximal electric field a junction can take before experiencing
called breakdown,Ecritical. Knowing the critical field allows for calculating the applied voltag

it takes in the reverse direction,VBR, to have a breakdown:

.

We can notice that if we have a certain critical field; an increase in doping would give a dec
in breakdown voltage. ReadSec. 5.4.2 in the main textbook on avalanche breakdown.

15. Currents in the p-n Junction (Sec. 5.3)
When a p-n diode isforwardbiased, as shown in Fig. 15, the difference between energy ba

across the depletion region is reduced. The electric field is also reduced, butNOTE; it will not
change orientation. Thus, the drift current existing in the p-n junction will take place in t
opposite direction to what we might expect as people quite competent in basic electronic
current in a forward-biased diode is supposed to go from the p-side to the n-side. No, let us
the drift current for a while, it is all the same restricted in size since there are few minority
riers on each side of the depletion region and these carriers are the only that can be pus
the electric field. The current in the forward-biased junction is in fact due to diffusion.

Illustrated in Fig. 15 is the decreasing number of majority carriers with increasing
ergies. There are quite few carriers having kinetic energy enough to surmount the potenti
ference but those, which have that energy, have the ability to diffuse into the depletion re

W
2ε
q
----- 1

Nd
------- V0 VA–( )=

Ex max,
qNd

ε
---------- 2ε

q
----- 1

Nd
------- V0 VA–( )=

Ecritical
2q
ε

------ Nd V0 VBR+( ) VBR⇒ ε
2q
------ 1

Nd
------- Ecritical

2
V0–= =

Fig. 15: A forward-biased p-n junction. (Forward always means that the highest potential is at the p-side.) The quasi-
Fermi levels and the intrinsic Fermi level are indicated.

q (V0-VA)
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At equilibrium the diffusion and the drift currents are exactly balancing each other, but w
we apply an external forward bias voltage, we facilitate the diffusion by lowering the pote
barrier thereby allowing for majority carriers at lower energies to diffuse into the depletion
gion.

15.1. Deriving a Current Equation for the p-n Junction (Sec. 5.3)
Eq. (41) provided the law of junction, which relates carrier densities to a potential as

,

under the assumption thatno recombination or generation take placein the region over which

the potential is applied and that low-level injection(1) prevails. We can thus write the carrie
densities at the edges of the depletion region as

and

The excess carrier densities are therefore simply  and  or

and

.

Now, the excess densities, assuming no R-G processes in the depletion region, are de
the boundaries of the depletion region. Taking, for example, electrons going from n to p: O

majority carriers some electrons diffuse over the depletion region and bec

minority carriers. Some of these minority carriers continue to diffuse deeper into

p-material, of course suffering from recombination as there are many holes present in th
terial (as opposed to the depletion region). Now we will describe the diffusion process i
quasi-neutral regions.

In the section on diffusion length, Sec. 10.2, we solved the diffusion equation for e
trons at steady-state:

for an “infinitely” long bar. Now we can use the same equation for the quasi-neutral regio

1. See Sec. 9.1.

np ni
2

e
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kT
----------
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qVA
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----------
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qVA
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----------

=

δn n n0–= δp p p0–=
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qVA

kT
----------

1–
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 
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0 Dn
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d

d δn( ) δn
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------–=
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the p-n junction diode, to find out how recombination affects the excess carrier concentra
 and .

Continuing to assume the electron case; the boundaries of this differential equatio
, right on the boundary between the depletion region and the p-side, and 0 at the c

area of the p-side. We thus assume that the p-type quasi-neutral region is long compared

diffusion length , which means that all electrons recombine before reaching

p-side contact - this often is called thelong-basediode assumption. The solution to the equatio
thus becomes

.

We know from before that the current density due to diffusion depends on the carrier co
tration gradient. Also from before, we know that in the step-junction model the doping in
materials is uniform and constant. Thus, the gradient of the carrier concentration is ident
the gradient of the excess carrier concentration, which we just described. Therefore, Eq
can be applied here, yielding

which in evaluated form is written

.

So what does this imply? The current decreases as we go farther away from the depletion
But the total current must remain constant with distance from the junction in the steady
case! The explanation to this “mystery” is that the hole current due to majority carriers incre
as we move away from the junction. This hole current supplies the holes with which the m
ity carrier electrons recombine.

With an analogous treatment we find the solution to the hole diffusion equation in
n-side as

,

which allows us to define the current density in Eq. (31) as

.

To obtain an expression for the total current, , we sum the minority-carrier compon

 and  at -xn andxp, respectively, as

δnp δ pn

δnp xp( )

Ln Dn τn=

δnp x( ) δnp xp( ) e

x xp–( )
Ln

------------------–

n0 p, xp( ) e

qVA

kT
----------

1–
 
 
 

e

x xp–( )
Ln

------------------–

= =

Jn x, qDn xd
dn

qDn xd
d

n0 p, xp( ) e

qVA
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----------

1–
 
 
 

e
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Ln

------------------–
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Ln

-------------------- e

qVA
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Obviously the current moves opposite to thex-direction, which is reasonable considering wh
is illustrated in Fig. 12 and Fig. 15. Usually this expression is simplified into theideal diode
equation

, (50)

whereJ0 is the magnitude of thereversesaturationcurrentdensity predicted by this theory whe

a negative bias equal to a few is applied. This seems to indicate that when the dio
reverse biased the current - in electronics often referred to as theleakagecurrent - is constant
and is flowing in thex-direction, as defined in the diode. The reverse-biased scenario is dep
in Fig. 16, where the drift mechanism dominates over the diffusion. But even though the el
field increases significantly by the reverse bias applied, the drift current does not increas
ticularly much. This is due to the few minority carriers that are available for drift at each
of the depletion region. These few minority carriers come from the quasi-neutral material
and they are due to thermal generation. After being generated the minority carriers d
around, some of them ending up at the boundary to the depletion region where they are at
by the electric field.

Jt x, q–
Dp

Lp
------- p0 n, x– n( )

Dn

Ln
------ n0 p, xp( )+ e

qVA

kT
----------

1–
 
 
 

=

Jt x, J0– e

qVA

kT
----------

1–
 
 
 

=

kT q⁄

Fig. 16: A reverse-biased p-n junction.

n-material

p-material
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Ex. 7: Thermal Response in a p-n Junction - An Example
Assignment:

Consider a Si p-n junction initially biased at 0.60 V atT = 300 K. Assume the temperature in
creases toT = 310 K. Calculate the change in the forward-bias voltage required to mainta
constant current through the junction.

Solution:

We have the following expression for the diode current density:

.

This can be slightly redefined if we consider that

.

and

.

Then

,

which, with forward-bias conditions, has a temperature dependence such as

,

if the dependence of the diffusion coefficients on temperature is neglected (“only”∝ T).
When we derived the mass action law we saw that

and thus, assuming the temperature dependence ofNc andNv is not very big in comparison to

the exponential function (it is “only”∝ ), we have the following relation:

.

With a constant current, despite the temperature change fromT1 = 300 K toT2 = 310 K, we need

to have a change fromVA1 (= 0.60 V) toVA2 in applied bias according to:

Jt x, q–
Dp

Lp
------- p0 n, x– n( )

Dn

Ln
------ n0 p, xp( )+ e

qVA

kT
----------

1–
 
 
 

=

p0 n, x– n( )
ni

2

Nd
-------=

n0 p, xp( )
ni

2

Na
------=

Jt x, qni
2

–
Dp

Lp
------- 1
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-------

Dn
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------ 1
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------+ 

  e

qVA
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----------
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 
 
 
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Jt x, ni
2

T( ) e

qVA

kT
----------

∝

ni
2

NcNv e

Eg–
kT
---------

=

T
3 2⁄

Jt x, e

Eg–
kT
---------

e

qVA

kT
----------

∝
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Thus, sinceEg = 1.12 eV, we can solve forVA2

.

The change in applied bias has to be -20 mV to keep the current constant.

16. Recombination and Generation in the Depletion Region (Sec. 5.6.2)
The ideal diode equation is completely ideal, the derivation of Sec. 15 assumed that the
sion across the depletion region was not disturbed by recombination or generation; a sim
cation far from reality. To compensate for the R-G processes taking place in the depletion r
the ideal diode equation usually is modified by a constant such that the expression (with o
tion of x-axis) looks like

.

Theideality factor,η, takes R-G processes into account in a way that is difficult to underst
without further discussion. In short, whenη is close to 1 diffusion dominates, while aη close
to 2 indicates that recombination is dominating.

In Sec. 9 we did a thorough analysis of recombination and generation via traps.U = R - G can
be written as

, (51)

based on Eq. (32) andEt = Ei as in Sec. 9.1. We will now use this expression to analyze w

really happens in the depletion region.

16.1. R-G Processes in the Depletion Region under Reverse Bias
For the case of reverse bias,U in the depletion region, as defined in Eq. (51), can be further s
plified and evaluated by noting that and since all free carriers are swept out o
depletion region:

,

where the sign indicates that in fact a generation process is going on. When generated, a
tron and a hole will be swept with the electric field so that the generation current will go in
same direction as the reverse saturation current.

Now integrating over the depletion widthW under the assumption that the generati
is constant throughout the whole region yields

e

Eg–
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---------
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------------

e
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-------------+=

VA2

T2

T1
------ qVA1 Eg–( ) Eg+ q⁄ 0.58 V= =
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Now, this is not completely uninteresting. This expression reveals that if a real p-n diode
verse biased the total reverse current density is

,

i.e. the total reverse current density is not constant, because the widthWdepends on the applied
biasVA.

In fact the expression for the reverse current density illustrates a number of thing
are really important for modern electronics. Take for example the dependence on intrinsi
rier concentration,

.

This shows that for small intrinsic carrier concentrations, the generation component bec
more important. Where do we encounter small intrinsic carrier concentrations? Well, in
bandgap materials, and at lower temperatures. Can this be of interest in other cases? - ch
Example 8.

Furthermore, since we now have accounted for the two major mechanisms gove
leakage current in semiconductors, we now have some insight into why large bandgap ma
such as SiC would be nice to use as process technology for a dynamic memory. Don’t w

Finally, this expressionis however uninteresting in so far as it does not explain the reason
including the ideality factor in the modified diode equation. No, the ideality factor is somet
that is due to the R-G processes under forward bias.

16.2. R-G Processes in the Depletion Region under Forward Bias
When the junction is forward biased, the carrier concentrations in Eq. (51) are not zero as
case of reverse bias. There exist some free carriers inside the depletion region and these
combine! Using the concept of quasi-Fermi levels, Eq. (26) and Eq. (27), to describeU we ar-
rive at

(1).

The reader should by now be able to deduceFn - Fp = qVA
(2). Also, at pointx = 0 at the “center”

of the depletion region we have

1. Here it becomes apparent why asking students to mechanically memorize all formulae of semiconductor technology
is completely futile. What really is interesting is what the qualitative discussion around this formula gives, not the
actual values attained when used in a calculation.

2. Consult Fig. 15 if this deduction does not seem possible.

Jgen q G dx

0

W

∫
qniW
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Jreverse J0 Jgen+ J0 W
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ni e
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⋅ ni
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τp ni e
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and thusUmax can be written as

.

Now two reasonable simplifications are made: First, the excess carrier lifetimes are replac
an average lifetimesτ0 and, secondly, the forward bias is supposed to be large enough to m

the exponential terms dominate over unity. So now the expression becomes

,

which forms the basis for an expression for the recombination current density at forward

.

Thus, the total forward current density, as defined in previous sections, can be written a

.

NOTE that this is an approximation sinceJrec is based on a constantU (Umax is only valid atx

= 0) and on the fact that our expression forU only consider one single R-G center(1). In any case,
it serves well as an indicator on why there is an ideality factor in the modified diode equ

Ex. 8: Generation Current - An Example
Assignment:

A reverse-biased p-n junction has an ideal reverse saturation current,I0, according toEq. (5-36)

in the main textbook. Consider a p-n junction in Si at room temperature with the following

cific data:Na = Nd = 1016 cm-3 andτp = τn = 5×10-7 s. There are three things we should inve

tigate:

1. What is the ideal reverse saturation current density,J0?

2. What is the generation current density,Jgen, when the p-n junction is reverse biased wi

5 V?

1. For materials with more than one R-G center, the factor 2 in the denominator (prior to kT) would decrease slightly.
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----------= =
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----------
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ni e
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3. What can be said about the relative magnitudes of the two current densities?

Solution 1:

The ideal reverse saturation current density can be described as

.

The diffusion length can be substituted , leading to

.

SinceNa = Nd andτp = τn, we can rewrite the equation based onN (= Na = Nd) andτ (= τp = τn)

,

where the diffusion constants are obtained fromFig. 3-23(µn = 1000 cm2/Vs, µp = 400 cm2/

Vs) being simply the mobility corresponding to actual carrier concentration followed by a c
pensation with Einstein’s relationship such that

.

The result is

Solution 2:

From Sec. 16.1 we know that

.

To describe this current we must know the depletion region width,W. From Sec. 14.4 we have

,

and here all parameters exceptV0 are known. Way back in the course we encountered an

portant expression:

,

which yields a contact potential of 0.69 V, with our values. As far as the expression of the w
is concernedV0 - VA then becomes 5.69 V and
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Finally we can calculateJgen, and to our surprise (?) it is

.

Conclusion 3:

The generation current in the reverse-biased junction can certainly grow large!

17. Other Non-Ideal Effects in the p-n Junction

17.1. Reverse-Bias Breakdown (Sec. 5.4)
Zenerdiodes (less often referred to as breakdown diodes) are semiconductor devices
function stems from a phenomenon called reverse-bias breakdown. Although referred
breakdown, the large current that flows when the reverse voltage exceeds a certain val
completely reversible process.

In a p-n diode biased in the reverse direction, at some voltage,VBR, there is a sudden

and dramatic increase in current through the diode. If the current is not limited in the ext
circuit which drives the diode, the diode will physically break down as well. The breakd
phenomenon is not one single phenomenon really, but there are two mechanisms in a
which of them is active, depends on the voltage applied - either theZenereffect oravalanching.
Avalanching is typically the dominant mechanism, with the Zener effect only becoming im
tant when both sides of the junction are heavily doped. The Zener effect is a mechanism
erned by carrier tunneling over the forbidden band gap, while avalanching is ca

multiplication due to impact ionization(1).
It is possible to determine whether avalanche or Zener breakdown in a certain p

ode is occurring by noting the temperature sensitivity ofVBR. Although not large the tempera

ture variation of the two types of breakdown are of opposite sign. In the case of the Zener e
VBR decreases as the temperature increases since the number of valence-band electron

able for tunneling increases. The opposite behavior of breakdown voltage holds for ava
ing, as the critical electric field is increased when the temperature increases. This is a
more pronounced behavior in comparison to the Zener effect’s temperature dependence
sometimes is viewed as independent of temperature. The increase in the electrical field
sary for avalanching is due to the reduction of the mean-free path which is a result of th
crease in the lattice scattering; the carriers don’t have time to catch up much velocity unti
experience lattice scattering and lose speed.

A mechanism related to breakdown behavior, but which seldom is labelled as one of the re
bias breakdown phenomena, ispunch-through. This mechanism takes place when the deple
region extends an entire device region - in asymmetric p-n diodes punch-through takes
when the lightly doped side is fully depleted. If a continuously increasing reverse bias vo

is applied to anarrow-base(2) p-n junction diode, it is quite possible that it experiences pun

1. The main textbook gives an adequate overview on these phenomena on pages 186-190.
2. If the width of the quasi-neutral region on the lightly doped side of the junction is comparable to or less than a dif-

fusion length, the diode is called a narrow-base diode.

W 1.22
4–×10 cm=

Jgen
1.6

19–×10 10
10

1.22
4–×10

10
6–

---------------------------------------------------------------- 1.95
7–×10 A/cm

2
= =
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through long before the other breakdown mechanisms are brought into action(1). Experimental-
ly and in precise theoretical formulations, the diffusion current remains finite at the pu
through voltage in a narrow-base diode, provided the electric field inside the diode is in
cient to produce avalanche breakdown.

17.2. High-Level Injection, Ohmic Losses and Conductivity Modulation (Secs 5.6.1, 5.6.3)
The p-n junction current derivation of Sec. 15 relied on the assumption of low-level injec
which means that the excess majority (or minority) carriers are much fewer than the ma
carriers due to doping. WhenVA approachesV0 the charge injection increases rapidly and t

assumption of low-level injection may no longer be valid buthigh-levelinjection has to be as-
sumed.

In a p+-n or n+-p junction, high-level injection prevails when the minority carrier density at
depletion region edge on the lightly doped side approaches the doping concentration o
side; for Si typically an interval starting at a few tenths of a Volt belowV0.

It can be shown(2) that the ideal diode equation can be restated to take the injection
el into account. The result of this is thatV0 is the limiting forward voltage for the junction .

VA across the diode can in fact be larger thanV0 but then there areohmic losses in the quasi-

neutral regions. Increasing the current through the quasi-neutral regions implies that the v
across these regions increases, which in turn reduces the junction voltage. Reducing the ju

1. This is not true for Zener diodes, since they are carefully designed to have a well-characterized breakdown voltage
caused by the Zener effect or avalanching.

2. Sec. 5.6.1 in the main textbook.

ln(I)

-I

VA

-VA

ideal region

thermal recombination
in the depletion region

high-level
injection

ohmic
losses

thermal generation
in the depletion region

avalanchingand/or
Zener effect

Fig. 17: Non-ideal I-V characteristic for a p-n junction.
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voltage leads to less current through the device. Effectively, part of the applied voltage is
ed, a larger applied voltage is necessary to achieve the same level of current compared
ideal, and theI-V characteristics slope over, which is manifested by a less than exponentia
rent increase with increasing voltage.

In a case of high-level injection the conductivity starts to increase in the quasi-ne
regions. This gives rise to so-calledconductivitymodulation, which for high currents reduce
the series resistance in the quasi-neutral regions. Since the conductivity is not varying g
this phenomenon is however mostly obscured by the ohmic losses.

17.3. Summary of Non-Ideal Effects

A non-idealI-V characteristic for a p-n junction diode is shown in Fig. 17(1). The effects dis-
cussed during the last sections are included in this characteristic.

18. DEVICES: p-n Junction Diodes (Sec. 6.1)

• Rectifying diodes(2).

• Zener (breakdown) diodes(3).

• Switching diodes(4).

Deliberately the discussion on the charge storage ordiffusion capacitance in the p-n junction
has been excluded from my lectures. I think the time is too limited. However, to understan
application of the switching diode, you need to browse throughSec. 5.5.4. Here, the depletion
capacitance, discussed in Sec. 14.4, as well as the diffusion capacitance are dealt with
Problem 6 in our training problems is a problem containing both types of capacitance.

• Varactor diodes(5).

19. Transistors
I wish to give a quite comprehensive treatment of transistors in this course. Otherwise, if
ing the trends of today, where a field-effect transistor called MOSFET dominates, I woul
sentially reject all transistor types except MOSFET. A clear indication on the trend is tha
main textbook in its 5th edition has swapped, with respect to the 4th edition, the discussi
bipolar transistors and field-effect transistors (including MOSFET).

In this course too, the field-effect transistors are discussed prior to the bipolar tran
section, and the reason isnot pedagogics, but rather a way of showing priority to the most co
monly used device technology. We have one more reason to start with the field-effect trans
here, and that reason is to make space in the course for the laboratory exercises that are p
inantly targeting MOSFETs. It is certainly good to have heard about field-effect transistors
fore doing laboratory exercises on MOSFETs.

1. Compare to Fig. 5-37 in the main textbook.
2. No use in repeating a good presentation: Sec. 5.4.3.
3. No use in repeating a good presentation: Sec. 5.4.4.
4. No use in repeating a good presentation: Sec. 5.5.3.
5. No use in repeating a good presentation: Sec. 5.5.5.
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20. Field-Effect Transistors (Ch. 6)

There are two basic categories of transistors; the bipolar transistor(1) and the Field-Effect Tran-
sistors (FETs). The second category will be the main subject matter in this section.

In contrast to the few versions of bipolar transistors, there exist many transistor t
based on field-effect behavior. The three main types are: Junction FETs (JFETs), MEtal-

conductor FETs (MESFETs)(2) and Insulated-Gate FETs (IGFETs)(3).

Field-effect behavior was already conceived in 1925 by J. E. Lilienfeld, a Polish-born phys
in a patent. Independently of Lilienfeld, O. Heil, a German physicist, presented a simila
more detailed structure in a patent from 1935. The closest these first ideas are to modern
probably is to MESFET and IGFET structures, respectively.

In effect the “paper” FETs from 1925 and 1935 were the first solid-state transis
ever proposed, thus approximately predating the bipolar transistor of ~1950 by 20-30
However, good semiconductor materials were not available at that time and technologic
maturity in general retarded the development of field-effect structures for many years.

The JFET was the first modern-day field-effect device. It was conceptually invented by a ce

William Shockley(4), a British-American physicist born 1910, and was made known in a pa
from 1952, “A unipolar field-effect transistor”. The first real JFET device was built by Dac
and Ross one year later. The word unipolar stems from the fact that only majority carrie
involved in the current transport in the JFET, which contrasts with Shockley’s achievem
some years back when inventing the bipolar transistor (Sec. 25). Traditionally the JFE
been used for high-impedance amplifiers, but nowadays it has been surpassed by a multi
more efficient transistor structures.

The MESFET is an evolution of the JFET into a domain of structures that are sui
for ultra-high-frequency operation. The MESFET is simple to manufacture as it does no
volve the process step of diffusion of a gate-channel junction as in the case of the JFET. T

called Schottky contact(5) of the MESFET gate is much more easy to deal with in terms
shrinking the geometry. The advantages with small devices are obvious in that the trans
across the channel as well as capacitances are reduced.

Especially one thing about the MESFET should beNOTEd here: There is one particula
type that is of great importance today, namely the MESFET that is based on GaAs. This
gether with the Si Bipolar Junction Transistors (BJTs) the only competitors to the leadin
MOSFET technology in the area of integrated circuits (ICs) as they both present a strong
in terms of maximal frequencies. The highestfT reported for GaAs MESFETs (~80 GHz) is ap

proximately twice that of the best Si BJTs (~40 GHz).

In terms of circuit technologies, MESFETs in GaAs have been successful in analog applic
such as radio-frequency and microwave circuits operating at frequencies on the order

1. The most common bipolar transistor today is the Bipolar Junction Transistor (BJT).
2. Sometimes MESFETs are considered to be a sub category of JFETs!
3. Sometimes called Metal-Insulator-Semiconductor FET (MISFET).
4. Shockley is not to be confused with the Swiss physicist and engineer Walter Schottky, born 1886, who will soon be

mentioned.
5. See Sec. 5.7.
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GHz. Digital circuits based on GaAs MESFETs have one advantage in that they consum

a third of the power of what Emitter-Coupled Logic (ECL)(1) does. However, in the digital
world of electronics of today including high-speed areas, which are defined a region aro
GHz clock frequency, MOSFET-based circuits of so-called CMOS type are ruling. The re
is that the integration scale of GaAs is three orders of magnitude smaller than that of CM

The course will focus on the most common transistor of today, the Metal-Oxide-Semicond
FET (MOSFET), which is a representative of the IGFET category. Therefore, before we tu
MOSFETs, the principles behind the other two categories, JFETs and MESFETs, will be q
ly reviewed by the aid of the two sketches in Fig. 18.

By the application of an electric field on thegate in relation to what is known as thesource, the
channel conductivity in betweendrain and source can be controlled by change of effective ch
nel width,h in Fig. 18. The difference between the two transistor types is that the JFET con
a p-n junction from gate to channel, while the MESFET has its gate tied to a piece of metal
constituting a Schottky contact.

1. ECL is the fastest bipolar circuit technology available for ICs.

p

p

nSource Drain

Gate

Gate

Source Drain

Gate

(a) (b)

Fig. 18: (a) The basic JFET. (b) The basic MESFET.

h

n h
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21. Metal-Oxide-Semiconductor (MOS) Field-Effect Transistors (Sec. 6.4)

21.1. The MOS Structure (Sec. 6.4.1)
The MOS designation in MOSFET is implicitly used only for the metal-SiO2-silicon system,

where the metal represents the gate, SiO2 is the insulator between the gate and the semicond

tor itself, and silicon is used as semiconductor (also, the bulk or thesubstrate of the transistor)
Today metal is not used for gates inside chips, instead polycrystalline silicon, often referr
as poly or polysilicon by IC designers, is used for that purpose.

Another implicit convention is that MOSFET is abbreviated as MOS, except in courses like
But quite unconventionally we adopt MOS from now on.

A sketch showing an n-type MOS is given in Fig. 19. The source and the drain are defined
respect to the potential on the transistor terminals. These two terminals are, in contrast
BJT’s emitter and collector, identical in doping and geometry.

Thesource is the terminal from which the majority carriers flows and thedrain is the
terminal where they are collected, i.e. for n-type MOS and for p-type MO

Furthermore, here it is assumed that the substrate of the MOS is connected to the same p

as the source is(1).

The voltage at thegate terminal is usually defined asVG. By convention, the source is the ter

minal used as reference for the gate voltage andVG implicitly refers to the source potential. To

make this clear,VGS will be used from now on.

21.2. Controlling the n-Type MOS (Sec. 6.4.2)
Assuming the source, the drain and the substrate are connected to the same potential 0
plying a negative potential to the gate as in Fig. 20(a), leads to anaccumulation of holes beneat
the gate insulator. No current can flow between the source and the drain since the mate
between lacks free electrons.

1. This is not true in IC design, because then the substrate mostly is connected to the supply voltage rails. This gives
rise to the body effect, which is a modulation of the so-called threshold voltage, see Sec. 24.8.

VDS 0≥ VDS 0≤

Fig. 19: (a) The “simplest” symbol for an n-type (enhancement-mode) MOS. (b) The structure of an n-type MOS,
where an n-type channel can be created beneath the gate insulator. The width and length of the MOS, W
and L, are two very important parameters.

drain

source

gate

gate in metal-SiO2

drainsource

substrate - lightly p-doped material

W

L

(a)
(b)

nn

x
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When a moderate, positive voltage is applied at the gate the majority holes in the
strate will be pushed away from the region immediately beneath the gate, as in Fig. 20(b)
pletion region is formed. The transistor is now in thedepletion operation region. Still no curren
can flow between the source and the drain.

Now, whenVGS is increased even further, electrons in the n-type drain and sourc

gions will be attracted to the insulator-semiconductor interface region. An n-type material i
shape of a channel has been created, a channel through which electrons can go from the
to the drain, which is illustrated in Fig. 20(c). The transistor can now conduct current in
channel; the transistor is said to be in theinversion operation region.

21.3. Enhancement- and Depletion-Mode MOS (Secs 6.4.1, 6.5.5/page 299)
Except from polarity differences, there exist two different kinds of MOS, namelyenhancement-
anddepletion-mode MOS. In the enhancement-mode transistor there exist no channel atVGS=

0, butVGShas to be raised/(lowered)(1) to, at least, thethresholdvoltageVT
(2) in order for an

efficient channel to be formed. In the depletion-mode MOS, on the other hand, a channe
ready present atVGS= 0, andVGSrather has to be lowered/(raised) in order for the channe

vanish.
Today the enhancement-mode MOS is by far the most common of the two, but g

back 15 years the depletion-mode MOS was as common as the enhancement-mode be
was central to the circuit techniques inside the ICs. A depletion-mode MOS, which has its
and source tied together as one terminal, i.e.VGS= 0, in effect forms a physically small resisto

which has its other terminal in the drain; a resistor that is suitable for integration. For exa
the 8086, the microprocessor of the first PC launched in 1981, was based on a circuit tech
called nMOS. This technique relies on n-type enhancement-mode MOS acting as ele
switches and n-type depletion-mode MOS acting as resistors connecting the switches to th
ply voltage. Thus, the IC companies could use a simple chip process technology, since o
type MOS was used.

1. The ordering indicates type of MOS: n-type/(p-type).
2. VT is negative for p-type MOS.

VGS < 0 V

Fig. 20: Three operation regions depending on gate voltage: (a) Accumulation. (b) Depletion. (c) Inversion.

+ + + + + + + + + + +

VGS > 0

+ + + + + + + + + + +

VGS » 0

+ + + + + + + + + + +

(a) (b)

(c)
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If the mode is not explicitly given in future sections assume enhancement-mode MOS.

21.4. Pinch-Off in the MOS (Secs 6.4.1, 6.5.10)
Suppose we haveVGSso that the transistor is in the inversion operation region and that we

start to increaseVDS. The increasing voltage on the drain will counteract the electric field in

channel in the vicinity of the drain so that at some voltage,VDS(sat), the channel reaches a sta

calledpinch-off which is a kind of saturation. This phenomenon is shown in Fig. 21.

NOTE that the channel, although pinched off cannot completely vanish. Being a region with
carriers, and hence low conductance, the pinched-off section absorbs most of the voltag

in excess ofVDS(sat). Denoting the length of the pinched-off region with∆L, given along-chan-

nel device where , the source-to-pinch-off region of the MOS (L - ∆L) will be essentially
identical in shape and will have the same endpoint voltages for allVDS > VDS(sat). When the

shape of the conductive region and the potential applied across the region do not chan
current through the region must remain invariant.

If we, however, have ashort-channel MOS, where∆L is comparable toL, the same voltage drop

will appear across a shorter channel (L - ∆L) and, as can be noted in Fig. 22,ID
(1) will increase

slightly with increasingVDSeven after saturation. In anID-VDScharacteristic we can summariz

the previous discussion with Fig. 22.

22. Analysis of the Long-Channel n-Type MOS (Secs 6.4, 6.5)

22.1. Band Diagrams and Energy Definitions in n-Type MOS Structures
Theelectronaffinity is the energy difference between the vacuum energy level and the bo
edge of the conduction band; it is denotedχ. Thework function is the difference between th

1. ID is defined as flowing into the drain terminal, i.e. ID = - Ix as x is defined in Fig. 19.

Fig. 21: Pinch-off in an n-type MOS.

VGS - inversion

+ + + + + + + + + + +

drainsource

VDS > VDS(sat)

∆L L«

ID

VDS

Fig. 22: ID-VDS characteristic for an n-type MOS at some VGS leading to inversion. The saturation in ID is due to
pinch-off in the channel.

“Pre-pinch-off”
Pinch-off

Short channel
Long channel
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vacuum energy level and the Fermi level; it is denotedΦ. We can make a few observations th
will make the drawing of energy band diagrams in MOS systems easier: Throughout a
structure1. the vacuum energy level is continuous,2. the work function of the metal is constan
3. the electron affinities of the oxide and the semiconductors are constant, and4., at equilibrium,
the Fermi level is invariant.

In Fig. 23 the assembly of a MOS structure is shown, such that the proportions of energy
are true to reality.NOTE that the Fermi level of the substrate is located below the intrinsic le
i.e. thesubstrate is ofp-type and consequently theMOS is said to be ofn-type.

In (a) the three parts are shown prior to being joined and here we have the follo
values:Φme = 4.10 V in Al, χox = 0.95 V in SiO2 andχse= 4.05 V in Si (χseis slightly larger

than 4 V also in Ge and GaAs).
The subscripts me, ox and se denote metal, oxide and semiconductor, respec

NOTE the use ofitalic and plain text styles, plain style as usual indicates material type.

In Fig. 23(b) the three parts have been joined. We observe some new quantities that will

Fig. 23: (a) Energy levels in a MOS system prior to contact. (b) Energy-band diagram through the MOS structure in
thermal equilibrium after contact. (c) Energy-band diagram through the MOS structure with a p-type sub-
strate at zero gate bias for an n+ polysilicon gate.

Ei

Ev

Ec

qχse

Ev

Ec

Eg ~ 8 eV

Vacuum level

qχox

EF, me

qΦme
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us in defining and analyzing important properties of the MOS structure.
We haveχse' andΦme' which are the modified electron affinity of the semiconduct

and the modified work function of the metal, respectively. They are differing from the ea
definitions in that they are related to theEc level of the insulatorasχse' = χse- χox andΦme' =

Φme - χox.

The potential drop across the oxide at zero applied bias simply is denotedVox0. More-

over, thesurfacepotential for zero applied bias is defined asφs0
(1) and corresponds to the

amount of bending of the semiconductor band diagram(2). Finally, the difference in intrinsic and
extrinsic Fermi level of the semiconductor is given a new name relating to potential, the F

potential,φF
(3).

It should beNOTEd thatΦseis not used after the parts are joined, because this quantity varie

we go deeper and deeper into the substrate. This is due to the definition ofΦseas the difference

between the vacuum and the Fermi levels, which is increasing as we penetrate deeper i
substrate, see Fig. 23(b).

With reference to Fig. 23(b), since the Fermi level is invariant at equilibrium we
now write the following equation for the energy levels in this n-type MOS:

,

where the left side is defined at the metal-oxide interface and the right side, because of th
inition of φs0, is defined at the oxide-semiconductor interface.

This can be rewritten as

,

whereΦms, consequently defined only from the metal-oxide interface to the oxide-semicon

tor interface, is known as themetal-semiconductorwork functiondifference for an n-type MOS.
NOTE thatΦms varies with the doping level of the substrate, becauseφF (for a p-type

substrate) can be written on a similar form as Eq. (13) which stated that

,

namely as

.

Also NOTE thatΦms, which is more easily observed in Fig. 23(a) asΦms= Φme- Φse, is almost

always negative for the combination of Al and Si(4). This is a reason as to why there is energ

1. Be careful not to confuse italic s (surface potential) with plain style se (semiconductor).
2. For an n-type MOS qφs = Ei(bulk) - Ei(surface).
3. For an n-type MOS qφF = Ei - EF.

qΦme' qVox0+ qχse'
Eg

2
------ qφs0– qφF+ +=

Φms Vox0 φs0+( )– Φme' χse'
Eg

2q
------ φF+ + 

 –= =

p0 ni e

Ei EF–( )
kT

----------------------

=

φF
kT
q

------
Na

ni
------ 

 ln=
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band bending already at equilibrium as shown in Fig. 23(b) - however, there may be mor
tors affecting the bending of the energy bands.

Ex. 9: Energy and Potential in the MOS - An Example
Assignment:

Below is a sketch of the energy-band diagram of an n-type Si MOS, i.e. the substrate is
type. The surface potential for zero applied bias is defined asφs0 and corresponds to the amoun

of bending of the semiconductor band diagram - for an n-type MOSqφs= Ei(bulk) - Ei(surface).

Finally, the difference in intrinsic and extrinsic Fermi level of the semiconductor is given a
name relating to potential,φF - for an n-type MOSqφF = Ei - EF.

For the cases given in (a) and (b):

1. draw the energy-band diagram,

2. indicate the MOS transistor type and

3. indicate if the MOS is in the accumulation, the depletion or the inversion operation reg

a)  and  at room temperature.

b)  and  at room temperature.

Solution:

If we go back to Eq. (13) we have

,

which allows us to writeφF as a function of the amount of doping when full ionization is a

sumed

4. An exception should be made for heavily doped n-type substrates; then, if , Φme could become larger
than Φse.

Φse χse→

Fig. E.5: Energy-band diagram through the MOS structure in thermal equilibrium after contact.

Ei

Ev

Ec

EF

qφs = qφs0 qφF

φF

kT q⁄
------------- 12=

φs

kT q⁄
------------- 12=

φF

kT q⁄
------------- 18=

φs

kT q⁄
------------- 36=

p0 ni e

Ei EF–( )
kT

----------------------

=



LINKÖPING UNIVERSITY

Per Larsson-Edefors
Electronic Devices, Dept. of Physics
E-mail: perla@ifm.liu.se

Lecture notes in
TFFY 34 Semiconductor Technology

September 12, 2000
Page 66(119) -- Lecture 8

vel,
.

φs, on the other hand, is a function of the applied bias on the gate.

Case (a):

1. Here we have

,

which is evaluated into

.

Also, simply
φs = φF.

An illustration of the energy bands is given in Fig. E.6(a).

2. φF is positive, i.e. this is an n-type MOS (it has a p-type substrate).

3. At the surface of the substrate, the Fermi level is coinciding with the intrinsic Fermi le
i.e. the MOS is in between depletion and inversion.

Case (b):

1. Here we have

,

that is,

.

Now, simply

i.e.

φF
kT
q

------
Na

ni
------ 

 ln=

φF

kT q⁄
------------- 12=

qφF 12kT 12 0.0259 eV⋅ 0.31 eV 56% of
Eg

2
------= = = =

qφs qφF

qφs

qφF

Fig. E.6: Drawn energy-band diagrams for cases (a) and (b) in the assignment.

(a) (b)

φF

kT q⁄
------------- 18=

qφF 18kT 18 0.0259 eV⋅ 0.47 eV 83% of
Eg

2
------= = = =

φs

kT q⁄
------------- 36=
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An illustration of the energy bands is given in Fig. E.6(b).

2. φF is positive, i.e. this is an n-type MOS (it has a p-type substrate).

3. At the surface of the substrate, the Fermi level is as high above the intrinsic Fermi
as the Fermi level is below the intrinsic level in the bulk, i.e. the MOS has just ent
strong inversion.

qφs 36kT 36 0.0259 eV⋅ 0.93 eV= = =
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22.2. Threshold Voltage in n-Type MOS Structures
In Sec. 21.3 the mentioning of the threshold voltage was quite deliberately a bit vague - a
ficient” channel was formed whenVGS reachedVT.

Formally the threshold voltage is defined as the voltage needed to create a ch
whose surface is as strongly n-type as the substrate, in which the channel is formed, is p
The definition of inversion remember, is when a channel of opposite type to the substrate
ated, however, the channel may be very weak in that few free carriers exist in the channe
requirement for the threshold voltage obviously does not necessarily hold at inversion, the
nel may contain far too few carriers for that. No, we have go a bit further to thestronginversion
operation region.

In terms of surface potential,φs, and Fermi potential,φF, referring to Fig. 23(b), the

MOS is within the weak inversion region when

,

while the strong inversion region is defined as

.

Can we find a value of the threshold voltage for this n-type MOS? Applying a gate voltageVGS

leads to a shift in energy levels from equilibrium such that

.

Since strong inversion occurs whenφs = 2φF we have

, (52)

whereVox, T is the voltage across the oxide at the threshold voltage. In order to findVox, T we

have to analyze the charges per unit area present in the MOS structure:
In the oxide there are almost always unwanted charges present, however advanc

fabrication process is. In the chargeQox we include contributions such as mobile ions (Na+)

which are a result from contamination in the fabrication process and oxide trapped ch

which are due to imperfections in the oxide(1). Also,Qox takes into account charges that are d

to the oxide-semiconductor interface states, i.e. oxide fixed charges and interface trap

es(2). The oxide charge is positive and we simplify the analysis by assuming this charge is s
at the oxide-semiconductor interface.

In the semiconductor on the verge of inversion we only have one region in which t
exist charges, the depletion region. This is based on neglecting the charge in the channel
we can do since the channel is actually just formed (VGS= VT). Letting dr represent the depletion

region, this charge is denotedQdr. Since we are dealing with an n-type MOS, we have a p-ty

substrate, and thereforeQdr will be negative.

1. See Sec. 6.4.3.
2. See Secs 5.7.4 and 6.4.3.

2φF φs φF> >

φs 2φF≥

VGS Vox Vox0–( ) φs φs0–( )+ Vox φs Φms+ += =

VT Vox T, 2φF Φms+ +=
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As an extension, let us derive an expression forQdr, based on the depletion regio

width, which can be written in a way similar to Eq. (48)

,

and consequently, forWdr (Wdr, T) at threshold,

. (53)

At threshold we can write

Now, back on the track for findingVT; the charge in the metal,Qme, which has to compensate

for the difference inQdr andQox (since we don’t want to have a current flowing through th

insulator) is

.

Thus, since the voltage across the oxide can be related to the charge on the metal and to
ide capacitance per unit area as

,

we arrive at

(54)

for an n-type MOS.

In a real MOS transistor the threshold voltage would be tuned by implanting donors or acce
at the surface between oxide and semiconductor. In an n-type MOS, a donor implant wit
face concentration per unit area,Ns, would shiftVT such that

(1).

NOTE that our considerations on threshold voltage are only valid for long and wide MOS
vices. In later sections, non-ideal effects due to smaller feature sizes are introduced.

22.3. The Current-Voltage Relationship for the n-Type MOS
Under the assumption that

1. the current in the channel is entirely due to drift,

1. See Sec. 6.5.5.

Wdr

2εse

q
--------- 1

Na
------ φs=

Wdr, T

4εse

q
--------- 1

Na
------ φF=

Qdr q– Na Wdr, T q– Na

4εse

q
--------- 1

Na
------ φF 4qεse Na φF–= = =

Qme Qdr Qox–=

Vox T,
Qme

Cox
----------=

VT
1

Cox
-------- Qdr Qox–( ) 2φF Φms+ +=

∆VT

qNs

Cox
---------–=
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2. there is no current through the gate oxide,

3. , i.e. the electric field in thex-direction as defined in Fig. 19 is constant,

4. any fixed oxide charge is an equivalent charge density at the oxide-semiconductor
face, and finally,

5. the carrier mobility in the channel is invariant of position.

The assumption in 3 is called the gradual channel approximation and the entire derivatio
its name from that.

The current in the channel can be defined as

and the inversion layer electron charge per unit area as

.

Applying the drift expression now yields

, (55)

whereIx is the current in positionx along the channel andW is the channel width, the result o

integrating overz.

We will now find an expression forQn: The use of Gauss’ law helps us to formulate an expr

sion for charges in the oxide-semiconductor interface. We have

for the closed surfaceS. Qtot is the total charge enclosed by the surface whileEnormal is theout-
ward directed normal component of the electric field crossing the surface. Consider Fig.
which the surfaceS is defined in the MOS structure. There is noz-component of the electric
field so the end surfaces in thex-y plane do not contribute to the integral overS. Since the elec-
tric field in thex-direction is constant,Ex into the surface from the left andEx out from the sur-

face to the right cancel each other. So, only they-direction is left and here we quickly observ
that the bottom of the surface is inside the neutral substrate leaving only the top of the s
for the Gauss integral. Then we have

.

Moreover the enclosed charge is

y∂
∂E

x∂
∂E»

I x Jx zd yd
z∫y∫=

Qn qn y( ) yd
y∫–=

I x WµnQnEx–=

Fig. 24: Performing charge analysis in the channel based on Gauss’ law.

Channel,Qn

Neutral insulator

Oxide charge,Qox
Depletion region,Qdr

Neutral substrate S

Eox

εEnormal dS
S∫° Qtot=

εEnormal dS
S∫° εoxEoxW dx–=
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on

ip:
,

which together with the integral gives

. (56)

This looks fine, however we don’t knowEox. But this field should be possible to solve based

the voltage across the oxide and the oxide thickness,tox, by

Here we have assumed thatQox is sitting at the oxide-semiconductor interface.

In Eq. (52) we formulated an expression for the threshold voltage. UsingVx as the po-

tential in the channel at a pointx along the channel length, we can derive a similar relationsh

,

which leads to

.

The left hand side of Eq. (56) can now be evaluated as

and consequently Eq. (56) becomes

.

Reorganizing for isolatingQn (for use in Eq. (55)) leads to

,

whereQdr is negative. With the aid of Eq. (54)(1) we have

.

So, we now have solved forQn. From Eq. (24) we also know that the electric field

and we can consequently write Eq. (55) as

1. A simplification done here is to assume that Qdr is constant, which is not true as the width of the depletion region
varies with x-position in the channel when VDS > 0.

Qtot Qox Qn Qdr+ +( )W dx=

εoxEox– Qox Qn Qdr+ +=

Eox

Vox

tox
--------=

VGS Vx– Vox 2φF Φms+ +=

Vox VGS Vx– 2φF Φms+( )–=

εoxEox– εox–
Vox

tox
--------

εox

tox
-------– VGS Vx– 2φF Φms+( )–[ ]= =

εox

tox
-------– VGS Vx– 2φF Φms+( )–[ ] Qox Qn Qdr+ +=

Qn Cox– VGS Vx– 2φF Φms
1

Cox
-------- Qox Qdr+( )–+–

 
 
 

=

Qn Cox– VGS Vx– VT–( )=

Ex xd

dVx–=
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We can now integrate this equation over the length of the channel

,

where, at the drain,Vx(L) = VDS and, at the source,Vx(0) = 0 V which yields

. (57)

This description of the drain current, defined as going from the drain to the source, is val
and , thenon-saturation orlinear region. When the MOS has

reached pinch-off however, the drain current becomes saturated and then remains essent
same. The peak inID occurs at

and thus

.

The drain current for , thesaturation region, can therefore be written as

. (58)

NOTE that the above equations forID not only hold for n-type enhancement-mode MOS but a

for n-type depletion-mode MOS whereVT is negative.

Ex. 10: The MOS as a Resistance - An Example
Assignment:

A 5-µm wide, 1-µm long MOS for which the gate-oxide thickness is 80 nm (SiO2), and the

channel mobilityµn = 600 cm2/Vs is to be used as a voltage-controlled resistor.

1. Calculate the free-electron density in the channel that is required for the MOS to pr
a resistance of 2.5 kΩ between the source and the drain at low values ofVDS.

2. Calculate the gate voltage in excess of the threshold voltage needed to produce the d
resistance under the conditions in (a).

Solution:

The resistance of the channel,Rds, is related to the output conductance,gds, as

.

We are obviously in the linear region, asVDS is small. Thus,

I x WµnQnEx– WµnCox VGS Vx– VT–( )
xd

dVx–= =

I x

0

L

∫ dx WµnCox VGS VT–( ) Vx–[ ]
Vx 0( )

Vx L( )

∫ dVx–=

I D I x–
W
L
-----

µnCox

2
--------------- 2 VGS VT–( )VDS VDS

2
–[ ]= =

VGS VT≥ 0 VDS VDS sat( )≤ ≤

VDS VGS VT–=

VDS sat( ) VGS VT–=

VDS VDS sat( )>

I D
W
L
-----

µnCox

2
--------------- VGS VT–( )2

=

1
Rds
-------- gds VDSd

dID= =
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which can be written as

.

SinceVDS is small, we simplify the expression above, by usingVDS = 0, further into

.

As in the derivation of the square-law theory, the charge in the channel,Qn, is represented by

the capacitance and the voltage, such that

.

In problem 1 we are seeking , which simply can be found by the use of

or rather

.

Then we get

 cm-2.

In problem 2 we look for , which now can be extracted from

,

where

.

With εr = 3.9 for SiO2, we haveεox = 3.45×10-13 F/cm andtox = 80×10-9 m = 80×10-7 cm, and

thus

 = 3.09 V.

gds VDSd
d W

L
-----

µnCox

2
--------------- 2 VGS VT–( )VDS VDS

2
–[ ]

 
 
 

=

gds
W
L
-----

µnCox

2
--------------- 2 VGS VT–( ) 2VDS–[ ]=

gds
W
L
----- µnCox VGS VT–( )=

Qn Cox VGS VT–( )–=

Qn

q–
------

W
L
-----– µn 

  Qn
1

Rds
--------=

Qn
L

WµnRds
--------------------–=

Qn

q–
------ L

WqµnRds
----------------------- 1

5 1.6
19–×10 600 2500⋅ ⋅ ⋅

------------------------------------------------------------- 8.32
11×10= = =

VGS VT–

VGS VT–
Qn

C– ox
------------=

Cox

εox

tox
-------=

VGS VT–
L tox

WεoxµnRds
----------------------------=
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23. Performance of the MOS

23.1. The Transconductance of the MOS
We will now derive an expression forgm, thetransconductance for the MOS. The transcondu

ance for the MOS is defined as

.

UsingID according to Eq. (57) and Eq. (58) yields

 in the non-saturation region,

and

 in the saturation region. (59

Obviously, the transconductance increases linearly withVDS but is independent ofVGS in the

non-saturation region. In the saturation region on the other hand, the transconductance is
function ofVGSand independent ofVDS. NOTE that these quantities are valid in long-chann

MOS only.

23.2. Frequency Limitations and the Cut-Off Frequency of the MOS
There are two basic frequency-limiting factors in the MOS. The first factor is the channel tr
time. If we have carriers travelling at their saturation drift velocity,vsat, then the transit time is

.

Assume reasonable values such asvsat= 107 cm/s andL = 1µm; thenτt = 10 ps, which translates

into a maximum frequency of 100 GHz. This is much larger than the typical frequency resp
of a MOS.

gm VGSd

dID=

gm
W
L
----- µnCox VDS=

gm
W
L
----- µnCox VGS VT–( )=

Fig. 25: Inherent resistances and capacitances in the n-type MOS.

Cgsp Cgs Cgd Cgdp

rdrs

GateSource Drain

Substrate

τt
L

vsat
--------=
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No, the transit time is not the limiting factor, but rather the capacitances present i
MOS structure are. In Fig. 25 there is a sketch on what parameters could show up in the
structure - this sketch is not fully complete, but is adapted to our purposes.CgsandCgd denote

the capacitances which are due to the interactions between charges at the gate and the
and charges at the gate and the drain, respectively. Likewise,CgspandCgdpare symbols for the

parasiticcapacitances that are due to the physical overlap between, on one hand, the ga
on the other hand, the source and the drain, respectively. Associated with the source a
drain terminals, we also have to take into account the resistancesrs andrd, respectively.

A high-frequency small-signal equivalent circuit of a MOS, based on Fig. 25, is shown in
26. The parametersCgstandCgdt are the total gate-to-source and gate-to-drain capacitances

spectively. As a high frequency is assumed,rs andrd are neglected, but insteadRL, the load re-

sistance, is included.
In this equivalent circuit we have at the input gate node

and at the output drain node, summing all outward currents,

.

Vds can be eliminated from theIi equation by inserting the equation above solved forVds. The

result is

.

Normally, is much less than unity; therefore we may neglect the ( ) term

the denominator. Thus, we can simplifyIi into

and this is a very important expression because it clearly shows us that the gate-to-drain
itance can become a significant factor in the input impedance since it is multiplied by
transconductance, thetransistor gain. Usually, the expression forIi is written as

,

I i jω Cgst Vgs jω Cgdt Vgs Vds–( )+=

Vds

RL
-------- gmVgs jω Cgdt Vds Vgs–( )+ + 0=

I i jω Cgst Cgdt

1 gmRL+

1 jωRLCgdt+
---------------------------------- 

 + Vgs=

Fig. 26: A high-frequency small-signal equivalent circuit of a common-source n-type MOS.

DrainGate

Source

gm VgsCgst

RLCgdtVgs

+

-

Vds

+

-

Ii Id

ωRLCgdt jωRLCgdt

I i jω Cgst Cgdt 1 gmRL+( )+[ ]Vgs=

I i jω Cgst CM+( )Vgs=
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whereCM is theMiller capacitance. In Fig. 27 the inclusion of a Miller capacitance is illustrat

Let us consider a MOS operating in the saturation region: Then we have pinch-off close
drain and consequentlyCgd is essentially zero. However,Cgdpwill be constant and independen

of applied voltages as it is due to the physical geometry of the device. So even thoughCgdpmay

be insignificant itself, as it effectively acts as a capacitance many times larger due to the g
has a serious effect on performance.

Remaining in the saturation region, we will now derive an expression for thecut-off frequency,
fT, a most useful figure of merit. The cut-off frequency is defined as the frequency, wher

current gain of the device, having zero load impedance, has fallen to unity. However, in the
of the MOS, cut-off frequency will rely on an ideal MOS and therefore the applicability so
what limited.

In Fig. 27 we have already definedIi so we also need to have an expression forId to be

able to calculatefT. This is however simple because the ideal drain current is

.

Thus, the magnitude of the current gain is

and the cut-off frequency hence can be defined as

.

In the ideal MOS, the parasitic capacitances are zero since there are no overlaps betw
gate and either of the source and the drain. Even if the MOS was not ideal, sinceRL is zero, ac-

cording to the definition of cut-off frequency as having zero load impedance,Cgdpwould have

had a limited influence, in fact it is usually smaller thanCgs. Furthermore,Cgdwill be essential-

ly zero as the MOS is biased in the saturation region, so from Fig. 25 onlyCgswill remain and

this capacitance is roughly equal toCox W L.

In Eq. (59) we derived an expression forgm in saturation,

.

At last, we can now write an elegant function to describefT:

Fig. 27: Modified equivalent circuit with Miller capacitance.

DrainGate

Source

gm VgsCgst

RLVgs

+

-

Vds

+

-

Ii Id

CM

I d gmVgs=

I d

I i
----

gm

2πf Cgst CM+( )
-----------------------------------------=

f T

gm

2π Cgst CM+( )
--------------------------------------=

gm
W
L
----- µnCox VGS VT–( )=
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at
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ading
.

Despite we had to sacrifice some accuracy(1) to achieve this expression, there is one thing th
now is well illustrated; the dependence of the channel length on the cut-off frequency. As
devices are continuously scaled down in dimensions the cut-off frequency is increasing, le
to ever faster electronics in the future.

1. Mainly the contribution from parasitic capacitances will greatly reduce the practical fT.

f T

W
L
----- µnCox VGS VT–( )

2π Cox W L( )
-----------------------------------------------------

µn VGS VT–( )

2π L
2

------------------------------------= =
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24. Non-Ideal Effects in the MOS (Sec. 6.5)
A significant number of general non-ideal effects will be reviewed in the following.

24.1. The Bulk-Charge Theory
In Sec. 22.3 a vital assumption for the derivation was thatQn was constant. This is obviously

not true as the channel is not constant in size but depends on the applied voltages. If care
en, a varyingQn leads to an expression such as the one that describes e.g. the non-satu

region:

,

where

andWdr,T is given by Eq. (53). In contrast to the following sections on the non-ideal effects

mathematical expressions here are not central to the course, but serve only the purpose
plete the picture for those who are interested.

Na denotes the doping density of the substrate (or the bulk), and the use of this qu

is in fact the only reason for showing these complicated expressions: When the subst
lightly doped the ordinary drain current equation in Eq. (57), the square-law theory works
but when the substrate is increasingly doped the expressions above, the so-calledbulk-charge
theory has to be used. AsNa is increased the drain current according to the bulk-charge the

is lower than for the square-law theory.

24.2. Subthreshold Operation (Sec. 6.5.7)

The ideal current-voltage relationships in Eq. (57) and Eq. (58) are not valid for

the so-calledsubthresholdregion. They predict that there can be no current transport in the M
for , which is wrong. The reason for the subthreshold current to appear is quite

ple: The MOS is experiencing weak inversion for

and when this is fulfilled there exists a channel beneath the oxide interface, a tiny chann
can conduct current although .

In the subthreshold region, the conduction mechanism is not primarily based on
but rather on diffusion. This is due to the potential barrier that exists between the source a
channel; at weak inversion only some of the electrons inside the source of an n-type MOS
enough energy to diffuse across the barrier, while at strong inversion the barrier is so sma

the exponential dependence is lost(1). A current-voltage expression at subthreshold operati

1. At strong inversion, the junction between the source and the channel is more like an ohmic contact, about which
you can read in Sec. 5.7.3.

I D
W
L
-----

µnCox

2
--------------- 2 VGS VT–( )VDS VDS

2
– η–[ ]=

η 8
3
---

qNa Wdr, T

Cox
--------------------------- φF 1

VDS

2φF
----------+ 

  3 2⁄
1

3VDS

4φF
-------------+ 

 –=

0 VGS VT< <

VGS VT<

2φF φs φF> >

VGS VT<
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can be written roughly as

,

and here weNOTE that if VDS is just somewhat larger than , the subthreshold curren

independent ofVDS.

In the research field of digital electronics the issue of currents in the subthresho
gion is important, as digital circuits based on MOS transistors rely on having transistors e
conducting (ON-switch) or isolating (OFF-switch). If the subthreshold region is considere
MOS transistors are no more perfect switches, since e.g. still can cause an n

MOS to conduct current. Leakage currents will appear in switched-OFFMOS and so-called dy-
namic circuits, which are based on charge storage on capacitances, will have their operat
verely degraded.

24.3. Channel-Length Modulation (Sec. 6.5.10)
In Fig. 21 the saturation current as a function ofVDSwas shown. When a long channel was a

sumed the MOS exhibited a constantID after pinch-off despiteVDS continued to increase, bu

for the short channelID increased with increasingVDS after pinch-off as well. The variation in

effective channel length is often referred to aschannel-lengthmodulation. To account for the
dependence onVDS during saturation a channel-length modulation factor,λ, usually is em-

ployed, such that

.

24.4. Surface Scattering (Sec. 6.5.3)
The mobility in the channel of a MOS is reduced due to an effect calledsurfacescattering or
sometimes, in circuit-related texts,mobility degradation. As carrier motion in a MOS take
place in a surface inversion layer, the gate-induced electric field inthe vertical direction acts
so as to accelerate the carriers toward the surface. But when approaching the surface, th
ers are repelled by localized coulombic forces in the semiconductor surface. If fixed o
charges are present at the oxide-semiconductor interface the mobility is reduced even f

There are several different models to describe the mobility degradation with resp
the vertical electric field. The most popular model is the following:

,

whereEy is the actual vertical field, whereasEy0 andν are two parameters obtained empiricall

24.5. Velocity Saturation (Secs 6.5.3, 6.5.4)
The mobility can be reduced for another reason than the one given in Sec. 24.4. As wa
cussed in Sec. 7.4, large electric fieldsalong the channelcan cause a reduction in the mobility
since the carriers cannot absorb much more energy when reaching a certain kinetic ener
ready in that discussion, it was revealed that the hot-carrier effect is a problem in today’s

I D e

qVGS

kT
------------

1 e

qVDS

kT
------------–

–
 
 
 

∝

kT q⁄

VGS VT<

I D
W
L
-----

µnCox

2
--------------- VGS VT–( )2

1 λVDS+( )=

µeff

µ0

1
Ey

Ey0
--------+ 

  ν--------------------------=
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Sec. 24.4 describes the phenomenon usually called mobility degradation (at circu

el). We must distinguish between the two different effects that degrade mobility(1), thus, the
name chosen for the hot-carrier effect at circuit level is usuallyvelocity saturation.

Among all of the non-ideal effects that are discussed in this section, velocity saturation an
threshold conduction are the most important ones. Velocity saturation has a very domina
fect on theI-V characteristics of modern-day devices. In fact Eq. (58), which was derived
long-channel saturated case, can be shown to far from accurately describe short-channe
es, i.e. MOS withL < 1 µm. Thus, now we will derive an expression forID in an n-type MOS

in the presence of velocity saturation:
The electron saturation velocity,vsn, relates to the critical electric field as

.

Once the electric field at the drain side of the channel, where the field is the highest, ex
Esn, the electron velocity saturates. Based on Eq. (55), where essentially the following is

,

the field at the drain side of the channel can be described as

.

Now assuming that velocity saturation is manifest at the drain, i.e.Ex(drain) =Esn, VDS= VSAT

andID = ISAT, we get

.

In Sec. 22.3, we derived an expression for the charge,Qn(Vx). Looking at absolute values we

have

,

which allows us to evaluateEsn

.

We would like to expressISATas a function of known parameters, but sinceVSATalso is an un-

known we need a second equation linkingISATandVSAT. For this purpose we use Eq. (57

which is the current-voltage relation in the linear region and which should hold on the lim
saturation:

1. To be fair, only surface scattering is directly influencing the mobility. The hot-carrier effect goes beyond the simple
notion of mobility.

Esn

vsn

µn
-------≈

I x WµnQnEx=

Ex drain( )
I D

WµnQn VDS( )
----------------------------------=

Esn

I SAT

WµnQn VSAT( )
------------------------------------=

Qn Cox VGS Vx– VT–( )=

Esn

I SAT

WµnCox VGS VT VSAT––( )
--------------------------------------------------------------------=
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nd thus
vices.
,

.

Solving the two above equations, which is quite tiresome, gives us an expression forISAT:

. (60)

This should be compared to Eq. (58), which is theI-V equation for the saturated MOS(1),

.

An analysis of theISAT expression, with the form ofID, would be something like

,

that is, under velocity saturation the dependence onVGS is significantly weakened.

24.6. Source and Drain Series Resistances
In short-channel devices the channel resistance is smaller than in long-channel devices, a
the relative impact of resistance in source and drain regions is larger in short-channel de
If we letVGSandVDSdenote the internal voltages, whereasVgsandVdsare the external voltages

we can define a MOS according to Fig. 28.

Now we can define

, (61)

and

.

Substituting Eq. (61) into Eq. (60) yields the following:

1. Don’t mix “saturation” and “saturation”: Saturation in Eq. (58) implies only pinch-off, whereas saturation recently
has been used to denote velocity saturation. However, they are related: Velocity saturation happens when the drain
bias is too high, and that happens when the transistor is in saturation mode!

I D VDS VSAT→( ) I SAT
W
L
-----

µnCox

2
--------------- 2 VGS VT–( )VSAT VSAT

2
–[ ]= =

I SAT

W
L
----- µnCox VGS VT–( )2

1 1
VGS VT–

Esn L⋅
----------------------- 

  2
++

-------------------------------------------------------=

I D
W
L
-----

µnCox

2
--------------- VGS VT–( )2

=

I D VGS VT–( )∝

Fig. 28: Equivalent circuit of MOSFET with parasitic source and drain resistances. VDS is the internal voltage across
drain and source (at the border of the dashed box).

Drain

Gate

Source

Vgs

Vds

Rs Rd

Vds = Id Rs + VDS + Id Rd

VGS Vgs I d Rs⋅–=

VDS Vgs I d Rs Rd+( )⋅–=
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where
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24.7. Threshold Voltage Variation - the Hot-Carrier Effect Revisited (Sec. 6.5.9)
Another result from carriers travelling at high velocities, is that they might leave the semi
ductor and tunnel into the insulator, creating fixed charges in the insulator as well as inte
states between the semiconductor and the insulator. This effect is referred to as thehot-carrier
chargingeffect. This causes a change in threshold voltage; typically electrons as carrie
creaseVT in n-type MOS. Since this process is continuously going on, the device perform

is degraded over time.
If showing up unexpectedly, the process of the hot-carrier charging effect is cert

devastating. However, the same mechanism is the key of function for programmable techn
based on different sorts of EPROM. To program such ROMs, it is required to “heat up” the
riers so that they tunnel into the gate oxide, in which certain floating volumes of conducting
terial accept the carriers. The extra charge in the oxide turns on the corresponding d
Erasing of each memory device is done by energizing the carriers of the floating gates,
by optical excitation (UV-light) or electric energy, such that they acquire energy enoug

leave the floating gate(1).

24.8. Threshold Voltage Variation - the Body Effect(2) (Sec. 6.5.6)
In all of our analyses so far, the substrate has been connected to the source potential. In p
MOS transistors inside a chip are often having their substrates tied to the supply voltagesVDD
for the p-type and ground for the n-type MOS). Stacking several transistors in a series co
tion will then lead to a difference in source and substrate potential,VSB, for those transistors far

away from the supply voltage rail, see Fig. 29(a). The appearance of aVSB> 0 gives rise to the

so-calledbody effect, which affectsVT in an n-type MOS such that

,

where .Na andφF are as usual the substrate doping a

the differenceEi - EF in the substrate, respectively. In summary, the change inVT is positive for

an n-type MOS.

We would not analyze the body effect unless it was of any practical interest. In the first exa

1. Read more on this in the main textbook on pages 470-473.
2. Body, bulk or substrate are all used interchangeably.
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where a stack of MOS at some conditions gave a bias voltage on the source of the top
MOS, the impact of the body effect was limited. The effect is much more commonplace
important in a structure, which is a key circuit for low-power bus designs.

In Fig. 29(b) a source-follower(1) in CMOS is shown. Since power consumption o
CMOS today mostly depends on the size of voltage swing and nodal capacitance, the pow
ings can be large when applying a local reduction of swing where it really counts, e.g. on
with lots of capacitance. Without considering how the input signals are organized, here we
ply view the source-follower as a driver of a long bus, such that the high logic level isVDD-VT,

instead ofVDD
(2). To get a feeling for how serious the body effect might be here, in the 0

µm chip manufacturing process that currently is used in the research at Electronic devic

haveVSB(max) =VDD-VT ≈ 3.3-0.8≈ 2.5 V, which gives a∆VT(max) of around 0.4 V(3). That

is, the threshold voltage can vary as much as 50%, depending on source potential.

24.9. Threshold Voltage Variation - the Short-Channel Effect (Sec. 6.5.11)
As the channel length is getting shorter and shorter, the depletion regions around the sou
the drain will become comparable in size with that of the depletion region beneath the gate
is important, since we have assumed in the derivation of theID-VDSrelationships that the spac

charge in the channel is controlled by the gate voltage only. According to Fig. 30(a), in s
channel devices the space charge density beneath the gate can also be a function of the p
on the other two terminals.

Now, theshort-channeleffect, this discrepancy from the ideal case, can be accoun
for by making a modification toVT. A derivation of∆VT = -

yields

,

whererj is the depth of the source and the drain junctions.NOTE thatVT is reduced with smaller

1. Source-follower: the source (from which majority carriers are emitted) follows the output signal.
2. Why an n-type MOS only can pull the voltage up to VDD-VT on the output is explained in Sec. 34.1.
3. Now, finding ∆VT would call for an iteration, as ∆VT = 0.4 V indicates that VT no longer is 0.8 V but 1.2 V.

Fig. 29: CMOS structures, see Sec. 34. (a) Stacking of n-type MOS transistors, yielding VSB > 0 for top n-type tran-
sistors. (b) Source-follower structure for low-swing buses. The transistor at the top has its source tied to the
output, which means that VSB can vary between 0 to VDD-VT V.
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The quantityrj represents a kind of radius, which stems from the assumption tha

lateral junction distance under the gate is equal to the vertical junction depth. This is a s

fication that is more valid for diffused junctions rather than for ion implanted junctions(1).

A second assumption made is that the depletion region width is the same everywhere,Wdr, T,

which is not quite true. If a drain voltage is applied, the depletion region at the drain side wi
which makes the threshold voltage a function of drain voltage as well; this is sometimes c
drain-induced barrier lowering (DIBL).

24.10. Threshold Voltage Variation - the Narrow-Channel Effect (Sec. 6.5.11)
Quite confusing, also thenarrow-channeleffect is important to the derivation ofVT. In contrast

to a short channel, whereL is small, in a narrow channelW is small.
The narrow-channel effect is due to the influence of the two depletion regions w

are always present outside the edges of the gate in thez-direction, as shown in Fig. 30(b). Fo
largeW these regions are not of importance, but as the width decreases the threshold v
will start to increase at some point, due to the narrow-channel effect.

24.11. Breakdown in the MOS
If the drain voltage increases significantly, a short-channel MOS may approach a p
through effect similar to what was discussed in Sec. 17.1 for the p-n junction. Whenpunch-
through is reached, the drain-to-substrate depletion region extends completely across th
nel region to the source-to-substrate depletion region. Then the potential barrier betwe
source and the drain is fully eliminated and a very large drain current would exist.

Punch-through is not the only breakdown that can happen. Prior to a punch-through con
is reached, the drain voltage can be so high that the reverse-biased diode (constituted
drain-substrate depletion region) may start to avalanche. The current brought into the su
from this diode continues to the substrate (body) contact, where it is drained out. Since th

1. The actual fabrication techniques will be discussed in a later chapter.

Fig. 30: (a) A sketch illustrating short-channel considerations in a MOS. (b) A top-view sketch of a MOS illustrating
considerations of a narrow-channel MOS.
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Fig. 31: Parasitic bipolar action in an n-type MOS.
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strate has a certain resistance there will be a certain voltage drop between the source reg
the substrate contact. When the current from the avalanche process has reached a cert
there is a drop of say 0.6 V, which now turns on the diode between the substrate and the
regions. This diode is in forward-bias and therefore the parasitic bipolar transistor in Fig
which always is present in the MOS structure, will start to conduct current.

There is a third type of breakdown that can take place in the MOS,oxidebreakdown. When the

electric field across SiO2 becomes around 6×106 V/cm breakdown occurs, and this time th

breakdown isirreversible andcatastrophic. Since a safety margin of three is used for the oxi
breakdown in MOS integrated circuit processes, we can sketch on the maximum supply v
for a particular oxide thickness. Say that the thin oxide thickness is 500 Å, which is reason
then we have

.

Indeed oxide breakdown is one of the determining factors for the supply voltage in a mo
chip.

VDD max,
1
3
--- 6

6×10 500
8–×10⋅ ⋅ 10 V= =
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25. Bipolar Transistors - a First Encounter (Sec. 7)
The bipolar transistor has three separately doped regions and two p-n junctions, suffic
close together so that interactions can take place between the junctions. Much of the the
the p-n junction in the previous sections can be used in the analysis of the bipolar transi

25.1. Background
Already in 1874 the metal-semiconductor contact was known due to the work by Braun.
knowledge evolved into so-calledpoint-contactdiodes, where a metallic whisker touched
semiconductor surface. In 1906 a silicon-based point-contact diode was taken out as a
By 1935, selenium rectifiers and silicon point-contact diodes were available for use as rad
tectors. With the development of the advanced radar at MIT, the need for detector diode
mixers increased and during this time methods of achieving high-purity silicon and germa
were developed.

Doping of semiconductors was a known method to enhance conductivity since th
of the 1930s and subsequent progress had been made in the design of the point-contact
History has it, that the bipolar transistor was invented when two such diodes were put tog
in 1947. On the day before Christmas Eve 1947 two proud researchers at the Bell telepho
oratories showed the world, embodied in a couple of Bell managers, the first ever solid
transistor in operation, a primitive kind of bipolar transistor that was called point-contact
sistor or type A transistor. In fact, this transistor was accidently discovered during resear
field-effect transistors. A fantastic achievement the invention (or discovery) of the bipolar
sistor was, and its impact on our lives has been more than tremendous.

It is worth noting that the p-n junction diode replaced the point-contact structure in
1950s probably much due to the advancements in the design of BJTs.

The function of the bipolar transistor was so difficult to comprehend it was not until consi
able time after the invention it was fully understood. The key problem was to understand
the injection of minority carriers was the fundament of the function - anyone heard of min
carriers? The bipolar transistor, and the struggle to understand it, should be compared
field-effect transistor whose function was, by and large, already described in 1925, how
due to fabrication problems it was not possible to create such a transistor in practice un
60s and by then advanced types of the bipolar transistor had becomethe transistor.

Fig. 32: An npn bipolar transistor.
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The three inventors of the bipolar transistor, William Shockley, John Bardeen
American physicist born 1908, and Walter Brattain, an American physicist born 1902,
honored with the Nobel Prize for Physics in 1956. In retrospect, it seems Shockley was t
genious driving force, while Bardeen provided mathematical excellence and Brattain wa
practical wizard, when they did their pioneering work at Bell laboratories.

In 1949 Shockley presented a prototype transistor in a Bell journal, this was the first conce
of the modern bipolarjunction transistor. The prototype had abrupt junctions and constant
doping, such as the transistor shown in Fig. 32, which is not the case in modern BJTs. Th
ticular material configuration in Fig. 32 is said to be an npn-type bipolar transistor.NOTE that
by definition always the currents at the three terminals are flowinginto the device and that the
cross-sectional areaA, as usual, is assumed to be uniform throughout the device.

25.2. A Sketch on the Current through the npn Bipolar Transistor (Sec. 7.7.6)
Under all bias conditions there will be very few holes flowing between the two p-n junction
any direction, since the hole flow from either n-type region into the p-type base is very s
Thus, in the base region we can write

and

.

Thus, using Einstein’s relationship again yields

,

which can be rearranged as

.

The law of the junction in Eq. (41) allows us to describe a carrier product in terms of the ap
bias,VA:

.

Integrating over the base, which is assumed to have constant dopingNaB over the entire non-

depleted widthWB, yields

. (62)
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where we also have assumed a constantDn over the entire base, which is a nice but not qu

true simplification. The factor in the denominator represents the total doping o

base layer, and it is so important that it has its own name, the Gummel number.

We have now described the electron current flowing between the emitter and the coll
Apart from its usefulness in Sec. 27.2, this expression is interesting from several other v

1. Obviously a short base leads to a high current. Thus, in practical situations the base
ways minimized in width.

2. It is also obvious that if both junctions are reverse biased no current will flow. If, on
other hand, eitherVBE or VBC is positive and greater than ,Jn, x will be a sensitive

function of the most positive voltage. The value of (the thermal voltage) at ro
temperature is 0.0259 V, which means that for an increase of 0.0259 V on the applied
age, the change of current will be around 2.72. How’s that for an exponential devic

25.3. Modes of Operation
In contrast to the p-n diode, since more than one current and one voltage are involved in t
eration of the BJT, the device characteristics are inherently multidimensional. For the de
tion to be tractable it is necessary to focus on the currents, voltages and polarities of pr
interest in a particular application. This is accomplished by specifying the basic circuit co
uration in which the device is connected and the biasing or operational mode. With refere
the npn transistor in Fig. 33, we can differentiate between four different modes of opera
active mode (or forward active mode),saturation mode,cut-off mode andinverted mode (or in-
verted active mode).

The active mode is the most common biasing arrangement, it is widely used in d
ent kinds of amplifiers. The saturation and cut-off modes are exploited in digital circuits
since the bipolar digital technologies are less used today than during the 70s, the 80s, and
mention the 90s, I consider them to be of significantly less interest than the active mode.

there is a big difference in doping of collector and emitter in a real device, the active and in
ed modes are far from identical in behavior. Moreover, because the transistor at manufac
is optimized with respect to the active mode, the inverted mode is almost only of academ
terest.

26. Function of the Bipolar Transistor

26.1. Current Transport in the Active-Mode Scenario (Sec. 7.1)
The amplification behavior in the active mode is fairly simple to understand if the p-n d

NaB WB

kT q⁄
kT q⁄

Fig. 33: An npn bipolar transistor in the four different modes of operation. (a) Active mode, where the base-emitter
junction is forward biased and the base-collector junction is reverse biased. (b) Saturation, where both junc-
tions are forward-biased. (c) Cut-off, where both junctions are reverse biased. (d) Inverted mode, where the
base-emitter junction is reverse biased and the base-collector junction is forward biased.
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function was fully understood. We remember that when the p-n diode was reverse biased,
any current could flow from n to p because there were very few minority carriers present
edges of the depletion region. If there was a way to insert, for example, excess electrons

p-side of the depletion region these would be pulled by the electric field into the n-side an
electron current would flow.NOTE that the insertion of minority carriers on only one of th
sides of the p-n diode implies that the current consists (primarily) only of either holes or
trons,not both.

Now, minority-carrier injectionis accomplished in the npn bipolar transistor. Here o
of the p-n junctions (the base-emitter junction) in the forward-biased case supplies a curr
electrons into the p-type base where they become minority carriers. The flow of minority c
ers across the base is due to the large gradient in the minority carrier concentration, i.e.
sion, which is due to the reverse-biased base-collector junction and the narrow base widt
reverse bias across the base-collector junction finally pulls the minority carriers into the co
tor by virtue of the drift mechanism. The process is summarized in Fig. 34.

The p-type base is as narrow as possible in order to minimize the recombination
base and maximize the electron current as shown in Eq. (62). Also, to reduce the hole dif

current from base to emitter(1), the emitter is heavily doped in comparison to the base. Thi
important to remember!

Let us have a pause and notice the following: In an npn transistor we have a current prim
composed of electrons. In a pnp transistor the current is primarily carried by holes. This d
ence has great impact on the performance; since the mobility and the diffusion constant fo
trons are higher than for holes, the npn-type BJT is superior to the pnp-type in terms of 

Obviously, we have currents in the emitter and collector terminals, but what about the bas
rent, what is that? Up until now, we have used the base terminal as a convenient referen
bias voltages, but this terminal is important in another way. When operated in the active
the biases lead to an electron transport from emitter to collector, whereby the electrons tr
the base region. During the traversal some electrons are lost due to recombination. The
ones are not many as the region is usually much more narrow than the diffusion length, b

1. It is a bit difficult to motivate this requirement at this point - take my word for it, it leads to higher so-called current
gain.

Fig. 34: Minority-carrier injection in a reverse-biased base-collector junction.
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recombination process tiny as it is will nevertheless affect the space charge neutrality con
Holes will disappear, after recombining with a few of the travelling electrons, and this has
compensated for by a hole current into the base that replenishes the lost holes. Thus, a
into the base is necessary, a current which is markedIRB in Fig. 35.

It is important also to recognize the impact on base current of several other processes:
First and foremost, since the base-emitter junction is forward biased, not only elec

will diffuse from the n-type emitter into the p-type base, but also some holes will diffuse in
opposite direction. This hole current, which is denotedIpE in Fig. 35, has to be compensated fo

by an increase in base current.In fact, in modern-day devicesI pE is larger than IRB. Increas-

ing both emitter and base current with a constant, leads to a reduction in the ratio between
ter and base current which is the same as a reduction in current gain - an important perfor
parameter in BJTs. This ratio was maximized by using a heavily doped emitter and a li
doped base.

Secondly, we have the currentIp0 which is due to the reverse-biased base-collec

junction. By the injection of minority carriers to the p-type base it is possible to increase
electron flow from base to collector, but the hole current in the opposite direction has
changed at all. The reverse saturation current stems from Eq. (49)

.

What happens in the reverse-biased junction between base and collector is that the base
diode causes an increase in , while is left untouched. However small

the reverse saturation current due to holes drifting from the n-type collector, after being
mally generated inside the collector, into the p-type base reduces the base current that is
for compensating the holes recombining with travelling electrons. (Of course, electrons to
drifting across the reverse-biased junction, from the base to the collector. This has, howev
relation to our discussion as the electrons are majority carriers in the base.)

For the third, we should pay attention to something that happens in the two depl
regions. In Sec. 16.1 and Sec. 16.2 we saw that in the depletion region in a reverse- and fo
biased junction there is a process of generation and recombination, respectively, going o
means that in the active mode, electron-hole pairs are generated in the base-collector ju
while electron and holes are recombining in the base-emitter junction. Thus, there will exis
rentsIG andIR caused by these R-G processes, the first reduces the base current while the

increases it.

Fig. 35: Current components in an npn bipolar transistor operating in the active mode.
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27. Equivalent Circuit Models and BJT Performance

27.1. Amplification Performance Parameters of Bipolar Transistors (Sec. 7.2)
The mathematics introduced up until was included for the reason to give insight in some m
anisms present in the bipolar transistor. When the BJTs are used in a real circuit, howev
signers tend to look for engineering formulae that relate physical characteristics to perform
figures. In amplification situations obviously the amplification is of great interest to a desi
so we have to take a look at such parameters.

In the case of an npn-type BJT, the proportionality factorB, thebasetransportfactor,
denotes the fraction of injected electrons which make it across the base to the collector

.

Furthermore, theemitterinjectionefficiency denotes how much of the total emitter current, i
cluding both holesIEp and electronsIEn, is made up of electrons

.

Based on these two factors we can quite quickly formulate a parameter that relates the thr
minal currents according to the two most common circuit configurations, namely the com
base and the common-emitter circuits. Thecurrenttransferratio orcommon-basecurrentgain is

(63)

and thebase-to-collector current amplification orcommon-emitter current gain is

.

27.2. A Simplified Deduction of the Ebers-Moll Equations (Sec. 7.5.1)
The Ebers-Moll equations form the basis for one kind of equivalent circuit, in which a bip
transistor is replaced by current sources and p-n diodes. These equations find use in, for
ple, circuit simulators like SPICE for establishing d-c operating conditions and BJT device
acteristics. Usually the Ebers-Moll equivalent circuit is used in large-signal applications, w
the hybrid-π equivalent circuit in Sec. 27.3 is used in amplification (small-signal) applicatio

We will deduce the Ebers-Moll equations bynot taking recombination into account
Now, we can use the law of junction to sketch the carrier densities as

,

where, for example,nBE andnB0 denotes the electron concentration at the side of the (p-ty

base nearer the (n-type) emitter and the equilibrium electron concentration of the base, r
tively.

Similarly, for the base-collector junction we can write

.

iC B iEn=

γ
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Based on the minority-carrier density graph in Fig. 36 and the equation for diffusion cu
density, the minority-carrier current densities, defined with respect to thex-axis, in the three re-

spective regions(1) can now be written as

(2), (64)

,

and

.

Since we assumed that no recombination takes place in the base (i.e., the linear descrip
n(x) in the base) the electron current in the base must also be the electron current in bo
emitter and in the collector. Thus, the emitter and the collector currents can be written a

and

1. Even though Fig. 36 is very specific, the equations will be general and valid for all operation modes.
2. Compare with Eq. (62) - any similarities?

Fig. 36: The npn minority-carrier model for the Ebers-Moll analysis. The width of the base region, which is substan-
tially below 1 µm in contemporary processes, is sufficiently smaller than the diffusion length Ln. Conse-
quently, the minority carriers in the base region display a linear gradient since there is almost no
recombination taking place in the base. For simplicity of the derivation, also the minority carrier distributions
in the emitter and the collector are drawn as linear functions, although they in reality fall of exponentially.
This simplification however does not alter the final structure of the Ebers-Moll equations.
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(1).

Now it’s time for some tedious algebra. To make the equations reasonable in size we first
a new definition to the terms in front of the exponential expressions such that

,  and .

Now IE andIC can be rearranged as

and

.

Making a final adjustment in that we replace theKs again, brings us to

and

,

whereIESandICSis the reverse saturation current for the emitter and the collector junction

spectively, andαR andαF is the common-base current gain(2) in the inverse-active mode and

the common-base current gain in the forward-active mode, respectively. These are the
Moll equations and they equip us with the tool of an equivalent circuit. Before writing down
circuit, the equations are slightly modified:

Since

we can write

.

1. Now we have switched to current and also to the flow convention of Fig. 32.
2. α was defined in Eq. (63).

I C A
qDp pC0

WC
---------------------- e

qVBC

kT
-------------

1–
 
 
  qDn nB0

WB
-------------------- e

qVBC

kT
-------------

e

qVBE

kT
-------------

–
 
 
 

+–=

KB A
qDn nB0

WB
--------------------= KE A

qDp pE0

WE
---------------------= KC A

qDp pC0

WC
----------------------=

I E KE KB+( ) e

qVBE

kT
-------------

1–
 
 
  KB

KC KB+
--------------------- 

  KC KB+( ) e

qVBC

kT
-------------

1–
 
 
 

––=

I C KC KB+( ) e

qVBC

kT
-------------

1–
 
 
  KB

KE KB+
--------------------- 

  KE KB+( ) e

qVBE

kT
-------------

1–
 
 
 

––=

I E I ES e

qVBE

kT
-------------

1–
 
 
 

αR I CS e

qVBC

kT
-------------

1–
 
 
 

––=

I C I CS e

qVBC

kT
-------------

1–
 
 
 

αF I ES e

qVBE

kT
-------------

1–
 
 
 

––=

I ES e

qVBE

kT
-------------

1–
 
 
 

αR I CS e

qVBC

kT
-------------

1–
 
 
 

I E–=

I C I CS e

qVBC

kT
-------------

1–
 
 
 

αF αR I CS e

qVBC

kT
-------------

1–
 
 
 

I E–
 
 
 

––=



LINKÖPING UNIVERSITY

Per Larsson-Edefors
Electronic Devices, Dept. of Physics
E-mail: perla@ifm.liu.se

Lecture notes in
TFFY 34 Semiconductor Technology

September 12, 2000
Page 94(119) -- Lecture 11

nsis-

at.
pres-
pular

d
odel

te the
e pa-
By introducingIC0, the saturation current for the collector whenIE = 0, which is defined as

the final form of the collector current equation is

.

Similarly, with the use of

we can write

and we now have all parameters we need for drawing a useful equivalent circuit for the tra
tor. The drawing is presented in Fig. 37.

Now, the Ebers-Moll equivalent circuit is not a perfect model, no it is far from th
There are a number of simplifications that are done in order to find a closed analytical ex
sion, thus yielding an unrealistic behavior under some operational conditions. Another po

equivalent circuit model is the Gummel-Poon model(1), which was developed so as to avoi
some of the Ebers-Moll’s requirements for operational conditions. The Gummel-Poon m
e.g. accounts for high-injection levels in a semi-empirical way. Still, we perhaps apprecia
Ebers-Moll model when we are about to use the model, since we only need to input thre

rameters in this model(2), whereas Gummel-Poon requires more than 30 parameters!

1. The first steps in obtaining the Gummel-Poon model were in fact taken in Sec. 25.2. More info on the Gummel-Poon
model can be found in Sec. 7.7.6 in the main textbook.

2. αR, αF, and only one saturation current.
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Fig. 37: The equivalent circuit based on the Ebers-Moll equations.
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27.3. The Hybrid-π Equivalent Circuit (Sec. 7.8.1)
For BJTs used in amplifying circuits there exist more than one equivalent circuit. The hybπ
(or hybrid-pi) model is especially suited for lecturing purposes as it conveys some inform
on how dynamic performance parameters relate to the physical attributes of the transisto
nameπ stems from how some resistances in one of the many versions of this type of equiv
circuit are organized. In Fig. 38(a) a hybrid-π equivalent circuit with minimized complexity is

shown(1). The base-emitter characteristics are important for performance while the base-c
tor is not mentioned anywhere, which is due to the independence of current on base-co
voltage. The potential difference of the reverse-biased junction has no impact on current

have stated numerous times during this course(2).
The transconductance,gm, is a kind of a-c correspondence to the common-emitter c

rent gain. Similarly to the case of the MOS in Sec. 23.1, the transconductance of the BJT
fined as

where, under the assumption that the BJT is in the active mode, the collector current cons
electrons due to diffusion in the base.IC thus is on a similar form as Eq. (64), with the differenc

thatnBC = 0 and thatIC is defined with respect to the terminal, not to thex-axis:

. (65)

Here weNOTE that evaluatinggm obviously leads to

.

Now back to analyzingIC; according to Fig. 38(b) we can describe the excess charge as a

gle

1. We avoid the extrinsic resistances and capacitances used in Fig. 7-24 on page 366, but deal only with the funda-
mental, intrinsic properties of the BJT.

2. Of course, non-ideal effects, such as breakdown, can occur at the base-collector junction.

Fig. 38: (a) The first three elements of the hybrid-π equivalent circuit. (b) Density gradient and excess charge in the
base region of an npn transistor.
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from which

,

can be inserted in Eq. (65) above resulting in

. (66)

The triangle approximation of the base charge is a bit wrong as there is a time-varying c
bution to the charge, i.e.nBE depends on the small-signal behavior of the base-emitter v

age(1). However, in the Lecture notes this time-varying contribution has not been included
may hide the really essential parts of the discussion.

Now, since current is a rate of flow of charge, the final denominator of the previous expre
is the time taken forQB to flow through the base, and is given the symbolτt, theminority-carrier

transit time:

.

The excess charge can also be used for finding the base current in this analysis which take
in an npn transistor. The d-c stored charge in the base is , whereτn is the time an average

excess hole supplied from the base spends in the base ensuring space charge neutralit

the lifetime of an average excess electron which traverses the base(2). Thus,IB is

.

SubstitutingQB with Eq. (66) yields

,

while a subsequent insertion ofIC from Eq. (65) leaves us at

.

By definition, the input resistance is

1. Eq. (7-71) indicates the relationship for a pnp transistor.
2. Now we are considering recombination in the base.
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and thus

.

Both gm andrπ can obviously be evaluated from the d-c operating conditions. We should

attention to the following here: Since we have

and

,

we can use the identity

(1)

to formulate a relationship between the transconductance and the input resistance

.

Now, finally in the discussion on the hybrid-π model we quickly derive the capacitanceCπ as

.

27.4. High-Frequency Operation (Sec. 7.7.1, 7.8.2)
The bipolar transistor has today been outstripped by the MOSFET, in all application area
the ones that call for extremely high operation frequencies or a good capability of driving lo
The high operation frequency that is achieved in a BJT, is due to the narrow base and th
rent-driven function, and an estimate of the maximal frequency can be obtained by ana
the transit time through the transistor.

In Eq. (66) we made use of the minority-carrier transit time through the base and
is in fact the dominant delay for the carriers when going from emitter to collector. There
delay inside the quasi-neutral regions of emitter and collector because the applied biase
an immediate impact all the way right up to the boundaries of the depletion regions. In a
plete delay picture there are also delay contributions from the charging time of both the

emitter junction capacitance(2) and the collector capacitance(3) and the transit time of the base

1. NOTE that this also yields .
2. The base-emitter junction capacitance is high because the junction is forward biased.
3. The base-collector junction capacitance is very small because the junction is reverse biased. However, there is a

capacitance between collector and the so-called substrate, in which the transistor sits.
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collector depletion region(1). Thus, capacitance must be minimized for high operational f
quencies and this is achieved by making the transistors small in size.

The amplification available from a BJT falls at high frequencies. Similarly to the hi
frequency discussion on the MOS in Sec. 23.2, we can calculate the cut-off frequency,
the magnitude of the current gain in the common-emitter circuit with zero load impedan
unity:

.

fT can be increased by using a certain non-uniform base doping profile. The always-p

built-in field in the base, which will be the result of such non-uniform doping, assists the mo
of minority carriers such that the transit across the base is reduced significantly, with say
tor of 4.NOTE that the minority-carrier transit time across the base is similar to the channel
sit time in the MOS.

Ex. 11: Frequency-Dependent Current Gain - An Example
Assignment:

Based on the hybrid-π equivalent circuit in Fig. 38(a), determine the frequency at which

small-signal current gain decreases to of its low-frequency value. What is this frequ
if Cπ = 10 pF andrπ = 3 kΩ?

Solution:

Previously the transconductance was defined as

,

with reference to Fig. E.7.

At very low frequency,Cπ can be neglected and then we have

.

1. The base-collector depletion region is wide because the junction is reverse biased.
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Fig. E.7: The first three elements of the hybrid-π equivalent circuit.
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From the equivalent circuit we moreover have

or rather

.

Now we have a measure on current gain at a low frequency; let us look to higher freque
Increasing the frequencyf, means thatCπ cannot be neglected anymore. Expressin

Vbe has to be done with the inclusion ofCπ.

.

This gives in turn

and

.

Thus,

,

which is solved forf:

.

Numbers inserted gives a frequency,f = 5.3 MHz.

28. Non-Ideal Effects in the Bipolar Transistor (Sec. 7.7)
The bipolar transistor shares several non-ideal effects with the p-n diode, such as ava
breakdown and high-level injection. In the BJT there also exist unique non-ideal effects d
the more complex structure:

The effective width of the base is reduced when we decrease (the already negative)VBC, i.e. in-

crease the reverse bias across the base-collector junction. This effect is calledbase-widthmod-

ulation or theEarly effect(1). It follows from Eq. (62) that the result of the Early effect is th

1. After James Early who did the discovery in 1952. Read more on this in Sec. 7.7.2.
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the collector current increases rather than staying constant with increasing voltage on th
lector. When the depletion region fills the base we reach punch-through, exactly as in the
of the p-n diode.

The physical structure of a fabricated BJT in conjunction with the need for a lightly doped
region implies a quite high resistance in the base, on the order of some hundreds of ohms
is to be compared to the emitter which has a resistance of something like one ohm). Wh
base resistance is increasing a number of parameters will change:VBE needed for a particular

IC increases,emittercrowding(1) becomes worse, and the common-emitter current gain,β, in-

creases.

The emitter usually is quite heavily doped to increase the emitter injection efficiency,γ. How-
ever, as said in the context of degenerate semiconductors (Sec. 4.1) heavy doping can
bandgap narrowing which influences the emitter injection efficiency;γ begins to fall off rather

than continuing to increase with increased emitter doping(2).
Another problem that has to do with reduced emitter injection efficiency is when

have high-level injection in the base, which comes about whenVBE is increased enough. Then

the excess majority carriers are comparable in number with, or even greater than, the eq
um majority carriers. When this condition holds, the diffusion of majority carriers from the b
into the emitter will be significantly higher than at low-level injection andγ will consequently
be lower.

NOTE that the two effects related to the emitter injection efficiency counteract thγ-
promoting concept of heavily doped emitter and lightly doped base.

This a very pedagogical ending before we take a short look at the Heterojunction Bipolar
sistor (HBT).

29. The Heterojunction Bipolar Transistor (Secs 5.8, 7.9)
The main feature of the HBT is that it has an excellent emitter injection efficiency thanks
base-emitter heterojunction that facilitates (in an npn case) electron diffusion from emit
base, while blocking hole diffusion from base to emitter. This fact relaxes the condition for
emitter injection efficiency in the BJT, i.e. heavy emitter doping and light base doping. T
the doping levels can be steered toward other goals, such as reduced base resistance, b
base doping, and reduced junction capacitance, by light emitter doping.

From the condensed description given in most places with regard to HBTs one c
excused to think that the HBT device is nothing but a minor player. HBTs do, however, ex
“real” applications, such as the integrated InP (indium-phosphide) HBTs that Ericsson us

40 Gb/s de-multiplexing(3). Also, SiGe HBTs are offered by IBM for high-frequency applic

tions(4).
The HBT apparently can cope with high frequencies. The reason behind its high-s

1. Read more on this in Sec. 7.7.5.
2. Read more on this in Sec. 7.9.
3. Read more about this in “InP-HBT Chip-Set for 40-Gb/s Fiber Optical Communication Systems Operational at 3 V”

by M. Mokhtari, et al, in the IEEE Journal of Solid-State Circuits, vol. 32, no. 9, p. 1371, Sept. 1997.
4. http://www.research.ibm.com/sigetech/
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operation is that the electrons going into the base originate from an emitter made of a high
gap material, which suggests the carriers have high energy and thus high velocity. The c
frequency for silicon BJTs is of the order of 50-300 MHz, whereasfT for high-speed BJTs could

be 10-40 GHz. This is to be compared to a high-speed HBT, wherefT can be as large as 300

GHz!
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30. Optoelectronic Devices
In 1873 the British engineer W. Smith discovered that the resistivity of selenium varied
light. That was possibly the first time people encountered the strange features of semico
tors, and it had to do withoptoelectronic orphotonic devices. Today, there are a number of d
vices that link photons -the optical domain- and charge carriers -the electronics domain. In
these Lecture notes mainly the light-emitting diode and photodetectors will be discussed a

are only briefly mentioned in the main textbook(1). Also, a brief perspective is given on sola
cells.

Photoluminescence (Sec. 4.2.1) and cathodoluminescence are of course fascinat
phenomena, but they do not really belong to device-oriented semiconductor techno
Charge-coupled devices (Sec. 9.4) are important as they form the basis for imaging in vid
cameras, but here Streetman offers a comprehensive treatment.

31. Electroluminescence - the Light-Emitting Diode (Secs 4.2.2, 8.2)

In fact, the phenomenon behind the Light-Emitting Diode (LED) was reported by Roun

ready in 1907; then in the form of a silicon carbide (SiC)(2) point-contact rectifier. In a junction
LED, photons of near-bandgap energy are generated by the process of electroluminesce
which a large number of electrons, injected into a normally empty conduction band, recom
with holes in the valence band as shown in Fig. 39. Since we have understood the funct
both p-n junctions and bipolar transistors, it is obvious that most of the recombination
place at the edges of the depletion region and that the recombination falls of as an expo
function as the minority carrier electrons approach the right end of the diode in Fig. 39
course, current can also be transported by holes from the p-type to the n-type material, b

direction of current is usually minimized by asymmetrical doping(3).
The reason for having recombination taking place only in one of the two quasi-ne

regions is due to the physical structure of LEDs. These are often manufactured in a dif

1. For you who are interested in in-depth coverage, attend the course in TFFY22 Optoelectronics, which is given in
period 3.

2. Carborundum is another name for silicon carbide.
3. This consideration is very similar to that of emitter injection efficiency of a BJT.

Fig. 39: A forward-biased p-n junction with recombination processes in action.

n-material

p-material

EF, p

EF, n hν = Eg

hν = Eg
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structure, which is depicted in Fig. 40. As the n-type material is hidden within the diode,

inefficient to allow for photon emission in the bulk of the diode. This is because the peak i
density distribution of electrons,Nc(E) f(E), in the conduction band of a non-degenerate sem

conductor occurs at an energy aboveEc
(1). This particular displacement of the maximum

from the bandgap edge is easily found from a differentiation with respect to the energy o

.

The derivative is set to zero, and the following falls out:

,

or

.

Anyway, this has the effect that photons that are generated by band-to-band recombina
direct bandgap materials can be reabsorbed as they travel through the material because th
sibly have an energy above the bandgap energy. This leads to a reduction in the radiativ
ciency of the LED.

One remedy to reabsorption is to use impurities to form energy levels within the b
gap, i.e. R-G centers (Sec. 6.4). Emission due to recombination from R-G centers gives p
with less energy than the bandgap and few photons are reabsorbed. However, the R-G
must be shallow in that they are not too far away from the bandgap edges, otherwise the e
light may have too large a wavelength.

Another strategy to reduce reabsorption is to use heterojunction diodes, where m
als are ordered according to variation in bandgap such that reabsorption is small (Fig. 4

There exists an interesting application of the Heisenberg uncertainty principle (a famous p
the quantum mechanics, that was treated in Modern Physics) in relation to some LEDs w
direct bandgaps. As was told in Sec. 6.4, if we are seeking photon- instead of phonon-gene
recombination, the material used has to either have a direct bandgap or contain impuritie
can act as R-G centers. When a carrier is trapped in a recombination center it is spatially
ized. We can write

1. See Fig. 3-16 in the main textbook for an illustration.

p

Fig. 40: Physical structure of surface-emitting LED manufactured by a diffusion process.
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where∆x is decreased due to the attraction to the impurity. The decrease in∆x, increases the
spread in momentum, which is related to thek-space by

.

Now a significant rate of transitions between the R-G centers and the band edges are a
without the involvement of phonons. The change in momentum can be attributed to the u
tainty principle!

31.1. Some of the Most Common LEDs
Some of the most successful LED types for visible light are the following:

• GaAs0.6P0.4: This is a direct bandgap material which produces red light. LEDs base

this material were introduced already in the early 70s. The efficiencyη(1) of this LED is
about 0.2%.

• GaAs0.35P0.65:N, GaAs0.14P0.86:N and GaP:N: These are all indirect bandgap mater

als(2), but due to the introduction of nitrogen as a replacement for phosphorous in s
lattice sites (denoted by:N), and thus the use of the uncertainty principle, they can p
duce orange-red, yellow and green light, respectively. For these materialsη is 0.7%, 0.2%
and 0.4%, respectively.

• AlGaAs: This is a direct bandgap material that can produce an intensive red light. L

based on this material are very efficient due to the perfection of lattice-matched lay(3)

and the direct recombination. To avoid reabsorption a LED based on this mater
grown epitaxially according to Fig. 41. Anη between 4% and 16% can be obtained. T
obvious application is e.g. as tail lights on bicycles or cars or as heel lights on athletic
nis shoes!

• SiC and GaN: The first is an indirect bandgap IV-IV material withEg = 2.9 eV whereas

the second is a direct bandgap III-V material withEg = 3.4 eV. These materials are bot

1. η = photo power out/electrical power in.
2. GaAs1-xPx is an indirect bandgap material for x > 0.45, but direct otherwise!
3. AlGaAs has almost the same lattice constant as GaAs has, and therefore the two materials are said to be lattice

matched.

x∆ p∆⋅ h
2π
------>

p
h

2π
------ k=

Fig. 41: Physical structure of an AlGaAs LED made by epitaxy. The active layer is a narrow region, with smaller
bandgap than the layer above and below, to reduce reabsorption. To achieve the desired difference in
bandgaps, the proportion of Al is larger at the expense of Ga in the confining layers.

p-type AlGaAs

light

AlGaAs - active layer
n-type AlGaAs

light



LINKÖPING UNIVERSITY

Per Larsson-Edefors
Electronic Devices, Dept. of Physics
E-mail: perla@ifm.liu.se

Lecture notes in
TFFY 34 Semiconductor Technology

September 12, 2000
Page 105(119) -- Lecture 13

e of

d for

er

d ma-
nhance
its so-

r

hand,

iffer-
e cen-

ectral
ll so as
used for designingblue LEDs, a development done as late as during the 90s becaus

the material problems(1) associated with the wide bandgap materials that are neede

producing light with high frequencies(2). GaN is leading the race, because of the high
efficiency proved in practical LEDs, and a sketch of such a LED is given in Fig. 42.

32. Photogeneration - Photodetectors and Solar Cells (Secs 4.1, 8.1)
The photoconductor in Sec. 12, which is fabricated in one piece of homogeneously dope
terial, is based on the principle that photons excite electrons so that excess carriers can e
the conductivity (see Example 5). Thus, the photoconductor is a photodetector. However,

called dark current and the associated thermal noise(3) (see Example 2) make it unsuitable fo
high-performance communication applications.

Now, in this section, we pay our attention to devices that are based on junctions; on one
the photodetectors that are calledphotodiodes and, on the other hand,solarcells. They are in
terms of principle of operation the same, but the actual fabrication of the devices is very d
ent as they are targeted at different goals. For a photodiode only a narrow wavelength rang
tered at the optical signal wavelength is important, whereas for a solar cell, high sp
responses over a broad solar wavelength range are required. Also, photodiodes are sma

1. The higher the bandgap, the higher is the melting points and the lower is their structural stability. Also, the higher
bandgap materials have higher resistivity and cannot be easily doped to high levels.

2. Once I had a student in a course in basic physics who proposed the use of blue caps on red LEDs to achieve blue
LEDs.

3. Also called Johnson noise.

Fig. 42: A so-called double heterostructure based on GaN implementing a blue LED.

p-type GaN

light

p-type Al0.15Ga0.85N

light

n-type In0.06Ga0.94N

n-type Al0.15Ga0.85N

n-type GaN

GaN buffer layer

I

VA

Fig. 43: Operational regions for a p-n junction. Illumination 2 is stronger than illumination 1.

solar cell

illumination 2

illumination 1

photodiode
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to minimize junction capacitance, while solar cells are large-area devices. Finally, one o
most important figures of merit for photodiodes is the quantum efficiency, whereas the
concern for solar cells is the power conversion efficiency.

There is a big difference between the two devices in how they are used. The photo
is always used under reverse bias, whereas the solar cell is unbiased and connected to so
impedance. In basic electronics courses teachers may have referred to photodiodes oper
different quadrants of theI-V characteristic of the p-n junction. In Fig. 43 theI-V characteristic
is given, with proper indications on operational regions.

32.1. General Function of Photodiodes
When a photon excites a valence-band electron into the conduction band, a valence ban
is left behind. Thus, an electron-hole pair is created, leading to two carriers that are able t
part in current transport. This basic phenomenon is not new as we have discussed genera
optical means a number of times throughout this course. As shown in Fig. 44, photons w

frequencyν, wherehν > Eg, will be absorbed.

NOTE that too high a photon energy leads to photon absorption close to the sur
where the probability for recombination is higher than in the bulk of the material. Thus, us
the bandgap is very selective in that it puts an upper and lower bound on the wavelengt

µm, wherehν is given in eV,

that is detected in practice; the net result being a progressive reduction on the response w
creasingλ. The characteristic calledspectralresponse is used to categorize photodiodes w
respect to how they respond, in terms of diode current, to the wavelength of the inciden

In connection to mentioning this characteristic, it is also important to notice thefre-
quencyresponse (the bandwidth) of a photodiode. This denotes how rapidly the detecto
respond to a time-varying optical signal and relates to the carrier transit time of the diod

The (quantum) efficiencyη is here defined as the number of carriers collected to p
duce the photocurrent divided by the number of incident photons.

In Fig. 45 a sketch on a reverse-biased ordinary p-n junction diode is given. Here, the k
having an efficient photodiode is that the diode structure facilitates light transport into the
tion and the quasi-neutral regions close to the junction. Photodiodes based on a p-n junct
ist, but their performance is not particularly good in that the frequency response is not very

due to the time-consuming diffusion that takes place in the quasi-neutral regions(1). A maximal

1. Lp and Ln usually are significantly larger than W.

Fig. 44: Photon absorption.

Ec
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hν > Eg

loss of kinetic energy
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bandwidth on the order of tens of MHz is what typically can be achieved in a p-n junction

todiode. No, the two dominating types of photodiodes(1) are thep-i-n and theavalanche photo-
diodes.

32.2. The p-i-n Photodiode

In a p-i-n(2) photodiode a high resistivity (“intrinsic”) region is inserted between the p- and
n-type materials. Because of the low doping the i-region is totally depleted under zero b
becomes depleted at small reverse biases. Furthermore, the heavy doping of the outer p

type regions(3) causes the depletion widths in these regions to be very narrow. Thus, the d

tion width inside the device is effectively equal to the i-region width, independent of bias.
implies that the photodiode, by controlling the width of the i-region, can be tailored to meet
tain requirements on:

1. the frequency response, as a smallW decreases the transit time(4) and thus increases the
bandwidth,

2. the spectral response, by adjusting the width and thus the optimal wavelength acco

to the absorption expression inEq. (4-3)(5)

,

1. Other types, outside these Lecture notes, are the phototransistor and the Metal-Semiconductor-Metal (MSM) pho-
toconductor.

2. The i in p-i-n stands for intrinsic. However, the middle region is not made of an intrinsic material but rather of a lightly
doped n-type material.

3. They are degenerately doped, in fact.
4. For very small W, the RC time constant of the diode limits the frequency response.
5. Choose W equal to the average penetration depth, i.e. for optimum, where λ is our preferred wave-

length.

Fig. 45: A reverse-biased p-n junction where optical generation of carriers add to the reverse current if the carriers
are generated within the depletion region or, at the most, a diffusion length away from it.
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3. the efficiencyη(1), as a largeW allows for more photons to be absorbed.

NOTE that especially requirement 1 and 3 are conflicting, on the selection ofW.
The p-i-n photodiodes find their application mainly as receivers in high-speed op

fiber communication, and then the frequency response is having the highest priority. Sin
carriers travelling across the depletion region are driven by the drift mechanism, their ve
is much higher than the velocity of diffusing carriers in a p-n junction photodiode. We can
sume that even for moderate reverse biases, the carriers drift across the i-region (of wid
µm) at their saturation velocity. There is, however, the effect of diffusion of carriers created
side the i-region, which can lower the frequency response, but this effect is minimized by
ricating the junction close to the illuminated surface.

32.3. The Avalanche Photodiode
For many applications, where very low levels of light are to be detected, it is desirable to
detector with a large sensitivity. Large gains can be obtained in an avalanche photodiode (
which essentially is a reverse-biased p-n junction that is operated close to the breakdow
age. Photogenerated carriers in the depletion region travel at their saturation velocities,
they acquire enough energy from the electric field during such transit, an ionizing collision
the lattice can occur. Depending on the semiconductor material and device design, very
avalanche gains (~ 200 or more) can be achieved, and the APD therefore exhibits a ver
sensitivity. A problem is that the avalanche process is stochastic, and thus the APD suffer
much higher noise than p-i-n photodiodes.

32.4. Solar Cells
Subsequent to the invention of the p-n junction diode in 1949, a large number of resea
tried to exploit its function in a number of areas. One of the most important advancement
the discovery of the solar cell in 1954, which was due to Chapin, Fuller and Pearson. Since
solar cells have been developed and produced with polysilicon, cadmium telluride (CdTe
GaAs. Today, more than 95% of the solar cells produced are Si based.

The conversion of radiation energy into electric energy is, in general, the photovo
effect and the most important photovoltaic device is the solar cell. The primary requirem
for a material to be applicable to solar cells, is a bandgap matching the solar spectrum a
as high mobilities and lifetimes of charge carriers.

It is interesting to notice the influence of the bandgap energy on the conversion efficiency.
paring the two most common materials, Si and GaAs, whereEg = 1.12 eV and 1.42 eV, respec

tively, gives the following:
Since photons withhν > Eg are absorbed, all wavelengths below the cut-off wav

lengthλg, which is 1107 nm in Si and 873 nm in GaAs, are absorbed, which means that co

ering the solar spectrum, ~ 20% of the incident energy is wasted in Si, while ~ 35% is w
in GaAs.

However, forhν > Eg, a portion of the photon energy adds to the kinetic energy of

photogenerated carriers and is eventually dissipated as heat, as shown in Fig. 44. Calcu
show that ~ 40% of the absorbed photon energy is wasted in Si, while only ~ 30% is was
GaAs because of its larger bandgap.

1. If the photodetector has a gain larger than unity, the efficiency can become larger than 100%. This happens in pho-
toconductors and avalanche photodiodes. The p-i-n photodiodes, however, is a unity-gain device.
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Clearly, a trade-off exists between the two cited mechanisms, giving rise to an
mum bandgap where the energy conversion is at a maximum. Fortuitously, both Si and G
which are the most advanced technologies, both are close to the theoretical maximum of
ergy conversion.

The current through the solar cell under illumination is given by

,

where the current now is defined customary to the solar-cell field of engineering, i.e. the
generated current,IL, is assumed to be positive. When we use the solar cell in a short circuit

thereforeVA = 0, we getIsc= IL. When removing the load, we have an open-circuit arrangem

from which we can findVoc:

,

which can be solved with respect toVoc:

.

In Fig. 46 the maximum power rectangle is drawn. When the operating point described bVm

andIm is used, the solar cell delivers the maximum power,Pm. The ratio

,

is called the fill factor (why?). This allows us to define the power conversion efficiencyηs

,

wherePin is the power of the incident solar radiation.

Probably the most important photovoltaic technology suitable for generating very l
amounts of electricity is the a-Si:H technology, which denotes amorphous hydrogenated s

Even though typical efficiencies of a-Si solar cells are under 10%(1), these cells with large area
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Fig. 46: Maximum power rectangle, .Pm V m Im⋅=
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can be produced fairly inexpensively. The obtained values of the short-circuit current of

cells are on the order of 15 mA/cm2, and typical open-circuit voltages are close to 900 to 9
mV with fill factors on the order of 0.7 to 0.75. An illustration of an a-Si:H solar cell with
amorphous hydrogenated silicon carbide window is given in Fig. 47.

1. Maximum efficiencies in small-area a-Si solar cells have reached ~15%.

Fig. 47: Physical structure of an a-Si:H solar cell. The indium tin oxide acts as top contact, quite successfully as it
is both transparent and has a high conductivity.
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33. Fabrication and Integration
The main textbook is giving a lot of interesting facts on device fabrication, or device proces
that quickly can be summarized as:

Crystal growth, forming the single crystal material which is needed as substrate i
semiconductor devices, is covered inSec. 1.3.

In Sec. 1.4Streetman tells us all we need to know about epitaxial growth, how to g
a thin material layer on top of the substrate. Different important epitaxial techniques su
Liquid-Phase Epitaxy (LPE), Vapor-Phase Epitaxy (VPE) and Molecular-Beam Epi
(MBE) are discussed.NOTE that the difference between the Czochralski process inSec. 1.3and
the epitaxial techniques is that in the latter ones the crystal can be grown below the m
point.

The essence ofSec. 5.1is fabrication processes targeting a p-n junction. It includes i
portant things such as oxidation and doping. We have two options to introduce impuritie
single-crystal material; either a diffusion or an ion implantation process is used. The g
junction and the alloyed junction are mainly of historical interest only. Also, a brief discus
on lithography, etaching and metallization is provided.

In the short section ofSec. 7.3, the processing steps used in a BJT structure are sh
in Fig. 7-5.

In Ch. 9 finally you can find a quite good overview on integrated circuits. Of spec

interest isSec. 9.3.1, which provides fabrication-related information on the MOS(1). Sec. 9.6
gives insight into testing, bonding and packaging of integrated circuits.

This course has up until now dealt with individual devices mainly. Of course, there exist m
applications where so-called discrete (stand-alone) devices are used, especially in powe
cations. However, today the majority of the semiconductor devices are transistors integra
chips or ICs. In the case of MOS ICs, resistors, capacitors and diodes are mostly implem
in the form of transistors since this is area efficient. This simplifies the manufacturing (proc
ing) of the chips, in that only transistor-forming steps are required.

34. Integration - a Digital Perspective on the MOS

34.1. MOS and the Digital Signal Voltages
The symbol for the p-type MOS differs from the n-type symbol in that a ring is inserted on
gate plate. This ring indicates that the p-type MOS has, in certain respects, an inverted fu
in comparison to the n-type MOS. In Sec. 21.3 it was revealed that an n- and a p-type (enh
ment-mode) MOS start to conduct whenVGS is above and below, respectively, the thresho

voltage,VT. Furthermore,VT is positive and negative for the n- and the p-type MOS, respect

ly. Only in this section, they will be distinguishable by the notationsVTn andVTp.

Out of the two digital levels, 0 or 1, a logical 1 is needed to turn on an n-type M
since we must create a positive potential difference between the gate and the source. No
discussion on the inverted function of the p-type MOS comes about because a logical 0 is
ed to turn on a p-type MOS, since we must create a negative potential difference betwe

1. If you want to learn more on fabrication of chips, you must attend TFYY33 Microchip Fabrication.
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gate and the source. To illustrate, we assume that a logical 0 and 1 correspond to groundVSS=

0 V) and supply voltage (VDD = 3 V), respectively.

The implication of the difference between n- and p-type MOS in digital circuit design is tha
type MOS conducts logical 0s well, whereas logical 1s are degraded by the transistor.
same way, p-type MOS are preferred over n-type MOS when logical 1s are to be swi
through the MOS. The reason we can assert this is the following:

In Fig. 48(a) we have an n-type MOS that is supposed to transfer a logical 0 from the sou

the drain(1), i.e.VG corresponds to a logical 1 andVGS= 3 V. The MOS conducts as long asVGS

> VTn, which is fulfilled for all possible voltages on the drain. The n-type MOS conducts log

0s well.
In Fig. 48(b) we have an n-type MOS that is supposed to transfer a logical 1 from

drain to the source(2), i.e. VG corresponds to a logical 1. The MOS conducts as long asVGS=

VG - VS> VTn, which is fulfilled whenVS< VG - VTn = 3 V - VTn. This implies that the highest

possible voltage the drain of the MOS can reach isVTn below the supply voltage in any system

The n-type MOS conducts logical 1s in a poor way, since a typicalVTn (for VDD = 3 V) is 0.8 V.

In Fig. 48(c) we have a p-type MOS that is supposed to transfer a logical 0 from
drain to the source, i.e.VG corresponds to a logical 0. The MOS conducts as long asVGS= VG

- VS < VTp, which is fulfilled whenVS > VG - VTp = 0 V - VTp. As VTp is negative, this implies

that the lowest possible voltage the drain of the MOS can reach is above ground i

system. The p-type MOS conducts logical 0s in a poor way, since a typicalVTp (for VDD = 3 V)

is -0.8 V.
Finally, in Fig. 48(d) we have a p-type MOS that is supposed to transfer a logic

from the source to the drain, i.e.VG corresponds to a logical 0 andVGS= -3 V. The MOS con-

ducts as long asVGS< VTp, which is fulfilled for all possible voltages on the drain. The p-typ

MOS conducts logical 1s well.

There is a way to form a quite efficient electronic switch by using both an n-type and a p
MOS, a so-called transmission gate, Fig. 49. IfC = 1, we haveout= in, otherwise the output is

1. From the source to the drain is due to the definition of drain as being the terminal with the highest potential. Since
one terminal is always grounded in a system where this is the lowest potential, this terminal will always be the
source.

2. From the drain to the source is due to the definition of drain as being the terminal with the highest potential. Since
one terminal is always connected to the supply voltage in a system where this is the highest potential, this terminal
will always be the drain.

VD

VG logical 1

VS

(a)

Fig. 48: Different ways of biasing n- and p-type MOS transistors in digital systems.
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floating. In Example 10 the resistance of a switched-ON MOS transistor was estimated. Consid
ering that the resistance through the transmission gate, when conducting, is on the order o
kΩ, it would be of great interest to find a way to propagate signals without taking the risk
a signal is degraded from one logical level to another.

34.2. The Complementary MOS (CMOS) Circuit Technique
A unique feature of MOS-based circuits is that they can utilize the complementary functio
n- and p-type MOS transistors. When one is switchedON, the other, in a proper complementar
circuit, is switchedOFF.

According to the discussion in Sec. 34.1, we are forced to use the n-type MOS for
nection toVSSand p-type MOS for connectionVDD. The simplest possible circuit we can devis

would be the circuit in Fig. 50.

Whenin = 1, the n-type MOS (but not the p-type MOS) is conducting, thusout = 0. Similarly,
whenin = 0, the p-type MOS (but not the n-type MOS) is conducting, thusout = 1. Thus, Fig.
50 presents the CMOSinverter.

Virtually no current flows in this circuit, when the signals are stable. No current pa
through the gate to the channel, and no current passes from supply voltage to ground as

the transistors is switched-OFF
(1). The implication of Sec. 34.1 is that the logical level on th

input is almost perfectly transferred to the output in its inverted form, as the output node
all the way up toVDD for a logical output 1 and all the way down toVSS for a logical output 0.

A bit more advanced CMOS circuits are presented in Fig. 51. It is obviously easi
implement inverted functions, as non-inverted need an extra inverter.

35. The MOS and the BJT - a Perspective on Fabrication and Integration
Since the BJT was the first transistor fabricated, it got off to a good start and dominated t
business from the beginning.

A certain William Shockley moved to Palo Alto in 1956, to form a company of h

1. There is of course a small amount of current due to leakage. This is because the resistance across gate and semi-
conductor and the resistance across the channel in the MOS that is cut-off are both very high, but not infinitely high.

in out

Fig. 49: A transmission gate.

C

C

in out

Fig. 50: A CMOS inverter.
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own. He had set his mind to improve the double-diffused bipolar transistor. He attracted
great engineers and scientists, but had problems in steering the company. Shockley wa
mendous engineer and scientist, but he was not as successful as a company manager.

One of the problems Shockley Semiconductor Laboratories was faced with, was t
terconnections between different devices. And as Shockley himself selected germanium
get material, he disagreed with his staff that believed in a future silicon dominance, bas
the advances made by a Dallas company called Texas Instruments. Due to the many con
sies, most of his scientific staff left him and started a new company with funding from She
Fairchild - Fairchild Semiconductors was born.

In Dallas in 1958, the IC was invented by Jack Kilby at Texas Instruments. However, th
lacked an efficient interconnection structure and therefore it was possible for Robert Noy

Fairchild Semiconductors(1), to improve on this in 1959, claiming that his IC was the first tru
IC. Kilby and Noyce, through their respective companies, fought for ten years in a bitter
over who was to own the IC patent. Today, Kilby is viewed as the one who first conceive
idea of integrated circuits, while Noyce gets the credit for conceiving the modern IC in term
interconnections.

So, BJTs were used for ICs; and circuit techniques such as RTL, DTL, TTL, I2L and ECL were
proposed. Today ECL (Emitter-Coupled Logic) and a variant of it, CML (Current-Mode Log
hold strong positions; the first as a high speed circuit technique and the second as an are
power-efficient replacement of ECL. The rest of the bipolar circuit techniques are only of

torical interest(2).
Designers of electronics started to think about the power consumption during the

of the 60s, although no extremely severe limitation was associated with power (as it is to
Low power electronics was mainly brought forth as an important area for portable applica
such as pocket calculators, which literally was the first important application for ICs.

Digital circuit techniques based on MOS transistors were proposed for the simple
son that in a MOS the controlling terminal, the gate, is fully isolated from the channel. The
essentially no power consumption due to currents between the gate and the source/drain
the MOS can be categorized as a voltage-controlled transistor while the BJT, with its bas

1. Noyce went on to form a quite famous company, Intel, after his invention.
2. A bit arrogant perhaps; yes, you can buy several advanced versions of TTL (Transistor-Transistor Logic). Either

that is because some designers think it is still 1978 or because they need backward compatibility for some reason.
If you are used to a certain IC type, it is best to stay with it; experience gives reliability.

(a)

a

b

a

b

out a b⋅=out a b⋅=

(b)

Fig. 51: (a) A CMOS NAND-gate. (b) A CMOS AND-gate.
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The first MOS-based circuit technique of importance was nMOS, but it had s

problems associated with power consumption as the logic circuits(1) draw current continuously
between supply voltage and ground. In CMOS, however, improvements were possible
there was no short-circuit current between supply voltage and ground, as the n-type and
transistor nets complemented each other.

The low power consumption was the driving force behind the introduction of MO
based ICs, but the total dominance it has earned since the middle of the 80s is mainly du
suitability for integration. First and foremost, a higher integration density can be achieve
MOS transistors than for BJTs, since the MOS is less complex in its physical structure tha

BJT is, a fact which considerably simplifies processing and improves the chip yield(2).

However, it should be noted that the lengthL of the MOS channel, horizontal as it is, is dete
mined by the shortest distance that can be achieved without e.g. having problems with d
tion in the photolithographic process. The base widthWB of the vertical BJT, on the other hand

is determined by how well the diffusion or the ion implantation of the collector, the base
the emitter can be controlled. Since the base width is in the vertical direction,WB can be made

smaller thanL (however the difference is not that big today). This is one of the reasons a
why a BJT inherently has a higher current drive capability and speed than a MOS.

As you recall from previous lectures, the BJT is an exponential device, as the coll
current increases exponentially withVBE. In contrast to the BJT, the drain current of the MO

at best has a square-law dependence onVGS
(3). Thus, the BJT has higher gains than the MO

has for this reason. Coupled with the direct connection of the base terminal to the base a
capacitive connection of the gate to the channel, we have three reasons - geometry,I-V depen-
dence, and control connection - for the BJT to outperform the MOS in terms of switching sp

Now, not only speed and processing efficiency are used as parameters for comparison.
the two transistor types are integrated, a couple of parameters related to the circuits of tra
must be considered. The MOS-based CMOS circuit technique performs better than bipol
cuit techniques, because CMOS is quite immune to noise and tolerates a large interval of
voltages, which the bipolar techniques do not.

36. Lowering the Supply Voltage
The current trend in integration of many transistors on a chip, is that power dissipation i
coming a limiting factor. To charge the output node of e.g. the inverter in Fig. 50, a node
capacitanceCL which originally carries no charge, to∆V, energy according to

is required from the supply voltage source. This energy is transferred into heat during cha
and discharging of the output node. Since power is energy over time, we have for a gene
cuit, where , that

1. Only n-type MOS transistors were used.
2. The percentage of operational chips.
3. With velocity saturation, unfortunately the exponent of 2 is replaced by say 1.3.

E Q VDD⋅ CL ∆V⋅( ) VDD⋅= =

∆V VDD=
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wheref is the system frequency,Ai is the probability that nodei toggles 0→1 (or 1→0) andCi

is the load capacitance of nodei, respectively.

From looking at the derivation ofPsw, theswitching power(1), it’s obvious that lowering the

supply voltage would greatly reduce the power consumption. If we start lowering the su
voltage, alsoVT has to be reduced, otherwise our circuits will not work well. Now let us tak

look at how we can lowerVDD andVT. However, first we notice that the turn-onVGS for a bi-

polar transistor is dictated by the contact potential, thus, the supply voltage cannot be lo
below approximately 2 V. This is a huge disadvantage for bipolar technologies as the ge

rical scaling will continue(2).

Now we will try to understand the limitation to supply voltage reduction. We discussed
threshold conduction in Sec. 24.2. For a MOS in the subthreshold region we have

,

wherem is not equal to the ideality factor,η, from Sec. 16. Instead

1. Today the switching power is ~80% of the total power consumption of a chip.
2. The BJT has an advantage over the MOS, due to the turn-on potential’s dependence on a material parameter such

as the bandgap: BJTs are very efficient in some analog circuits, where we need to accurately match several tran-
sistors with respect to their I-V characteristics.

Psw f VDD
2

Ai Ci⋅
i

∑⋅ ⋅=
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Fig. 52: Graph showing the subthreshold current as function of supply voltage in a 0.35-µm process.
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i.e., it is a measure on how much of the gate voltage is dropped over the depletion region,
rise to a base voltage on the bipolar-like function of the subthreshold current. In a conven
processm is around 2, but for low-voltage processes it can reach 1.2.

Forming a CMOS inverter with both transistors in the subthreshold region, gives a maxi
voltage gain of

or

.

For a robust circuit functionGmaxshould be approximately 10, and withm= 1.5 this givesVDD

= 0.14 V.

When we use CMOS as circuit technology, we have a great advantage over BJT-techno
since the ratio ofON-current andOFF-current is large. We can write a relationship on this as

.

To make the ratio large enough for use in circuits, we have to select a ratio of 103. To keep the

ratio at 103 or above we need, according to Fig. 52,VDD > 0.3 V (assuming anm = 1.5).

A practical problem when a chip process is employed is that all sorts of parameters will
because the fabrication steps and the chemical processes are not perfectly stable and
repeat the same results every time. We can describe theOFF-current as a function of threshold
voltage, such that

.

Thus, theOFF-current is very sensitive to process variations in the threshold voltage, so to
a margin of function, we need to add a∆VT. The worst case leakage must take into account

worst caseVT. The concept of controlling the threshold voltage, is referred to asthresholdvolt-

age control.
Not only is the control of the statistical spread of parameters important for leakage

rents, but it also is necessary to control the delay of logical circuits. We note that delay is a
tion of VT, such that

,

and thus the delay will vary dramatically at low supply voltages, unless the threshold is

m 1
Cdr

Cox
--------+=

Gmax
e

qVDD

2kT
-------------

1–
m

----------------------=

VDD
2kT

q
---------- 1 m Gmax+( )ln=

I d ON,
I d OFF,
---------------- e
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mkT
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<

I d OFF, e

qVT
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∼
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In practise, there are two different ways of controlling the threshold voltage: eitherpro-

cesscontrol is employed, or else so-calledbackbiasing is used. In the process control, the c
vendor has to include processing steps that control the threshold voltages by doping, etc.
the variation on the threshold voltage can be kept within 25 mV. As far as it is possible, a
of natural threshold should be used; then we assume both low substrate doping and lowVT ad-

justment doping. In the backbiasing, or substrate voltage control, case, we simply contr
threshold voltage by actively using the body effect (Sec. 24.8).

Now, when we are faced with the reality of lower supply voltages, and hence lower thres
voltages, that was driven by a need to reduce power consumption, what did we get? Well
are also problems with lowVT. In circuits where switching is not taking place that often, no

the static power of leakage may start to dominate. Think of static memories! On the other
they can still be used, which cannot be said about dynamic memories where the dynamic,
storing mechanism is dramatically degraded by leakage.

One way to make a compromise, is to use two differentVTs. One set of lowVTs is used

in high speed, highly active logic, whereas the other set ofVTs, highVTs, is used in slower and

less active parts, in power switching and in SRAMs. Depending on application, a decisio
to be made on process supply voltage and threshold voltages:

• In a desktop computer, we need very high performance, and thus we must have min
power with no performance loss. However, we can accept a high standby power.
probably, a low supply voltage and a low threshold voltage would be reasonable.

• In mobile equipment, heat and battery issues have to be considered together with p
mance. Here large standby power cannot be accepted, so dualVTs along with low supply

voltage would be needed.

• For hand-held equipment, battery life is the primary parameter, making performan
secondary parameter. Just as before low supply voltage is natural, but now we have
cus on higher threshold voltages, either one highVT or maybe dualVTs.

The benefits of a low voltage process are many more than the power consumption redu
Since we get a stableVT, when migrating to low voltage processes, we will have a good leak

and speed control of the circuits. Drain induced barrier lowering is reduced whenVDD is low-

ered, and then we can lowerVT further. Also, the subthreshold characteristics are good, i.e.

current is low, since

,

andm is small for low voltage processes.

If we sketch on the short-channel effects from Sec. 24, we have that

,

whereFv andFµ are the gains from reducing the adverse effects of velocity saturation and

bility degradation, respectively, when going from “high” to “low”VDD:
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If we consider a change of process supply voltage such that we decrease from 3 V to 1
0.25-µm process, we roughly double . Say furthermore that we can reduceVT from 0.5

V to 0.3 V, then we get a speed improvement of 2.6. Together the improvement on the p
mance is a factor 5.2, to be compared to a nominal speed loss, by looking at the delay, 

 times.

So, we lose some speed because of longer circuit delay, but wins it back by faster device

we win anything? YES, we havereduced power by a factor of 9 ( ).

In this example, we considered the most apparent mechanisms, but in fact low voltage
advantageous in other ways. The reliability is improved for several reasons: Hot carriers
24.7) are less likely to be created, since the maximum drain voltage is reduced. Also, w
avoid latch-up, a parasitic bipolar phenomenon which can occur in circuits where n-type a
type MOS, as illustrated in Fig. 53.
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Fig. 53: Schematic of the latch-up phenomenon when taking place in an inverter.
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