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Abstract—Emerging protocols for low-power wireless networks increasingly exploit constructive interference and the capture effect. The basic idea is that the synchronous transmission of identical packets by neighboring nodes leads to constructive interference – or at least do not cause destructive interference. This requires that the temporal displacement of packets at receiving nodes is lower than 0.5 $\mu$s when employing IEEE 802.15.4 radios. However, commonly used sensor nodes are equipped with cheap and imprecise clocks that show high frequency deviations across nodes, making constructive interference difficult to achieve. Such deviations further increase when individual nodes are exposed to different temperatures. In this paper we introduce Flock, a novel approach to compensate for differences in clock frequency across synchronously transmitting nodes. We implemented Flock in Contiki on the example of Glossy, a flooding protocol based on synchronous transmissions. Our results confirm that Flock can achieve constructive interference on real sensor nodes in over 98% of the cases. Overall, Flock makes protocols that exploit synchronous transmissions more robust to operate even in challenging environments.
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I. INTRODUCTION

In recent years, protocols for low-power wireless networking increasingly build on constructive interference (CI) and the capture effect. Dutta et al. pioneered this research direction by introducing A-MAC – an efficient, receiver-initiated Medium Access Control (MAC) protocol [1]. In A-MAC, multiple receivers concurrently send identical acknowledgments for a single data packet. Glossy [2] builds upon this idea and lets nodes synchronously transmit the same data packet. Tight synchronization ensures non-destructive interference of the transmissions and allows receivers to decode a packet. Glossy can flood a packet in a multi-hop network within few milliseconds. It thereby achieves very high reliability and also provides time synchronization with microsecond accuracy.

A-MAC and Glossy sparked a new research direction in low-power wireless communication protocols that exploit so-called concurrent or synchronous transmissions. Recently presented approaches – such as LWB [3], Splash [4], Choco [5], and others – all build upon Glossy and use individual network floods to support communication primitives like data collection. Virtus [6] also builds upon Glossy to provide virtual synchrony [7] and Crystal [8] relies on data prediction to reduce the number of Glossy floods. CXFS [9], Sparkle [10], LaneFlood [11], and others [12], [13], [14], [15] limit the number of concurrent transmitters in Glossy or LWB to improve energy efficiency.

To ensure that concurrently transmitted packets do not interfere destructively, two conditions must be fulfilled: (i) nodes must transmit the same packet, and (ii) the transmissions need to be tightly timed to ensure that their symbols overlap sufficiently. For example, in IEEE 802.15.4, the synchronization of transmissions within at least 0.5 $\mu$s is necessary to prevent packets from interfering destructively [2]. Glossy demonstrated that it is possible to fulfill this “0.5 $\mu$s condition” by accounting for interrupt latency and ensuring that there is a fixed number of microcontroller (MCU) cycles between the end of the reception of a packet and the triggering of its retransmission. This number is set to roughly one hundred MCU cycles in the standard implementation of Glossy [2].

In this paper, we show that due to differences in clock frequency across different nodes, even the execution of just these one hundred clock cycles can result in a violation of the “0.5 $\mu$s condition”. This is due to the fact that the MCUs of common low-power hardware platforms rely on unstable digital crystal oscillators (DCOs). DCOs are hard to calibrate, show strong drifts over time and even larger drifts when the temperature changes. Recent work shows that errors of up to 20% [2], [16] are common in real-world scenarios. This problem is further exacerbated when a larger delay between the reception and retransmission of a packet occurs, for example to allow for data processing as in Chaos [17] or to switch channels to increase resilience [18], [19], [20].

This paper introduces a novel approach to address these challenges: Flock – On-The-Fly Clock Offset Compensation. Instead of relying on the unstable DCO clock only, Flock also exploits the fine-grained, highly accurate clock driving the radio. This clock runs at 8 MHz and drives packet transmissions and base-band modulation in the radio chip. It has a low-
error of at most ±40 ppm, as required by the IEEE 802.15.4 standard [21]. Its stability ensures that when a packet of known length is sent, its duration is very predictable (up to an error of few nanoseconds). Flock, thus, timestamps the start and the end of each packet reception. Next, it correlates these two timestamps with the local DCO time. Receiving a packet of 9 bytes should for instance require 1210 DCO cycles. The difference between this value and the actual number of DCO cycles it took to receive the packet gives a measure of the DCO frequency offset. Flock can then compensate on-the-fly for this offset and thus, makes it possible to fulfill the “0.5 $\mu$s condition” even in challenging environments.

This paper makes three main contributions: (1) We introduce Flock, a new approach to estimate and compensate on-the-fly the frequency deviations of the free-running DCOs – common on today’s sensor nodes – utilizing the accurate and high-resolution radio clock; (2) We employ Flock on the example of Glossy to enable synchronous transmissions even in the presence of strong temperature changes or other adversary conditions; and (3) We evaluate Flock both in simulation and lab experiments on real sensor nodes and show its effectiveness in several real scenarios.

The remainder of this paper is structured as follows. Sec. II provides the required background on synchronous transmissions, Glossy and DCO-related issues. Next, Sec. III introduces the design of Flock. We discuss the evaluation of Flock in Sec. IV and discuss related work in Sec. V. Sec. VI concludes the paper and discusses future work.

II. BACKGROUND AND MOTIVATION

Before introducing the design of Flock, this section provides the required fundamental notions necessary to understand the remainder of the paper. Furthermore, we provide a quantitative example to motivate our work.

A. Enabling synchronous transmissions with Glossy

The work of Glossy by Ferrari et al. [2], published in 2011, has spawned an entire new family of communication protocols utilizing so-called synchronous transmissions. These exploit the basic idea that the synchronous transmission of identical packets by neighboring nodes leads to constructive interference – or at least non-destructive interference. To achieve this, the temporal displacement between transmissions at a common receiver must be lower than a given threshold. For IEEE 802.15.4-compliant radios this threshold is known to be 0.5 $\mu$s [2]. When neighboring nodes transmit packets concurrently, they must do so within the bounds of 0.5 $\mu$s.

If nodes were synchronized at sub-microseconds scale, it would be possible to coordinate these transmissions using the common time reference. The vast majority of existing synchronization protocols for low-power networks, however, are only able to achieve synchronization accuracy of the order of microseconds [22]. This is not sufficient to ensure constructive interference. Recently presented synchronization mechanisms can achieve sub-microseconds accuracy [23], [24]. Their ability to support synchronous transmissions is however still limited. The approach by König et al., for instance, can achieve synchronous transmissions in slightly more than 30% of the cases only [23].

Instead of relying on explicit synchronization, Glossy makes nodes implicitly align their transmissions by relying on radio events only. Glossy implements a flooding primitive that propagates a packet quickly throughout the network. The flood is started by a dedicated node – called the initiator – that sends the packet to propagate. All one-hop neighbors of the initiator receive this packet at almost exactly the same time instant. This is because time differences due to propagation delays are negligible (of the order of nanoseconds) in practical cases. In Glossy these nodes then retransmit the packet immediately to ensure that the time interval elapsed between the reception and the retransmission of the packet is as short as possible. Furthermore, Glossy eliminates almost entirely the sources of randomness that can influence the length of this time interval. This way, it ensures that nodes retransmit an incoming packet within a delay that is (almost) equal on all nodes and thus it manages to fulfill the “0.5 $\mu$s condition”. The flood terminates once all nodes have retransmitted the packet for a pre-defined number of times (e.g., 3 times).

B. The software delay in Glossy

To ensure that the time needed to retransmit a packet after receiving it is the same on all nodes, Glossy must deal with the existence of the so-called software delay $T_{sw}$ [2]. Fig. 1 helps explaining what the software delay is by depicting the main activities of the radio during the reception and retransmission of a packet in Glossy.

The physical layer header of an IEEE 802.15.4 packet contains a Preamble followed by a Start of Frame Delimiter (SFD)-byte. Once the SFD is received, a corresponding pin in the radio chip is set, as shown by the “SFD pin” line in Fig. 1. The SFD pin remains set until the entire packet, consisting of Length and Data fields, is received.

When the reception of the Data field is completed the SFD pin returns unset. The changing SFD signal triggers an interrupt at the MCU indicating that the reception of the incoming packet is completed. In the corresponding interrupt...
service routine the main goal of Glossy is to quickly trigger the retransmission of the received packet. The time needed by the MCU to do so is called the software delay $T_{sw}$ [2]. Glossy ensures that the MCU executes exactly the same number of instructions – corresponding to 97 clock cycles – on all nodes during $T_{sw}$. With this setting, the (theoretical) maximal difference between the value of $T_{sw}$ on different nodes is 0.375 $\mu$s [2], which is sufficient to ensure the “0.5 $\mu$s condition” to be fulfilled.

This, however, only holds when the frequency of the clock that sources the MCU is essentially equal on all synchronously transmitting nodes. In practical settings, however, these clocks may and do run at a different frequency on different nodes. In the following section and in Sec. IV we show that this in turn results in non-negligible differences in the actual software delay.

C. How the MCU clock frequency affects the software delay

The MCU in low-power hardware platforms is often driven by an unstable digital crystal oscillator (DCO). While the DCO is expected to tick at a pre-specified, nominal frequency, the actual DCO frequency may deviate significantly from the nominal value. This deviation occurs despite the fact that the frequency of the DCO is calibrated at frequent, pre-defined intervals via an external, stable 32 kHz crystal.

For the MSP430 – the MCU typically found on the widely used TelosB platform [25] – the nominal frequency of the DCO corresponds to 4,194,304 Hz [26]. The actual frequency may, however, vary significantly from node to node due to manufacturing issues or depending on the internal temperature or supply voltage of the node [26], [16]. In particular, the sensitivity of the DCO to temperature is quantified in $-0.38 \%/\degree C$ [26]. This implies that if two nodes are exposed to a temperature difference of, e.g., 20$\degree C$, the difference between the frequency at which their MCUs run will differ of 7.6 percentage points. Thus, while the clock of one node can be assumed to run at 4,194,304 Hz (i.e., $\sim$238 ns per tick), the other node would have a clock running at 3,875,537 Hz (i.e., $\sim$258 ns per tick). While 97 ticks at the first frequency correspond to 23.13 $\mu$s, they instead result in 25.03 $\mu$s if the second frequency is considered. The difference between these two delays is far higher than the maximum allowed temporal displacement of 0.5 $\mu$s, which is required to ensure constructive interference to occur.

We introduce Flock to compensate for these differences in the DCO clock frequency. Flock contributes in making Glossy, and many other protocols building upon it, more robust to operate in challenging environments, like those described in [16]. Furthermore, Flock allows to cope with a further downside of Glossy’s approach to ensure synchronous transmissions, i.e., the fact that it does not allow for intermediate operations to be executed between the reception and retransmission of a packet. Indeed, Glossy minimizes the number of instructions executed during the software delay to mitigate “the impact of DCO instability” [2]. Thus, approaches that need to process an incoming packet or delay its retransmission can adopt Flock to compensate for DCO clock frequency misalignments and thus lift an inherent limitation of Glossy’s design.

III. DESIGN

As illustrated in the previous section the actual duration of the software delay in Glossy may differ across different nodes because the frequency of the DCO may deviate from the nominal frequency in an unpredictable way. This causes a clock offset to exist between nodes, which Flock can compensate for.

Flock does not cause any additional communication among nodes and its principle of operation is rather simple. In a nutshell, it adapts on-the-fly the number of MCU clock cycles that must elapse during $T_{sw}$. While in Glossy this number is fixed to 97, Flock varies it on each node individually to account for deviations of the MCU clock frequency from the nominal value.

A. How Flock works

To determine the actual number of MCU clock cycles that must elapse during $T_{sw}$ on each node, Flock must obtain a reliable estimation of the actual DCO frequency – or at least of its deviation from the nominal value. To this end, it needs a reliable time reference. The key intuition behind the design of Flock is to use the time between the transitions of the SFD pin during the reception of a packet, indicated as $T_{rx}$ in Fig. 1, as such a time reference. Indeed, the time $T_{rx}$ needed by the radio to receive a packet has two crucial characteristics: (i) it is known, and (ii) it can be assumed to have a stable value across different nodes.

The length of $T_{rx}$ is known because it depends only on the length of the packet, which can be fixed a priori or be read from the packet itself in each round (see field Length in Fig. 1). The length of $T_{rx}$ is stable because it depends on the clock of the radio only. This clock is typically highly accurate and more fine-grained than the DCO clock. In particular, the IEEE 802.15.4 standard requires that this clock can drift at a rate of at most ±40 ppm [21].

If Glossy runs on a platform that relies on the CC2420 radio chip [27] – like our reference platform, the TelosB mote, does – then $T_{rx}$ is equal to 288 $\mu$s. This is because the CC2420 transmits at 250 kbit/s, the Data field of a Glossy packet is of 8-byte length, and $T_{rx}$ is the time needed to receive both the 1-byte long Length field and the Data field. A total of 9 bytes at 250 kbit/s thus results in 288 $\mu$s.1 Assuming that the clock of the radio suffers from the maximum drift of ±40 ppm, the resulting error on the value of $T_{rx}$ would be of $\pm 11.52$ ns (288 $\mu$s $\cdot$ $\pm 40 \cdot 10^{-6}$). Thus, we can assume the value of $T_{rx}$ to be the same – up to few nanoseconds – across all nodes, which is a factor 23 below the required bound of 0.5 $\mu$s for synchronous transmissions. Moreover, considering a drift of ±40 ppm for the radio crystal is a worst case scenario. The crystal needs to fulfill this requirement over its complete lifetime and operation parameters including voltage

---

1Our measurements – reported in Section IV – show that the value of $T_{rx}$ is indeed very stable but in reality amounts to 288.6 $\mu$s. This must be considered when the value of $T_{rx}$ is used but has no effect on the design of Flock.
and temperature changes. Thus, in practice, a much smaller error than ±40 ppm can be expected, as also confirmed by our experiments. Furthermore, we observe that the DCO frequency can be assumed to remain stable in the interval $T_{rx} + T_{sw}$, thus eliminating a further potential source of error.

Let us now indicate with $C_{rx}$ the number of clock cycles that would elapse during $T_{rx}$, if the DCO would run at the nominal frequency $f_{DCO}$. Accordingly, $C_{rx}^*$ indicates the corresponding number of DCO clock ticks when the DCO frequency is the actual one, indicated as $f_{DCO}^*$. Let us further assume that $I$ indicates the number of clock cycles that must elapse during $T_{sw}$ under the assumption that the DCO frequency is $f_{DCO}$.

If the three values defined above were known, the number of clock cycles $I^*$ that must elapse during $T_{sw}$ when the DCO frequency is $f_{DCO}^*$ can be determined through the equation:

$$I^* = \left\lfloor \frac{C_{rx}^*}{C_{rx}} I \right\rfloor$$

(1)

The function $\left\lfloor \cdot \right\rfloor$ in Eq. 1 indicates the nearest integer function (i.e., the right side of the equation must be rounded to the closest integer). Using Eq. 1, Flock can compute the desired value of $I^*$ without the need of knowing the actual value of $f_{DCO}^*$. We detail below how Flock determines the values of these three factors on the right side of Eq. 1.

**B. Computing $C_{rx}^*$, $C_{rx}$, and $I$**

We determine the value of $C_{rx}^*$ by letting the MCU count the number of MCU clock ticks that elapse during $T_{rx}$. This can be easily implemented on the TelosB platform because the MCU supports the time-stamping of transitions of the SFD pin. Flock captures the two timestamps corresponding to the instances at which the MCU detects when the SFD pin rises and subsequently drops. The difference between these two timestamps corresponds to $C_{rx}^*$. Using this procedure, the MCU always returns an integer value.

Fig. 2(a) helps illustrating how the value of $C_{rx}^*$ is actually determined on the MCU of a TelosB mote. The rising of the SFD pin is detected by the MCU with a variable and unpredictable delay. This is due to the fact that the SFD pin is set at the rising edge of the clock of the radio, while the MCU detects it at the rising edge of its own clock. Since these two clocks run at different frequency, the delay mentioned above originates. We indicate the ratio between this delay and the length of an MCU clock cycle as the factor $k_p$. This same parameter is defined in Glossy as “the fraction of the DCO period [$\ldots$] required at the MCU to sample the SFD transition” and it is a uniformly distributed random variable between 0 and 1.

Depending on the value of $k_p$, the actual number of clock cycles counted by the MCU during $T_{rx}$ may differ. Furthermore, the MCU detects the transition of the falling SFD (reception end) on the next rising edge after the actual transition. This is due to the fact that the MCU verifies the status of the SFD pin (and sets timestamps) only in correspondence of the rising edge of its clock. This causes the clock tick count to be further increased by 1. The issues become visible when Fig. 2(a) and Fig. 2(b) are compared. In the first case, the MCU counts 6 clock ticks during $T_{rx}$ and an additional tick after the SFD transition. Thus, the MCU counts 7 ticks in total. In the second case, it counts in total 6 ticks only. Depending on the value of $k_p$, the MCU may thus count either 6 or 7 ticks for $T_{rx}$. Using the timestamping procedure described above and assuming a nominal frequency $f_{DCO}$, we can compute $C_{rx}$ as follows:

$$C_{rx} = \lceil (T_{rx} \cdot f_{DCO}) + k_p \rceil + 1.$$  

(2)

Depending on the values of $k_p$, $T_{rx}$, and $f_{DCO}$, $C_{rx}$ may in general take one of several values (e.g., 6 or 7 as in the example above). Flock selects the value with higher probability $C_{rx}^{high}$ as the one used to compute $I^*$ in Eq. 1. Because $k_p$ is random and uniformly distributed between 0 and 1, we can calculate the probability of the bigger value $C_{rx}^{max}$ (e.g., 7 in our example) with

$$P(C_{rx}^{max}) = (T_{rx} \cdot f_{DCO}) - [(T_{rx} \cdot f_{DCO})]$$

(3)

Depending on the occurrence probability of $C_{rx}^{max}$, we can...
determine \( C_{rx}^{\text{high}} \) as follows:

\[
C_{rx}^{\text{high}} = \begin{cases} 
[(T_{rx} \cdot f_{DCO})] + 1 & \text{if } P(C_{rx}^{\text{max}}) < 0.5 \\
[(T_{rx} \cdot f_{DCO})] + 2 & \text{if } P(C_{rx}^{\text{max}}) \geq 0.5
\end{cases}
\]

The last parameter from Eq. 1 to describe is \( I \). As mentioned in Sec. II-C, Flock allows for intermediate operations to be executed during \( T_{sw} \). This requires the application designer to set the value of \( I \).

C. Statistical uncertainties on the software delay

The authors of Glossy showed that – even in the absence of clock offsets – the value of the software delay \( T_{sw} \) is not deterministic and depends on the frequency of the radio clock \( f_r \) [2]. In particular, they demonstrate that “\( T_{sw} \) is a discrete random variable with granularity \( 1/f_r \)” and this is due to the fact that the radio clock and the DCO are not synchronized. To understand how Flock copes with this uncertainty, we remind that while Glossy uses a constant number of software instructions \( I \) to make the software delay as deterministic as possible, Flock changes the number of software instructions \( I^* \) at runtime to mitigate the clock offset.

If there is no DCO offset, \( I^* \) and \( I \) have the same value. In this case, \( C_{rx} \) can assume one or two values. If the value \( T_{rx} \cdot f_{DCO} \) in an integer number, \( C_{rx} \) assumes a single value with probability \( P(C_{rx}^{\text{high}}) = 1 \). Otherwise, \( C_{rx} \) assumes one of two possible values that occur with different probabilities. Eq. 4 allows us to compute the value of \( C_{rx} \) that occurs with higher probability. The other value can however still occur with probability \( 1 - P(C_{rx}^{\text{high}}) \). The possible values for \( C_{rx} \) differ by 1 DCO tick. Assuming that \( C_{rx}^{\text{high}} = C_{rx}^{\text{max}} \) then \( C_{rx} \) becomes \( C_{rx} - 1 \). After transformation, Eq. 1 becomes \( I^* \cdot C_{rx} = I \cdot (C_{rx} - 1) \). This latter equality holds if \( I^* < I \), which however contradicts our initial assumption that \( I^* \) and \( I \) have the same value. The resulting uncertainty for \( I^* \) is \( \frac{1}{C_{rx}} \) DCO ticks. As a consequence, the uncertainty increases with large \( I \). Increasing \( C_{rx} \) by increasing the packet size mitigates these effects. Thus, large packets increase the probability that the “\( 0.5 \mu s \) condition” is fulfilled even with large processing delays between the reception and re-transmissions of a packet.

Glossy sets \( I = 97 \) to achieve “the theoretical lower bound of only two possible values for \( T_{sw} \)” [2]. Flock achieves a lower bound of two values only when the product \( T_{rx} \cdot f_{DCO} \) results in an integer value. Otherwise, the theoretical lower bound is three possible values for \( T_{sw} \) with granularity \( 1/f_r \), due to Flock’s additional uncertainty of \( \frac{1}{C_{rx}} \) DCO ticks for \( I^* \).

IV. EVALUATION

To demonstrate the performance of Flock, we first present simulation results that show the distribution of \( T_{sw} \) with and without Flock for different packet sizes and software delays. Afterwards, we report results from real sensor nodes and show how Flock performs under different conditions.

A. Flock in simulations

We first simulate the distribution of \( T_{sw} \) with and without Flock. Our results confirm that the small amount of software instructions in Glossy is still affected by DCO frequency offsets. We further show that Flock efficiently compensates for frequency deviations of the DCO even with large \( T_{sw} \). A larger \( T_{sw} \) allows processing operations between packet reception and retransmission. We use Eq. (3) from [2] for calculating \( T_{sw} \). We set \( I = 97 \) as in Glossy and vary the DCO frequency to simulate a deviation from the nominal value between 0% and 7.6%. As mentioned in Sec. II, a temperature difference of 20°C corresponds to a DCO frequency difference of 7.6%.

Fig. 3a shows the resulting distribution of \( T_{sw} \) for 10^6 samples for Glossy without Flock. We find that \( T_{sw} \) spreads over \( \Delta 2.125 \mu s \), distributed over 18 values with a distance of 125 ns to each other. As mentioned in Sec. III-C is \( T_{sw} \) randomly distributed with granularity of \( 1/f_r \). The radio clock runs with 8 MHz, resulting in a resolution of 125 ns. Our simulation result confirms that the small amount of software instructions that Glossy requires are still affected by frequency deviations. With a constant number of instructions \( I \), the temporal displacement can be far above the required 0.5 \( \mu s \) for constructive interference. We now apply Flock. We consider a packet size of 9 bytes and simulate the distribution of \( T_{sw} \) again. As depicted in Fig. 3b, \( T_{sw} \) distributes now only over \( \Delta 0.625 \mu s \). Further, over 99% of the values are within 0.375 \( \mu s \), which is sufficient to ensure constructive interference.

We now evaluate the influence of the packet length and the number of instructions \( I \) on Flock. We set the packet length to 128 bytes while \( I \) is still set to 97 and simulate again for 10^6 samples. Fig. 3c illustrates that the packet length in this configuration only has marginal effects on the distribution of \( T_{sw} \). This is expected as \( \frac{I}{C_{rx}} = \frac{97}{1210} \ll 1 \). In a next step, we set \( I \) to 2000 ticks, which is the default value for the processing time in Chaos [17] and set the packet length to 9 bytes. Fig. 3d shows a larger distribution of \( T_{sw} \). The calculated uncertainty for \( I^* \) is around 2 ticks, resulting in a larger distribution of \( T_{sw} \). Constructive interference can be achieved in 87% of the transmissions. In order to verify that larger packets mitigate the effect of the uncertainty, we set the packet length to 128 byte. Fig. 3e confirms that the distribution of \( T_{sw} \) reduces to \( \Delta 0.5 \mu s \), fulfilling the “0.5 \( \mu s \) condition” for constructive interference. Fig. 3f shows the distribution of \( T_{sw} \) without Flock for \( I = 97 \) for reference. The values spread over \( \Delta 39.5 \mu s \).

B. The effect of Flock on the software delay

We now evaluate the effect of Flock on \( T_{sw} \) in a controlled environment in our lab. We find that Flock can achieve constructive interference in 98% of the cases, even in challenging environments. The variable delay of \( T_{sw} \) is reduced from \( \Delta 2.124 \mu s \) without Flock to maximum \( \Delta 0.75 \mu s \) when enabling Flock. Thus, Flock makes synchronously transmitted packets overlap with high probability.

We implement Flock in the publicly available source code of Glossy and run it on TelosB motes. In order to reach \( I^* \), nodes
execute a corresponding number of no operations (NOPs). The consequence is an increase of $T_{sw}$ in dependence of the maximum frequency deviation of the nodes in the network. In our implementation $I$ is set to 112. We use a lookup-table to keep the processing overhead for calculating $I^*$ to a minimum. The nodes select the number of NOPs to add to reach $I^*$ from the lookup-table depending on $C_{rx}$.  

Using an oscilloscope we first measure $T_{rx}$ for 9 byte packets. We find that $T_{rx}$ is 288.6 μs. We assume that this discrepancy between measurements and theory is due to the fact that the CC2420 adds a processing delay when receiving a packet. At the sender side, we observed no such delay. Nonetheless, this has no effect on the design of Flock but it must be considered when the value of $T_{rx}$ is calculated.

We measure $T_{sw}$ on four receivers by connecting their SFD pins to an oscilloscope. Three receivers are Tmote Sky motes and one is a MTM-CM5000 mote. Both, Tmote Sky and MTM-CM5000 are variants of the well-known TelosB platform. To enforce different frequency drifts of the DCO, we repeat our experiments for three different temperature environments, namely, room temperature (22°C), cold (10°C) and hot (40°C). These temperatures are within the operating conditions of the motes that are specified with -40°C and +85°C [28]. The cold and hot environments are generated by a refrigerator that can be switched to either cooling or heating.

We carefully place the four receivers into the refrigerator and wait a few minutes before starting the experiments, so that the nodes can acclimatize. The initiator – the node that starts the communication and sends the packets to propagate – still operates at room temperature. We set the transmission power to maximum, which is 0 dBm, and make sure that the reception reliability is approximately 100%. We further make sure that the DCO calibrates with the stable 32 kHz clock before each packet transmission to ensure a fair evaluation. We first run Glossy at room temperature without Flock. After collecting over 2,000 samples, we repeat the experiment, but place all four receivers in a cold and later in a hot environment. We repeat the experiments afterwards with Flock enabled.

The plots on the left side of Fig. 4 show the distribution of $T_{sw}$ in different temperature environments for the four receivers without Flock. As shown in Fig 4a, while the distribution of $T_{sw}$ for the Tmote Sky motes is rather close to each other, the distribution of $T_{sw}$ for the MTM-CM5000 strongly differs from the distribution of the Tmote Sky nodes. The resulting variable delay for $T_{sw}$ spreads over $\Delta 1.375 \mu s$. A similar distribution of $T_{sw}$ is achieved in the cold environment, shown in Fig. 4c. In the hot environment the distribution of $T_{sw}$ expands to $\Delta 2.125 \mu s$, distributed over 18 values with a
distance of 125 ns to each other. Constructive interference is not guaranteed in all three temperature environments.

The plots on the right side of Fig. 4 depict the distribution of \( T_{sw} \) with Flock. \( T_{sw} \) spreads over \( \Delta 0.75 \) µs. In 98% of the cases the distribution of \( T_{sw} \) is within 0.5 µs, the necessary requirement to achieve constructive interference. The gray area marks the range, for which values of \( T_{sw} \) constructive interference can be achieved. Constructive interference can be achieved in 98% of the case.

![Graphs showing distribution of Tsw with and without Flock](image)

**Fig. 4.** Experimental results for the distribution of \( T_{sw} \). The variable delay without Flock spreads over \( \Delta 2.125 \) µs. With Flock the variable delay reduces to \( \Delta 0.75 \) µs. The gray area marks the range, for which values of \( T_{sw} \) constructive interference can be achieved. Constructive interference can be achieved in 98% of the case.

As mentioned above, the code of Flock requires a few software instructions by itself. The average \( T_{sw} \) increases from 23.56 µs for Glossy without Flock to 26.63 µs with Flock. However, we show in the following experiments that Glossy with Flock can still achieve a lower latency and also reduces the time the radio is active during a Glossy flood.

**C. The performance of Flock in controlled lab environments**

In this set of experiments, we want to investigate the effect of clock offset and the influence of Flock on the performance of Glossy. We can report that Flock increases the reliability of Glossy by 3% and also reduces latency and the time the radio is active during a Glossy flood.

We use the code from the previous experiment and deploy it on three Tmote Sky motes – two senders and one receiver. We assign sender 1 and the receiver a nominal MCU frequency of 4,194,304 Hz. To simulate a frequency offset of 1.5% we set the nominal frequency of sender 2 to 4,131,389 Hz. We ensure that we only measure the effects of clock offset by eliminating external factors like multipath propagation that may also influence the temporal displacement of signals and thus, the performance of Glossy. We connect the motes at the SMA connection sleeves of the antennas via coaxial cables and a tee coaxial adapter as shown in Fig. 5. Triggered by the receiver, the two senders synchronously transmit a packet. At the receiver we measure three key metrics: The **reliability (R)** is the ratio of missed and total packets. The **latency (L)** indicates the time between the transmission of a packet and its first reception. And the **radio on-time (T)** is the time the radio is active during a Glossy flood. The receiver further collects information about dropped packets due to bit-flips caused by destructive interference: The parameter **wrong length (WL)** is the fraction of packets that have a length field which is either smaller than 2 byte (the size of the field containing, among others, the Cyclic Redundancy Check (CRC)) or greater than the maximum packet length of 127 byte, specified by the IEEE 802.15.4 standard [21]. Glossy distinguishes itself from other coexisting protocols by a header field with value 0xa0. The parameter **wrong header (WH)** indicates the fraction packets that are dropped due to a value that differs from
the expected one. Packet drops due to failed CRC checks are indicated with the wrong CRC (WC) parameter. We perform this set of experiments at room temperature and repeat each experiment three times, with 2,100 Glossy floods for each experiment. Before starting, we set the transmit power level of the nodes to 2 and ensure that all nodes receive packets with approximately the same power level (in our case -85 dBm).

Table I summarizes the results for this set of experiment. Our experiments reveal that Flock increases Glossy’s reliability by around 3%. Latency and radio-on time are decreased by 13% and 31%, respectively. This means that even with a longer $T_{sw}$, compared to standard Glossy, Flock decreases latency. The reason is that the first packet is correctly received in an earlier Glossy slot. As a consequence the radio on-time is also reduced. The respective fractions of dropped packets are roughly the same with and without Flock.

V. RELATED WORK

Clock offset or clock drift compensation has been largely studied in the context of time synchronization. Examples of protocols used to establish and maintain synchronization among low-power nodes include RBS [29], TPSN [30], FTSP [31], RITS [32], RATS [33], and PulseSynch [34].

The time synchronization protocols mentioned above managed to achieve accuracy of the order of microseconds. For instance, it is reported that the average synchronization error between two nodes (for a single hop) for TPSN and RBS are 16.9 $\mu$s and 29.1 $\mu$s, respectively [30]. FTSP can reduce this error to 1.48 $\mu$s [31]. RITS, RATS, and PulseSynch also obtain synchronization errors of the order of a few microseconds.

To enable constructive interferences, however, sub-microseconds timing accuracy is necessary. In particular, to allow for constructive interference to occur with high probability, identical transmissions from separate nodes should be triggered with a temporal displacement of at most 0.5 $\mu$s [2]. This is however an upper limit. To achieve actual gains from concurrent transmissions in practical settings, the temporal displacement should be even lower, e.g., 0.2 $\mu$s [23].

Glossy [2] ensures that the temporal displacement between transmissions from concurrently transmitting nodes is below 0.5 $\mu$s with high probability. This goal is achieved by making the time elapsed between the reception of a message and the start of its retransmission to be very low. In particular, Glossy makes this time to be equal to 97 ticks of the DCO clock of the MSP430 microcontroller (MCU). Because the clocks of different nodes can run at different frequency, however, the time required to execute the 97 cycles may also differ. Flock addresses this problem inherent in the design of Glossy and provides a practical solution to compensate on-the-fly for DCO clock errors. Furthermore, Flock allows to lift the constraint introduced by Glossy that nodes must retransmit incoming packets immediately.

König et al. [23] also recently proposed a method to achieve sub-microseconds synchronization among nodes and, thus, allow for synchronous transmission to be successfully achieved. Their approach, however, induces additional communication overhead and is less effective than Flock in ensuring the fulfillment of the “0.5 $\mu$s condition”.

A common way to limit the impact of DCO errors is to rely on the Virtual High Resolution Timer (VHT) [24]. VHT combines the different clocks found on typical MCUs of low-power platforms. The common TelosB mote, for example, is equipped with a MSP430 processor featuring both a 4 MHz and a 32 kHz clock. While the latter is a low-resolution, but accurate clock, the first is a high-resolution, but less accurate one. VHT combines them both into a virtual timer, called VHT. For example, an event is time-stamped as time $x$ on the low-frequency clock followed by $y$ ticks on the high frequency clock. Recent work [23], [18], [20] utilize VHT to time synchronous transmissions, but also denote limitations [18], [20]. In particular, the accuracy obtained using VHT is mostly insufficient to ensure the fulfillment of the “0.5 $\mu$s condition”.

VI. CONCLUSION

The Glossy protocol and subsequent work exploit the idea that the synchronous transmission of identical packets by neighboring nodes leads to constructive or non-destructive interference. This occurs, however, only if the temporal displacement between transmissions is less than 0.5 $\mu$s when employing IEEE 802.15.4 radios.

In this paper, we show that – due to the unstable DCO clocks used on common hardware platforms for low-power networks – this “0.5 $\mu$s condition” is challenging to reach. We thus introduce Flock, a novel approach to compensate for differences in DCO clock frequency across nodes. Furthermore, Flock allows for intermediate operations to be executed between the reception and retransmission of a message.

With respect to the existing literature, Flock obtains significantly better accuracy than previous approaches and can be seamlessly integrated into the code base of Glossy. This

---

$^2$See Section 5.3 in [2], parameter $I$. 

---

**TABLE I**

<table>
<thead>
<tr>
<th>R [%]</th>
<th>L [ms]</th>
<th>T [ms]</th>
<th>WL [%]</th>
<th>WH [%]</th>
<th>WC [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>with Flock</td>
<td>98.74</td>
<td>2.464</td>
<td>6.986</td>
<td>13.21</td>
<td>5.98</td>
</tr>
<tr>
<td>without Flock</td>
<td>95.18</td>
<td>2.834</td>
<td>10.184</td>
<td>11.88</td>
<td>5.85</td>
</tr>
</tbody>
</table>
way, Flock ensures Glossy and other protocols that build upon it can operate reliably even in challenging environments. The source code of Flock is publicly available at http://github.com/martinabr/flock.
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