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#### Abstract

The operational semantics of a partial, functional language is often given as a relation rather than as a function. The latter approach is arguably more natural: if the language is functional, why not take advantage of this when defining the semantics? One can immediately see that a functional semantics is deterministic and, in a constructive setting, computable.

This paper shows how one can use the coinductive partiality monad to define big-step or small-step operational semantics for lambda-calculi and virtual machines as total, computable functions (total definitional interpreters). To demonstrate that the resulting semantics are useful type soundness and compiler correctness results are also proved. The results have been implemented and checked using Agda, a dependently typed programming language and proof assistant.
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## 1. Introduction

Consider the untyped $\lambda$-calculus with a countably infinite set of constants $c$ :

$$
t::=c|x| \lambda x . t \mid t_{1} t_{2}
$$

Closed terms written in this language can compute to a value (a constant $c$ or a closure $\lambda x . t \rho$ ), but they can also go wrong (crash) or fail to terminate.

How would you write down an operational semantics for this language? A common choice is to define the semantics as an inductively defined relation, either using small steps or big steps. For an example of the latter, see Figure 1: $\rho \vdash t \Downarrow v$ means that the term $t$ can terminate with the value $v$ when evaluated in the environment $\rho$. However, as noted by Leroy and Grall (2009), this definition provides no way to distinguish terms which go wrong from terms which fail to terminate. If we want to do this, then we can define two more relations, see Figure 2: $\rho \vdash t \Uparrow$, defined coinductively,
(C) ACM, 2012. This is the author's version of the work. It is posted here by permission of ACM for your personal use. Not for redistribution. The definitive version was published in the Proceedings of the 17th ACM SIGPLAN international conference on Functional programming (2012), http://doi.acm.org/10.1145/ 2364527.2364546.

$$
\begin{array}{ccc}
\rho \vdash c \Downarrow c & \frac{\rho(x)=v}{\rho \vdash x \Downarrow v} & \rho \vdash \lambda x . t \Downarrow \lambda x . t \rho \\
\frac{\rho \vdash t_{1} \Downarrow \lambda x . t^{\prime} \rho^{\prime}}{} \quad \rho \vdash t_{2} \Downarrow v^{\prime} \quad \rho^{\prime}, x=v^{\prime} \vdash t^{\prime} \Downarrow v \\
\rho \vdash t_{1} t_{2} \Downarrow v
\end{array}
$$

Figure 1. A call-by-value operational semantics for the untyped $\lambda$ calculus with constants, specifying which terms can terminate with what values (very close to a semantics given by Leroy and Grall (2009)).

$$
\begin{array}{cc}
\frac{\rho \vdash t_{1} \Uparrow}{\overline{\rho \vdash t_{1} t_{2} \Uparrow}} & \frac{\rho \vdash t_{1} \Downarrow v}{\rho \vdash t_{1} t_{2} \Uparrow} \\
\xlongequal{\rho \vdash t_{1} \Downarrow \lambda x \cdot t^{\prime} \rho^{\prime}} & \rho \vdash t_{2} \Downarrow v^{\prime} \quad \rho^{\prime}, x=v^{\prime} \vdash t^{\prime} \Uparrow \\
\rho \vdash t_{1} t_{2} \Uparrow \\
\rho \vdash t z \stackrel{\text { def }}{=} & \neg(\exists v . \rho \vdash t \Downarrow v) \wedge \neg(\rho \vdash t \Uparrow)
\end{array}
$$

Figure 2. Two more operational semantics for the untyped $\lambda$ calculus with constants, specifying which terms can fail to terminate or go wrong. The definition written using double lines is coinductive, and is taken almost verbatim from Leroy and Grall (2009).
means that the term $t$ can fail to terminate when evaluated in the environment $\rho$; and $\rho \vdash t$ \& means that $t$ goes wrong.

Now we have a complete definition. However, this definition is somewhat problematic:

1. There are four separate rules which refer to application. For a small language this may be acceptable, but for large languages it seems to be easy to forget some rule, and "rule duplication" can be error-prone.
2. It is not immediately obvious whether the semantics is deterministic and/or computable: these properties need to be proved.
3. If we want to define an interpreter which is correct by construction, then the setup with three relations is awkward. Consider the following type-signature, where $\__{-} ~_{-}$is the sum type constructor:

$$
\text { eval : } \forall \rho t \rightarrow(\exists v . \rho \vdash t \Downarrow v) \uplus \rho \vdash t \Uparrow \uplus \rho \vdash t z
$$

This signature states that, for any environment $\rho$ and term $t$, the interpreter either returns a value $v$ and a proof that $t$ can terminate with this value when evaluated in the given environment; or a proof that $t$ can fail to terminate; or a proof that $t$ goes wrong. It should be clear that it is impossible to implement eval
in a total, constructive language, as this amounts to solving the halting problem.

The situation may have been a bit less problematic if we had defined a small-step semantics instead, but small-step semantics are not necessarily better: Leroy and Grall (2009) claim that "big-step semantics is more convenient than small-step semantics for some applications", including proving that a compiler is correct.

I suggest another approach: define the semantics as a function in a total meta-language, using the partiality monad (Capretta 2005) to represent non-termination, where the partiality monad is defined coinductively as $A_{\perp}=\nu X . A \uplus X$. If this approach is followed then we avoid all the problems above:

1. We have one clause for applications, and the meta-language is total, so we cannot forget a clause.
2. The semantics is a total function, and hence deterministic and computable.
3. The semantics is an interpreter, and its type signature does not imply that we solve the halting problem:

$$
\llbracket-\rrbracket: \text { Term } \rightarrow \text { Environment } \rightarrow(\text { Maybe Value })_{\perp}
$$

An additional advantage of using a definitional interpreter is that this can make it easy to test the semantics (if the interpreter is not too inefficient). Such tests can be useful in the design of non-trivial languages (Aydemir et al. 2005).

The main technical contribution of this paper is that I show that one can prove typical meta-theoretical properties directly for a semantics defined using the partiality monad:

- A big-step, functional semantics is defined and proved to be classically equivalent to the relational semantics above (Sections 3 and 5; for simplicity well-scoped de Bruijn indices are used instead of names).
- Type soundness is proved for a simple type system with recursive types (Section 4).
- The meaning of a virtual machine is defined as a small-step, functional semantics (Section 6).
- A compiler correctness result is proved (Section 7).
- The language and the type soundness and compiler correctness results are extended to a non-deterministic setting in order to illustrate that the approach can handle languages where some details-like evaluation order-are left up to the compiler writer (Section 8).
- Finally Section 9 contains a brief discussion of term equivalences (applicative bisimilarity and contextual equivalence).
As far as I know these are the first proofs of type soundness or compiler correctness for operational semantics defined using the partiality monad. The big-step semantics avoids the rule duplication mentioned above, and this is reflected in the proofs: there is only one case for application, as opposed to four cases in some corresponding proofs for relational semantics due to Leroy and Grall (2009). Related work is discussed further in Section 1.3.


### 1.1 Operational?

At this point some readers may complain that $\llbracket-\rrbracket$ does not define an operational semantics, but rather a denotational one. Perhaps a better term would be "hybrid operational/denotational", but the semantics is not denotational:

- It is not defined in a compositional way: $\llbracket t \rrbracket$ is not defined by recursion on the structure of $t$, but rather a combination of corecursion and structural recursion (see Section 3).
- Furthermore the "semantic domain" is rather syntactic: it includes closures, and is not defined as the solution to a domain equation.
I do not see this kind of semantics as an alternative to denotational semantics, but rather as an alternative to usual operational ones. (See also the discussion of term equivalences in Section 9.)


### 1.2 Mechanisation

The development presented below has been formalised in the dependently typed, functional language Agda (Norell 2007; Agda Team 2012), and the code has been made available to download.

In order to give a clear picture of how the results can be mechanised Agda-like code is also used in the paper. Unfortunately Agda's support for total corecursion is somewhat limited, ${ }^{1}$ so to avoid distracting details the code is written in an imaginary variant of Agda with a very clever productivity checker (and some other smaller changes). The accompanying code is written in actual Agda, sometimes using workarounds (Danielsson 2010) to convince Agda that the code is productive. There are also other, minor differences between the accompanying code and the code in the paper.

### 1.3 Related Work

Reynolds (1972) discusses definitional interpreters, and there is a large body of work on using monads to structure semantics and interpreters, going back at least to Moggi (1991) and Wadler (1992).

The toy language above is taken from Leroy and Grall (2009), who bring up some of the disadvantages of (inductive) big-step semantics mentioned above. The type system in Section 4 is also taken from Leroy and Grall, who discuss various formulations of type soundness (but not the main formulations given below). Finally the virtual machine and compiler defined in Sections 6-7 are also taken from Leroy and Grall, who give a compiler correctness proof.

Leroy and Grall also define a semantics based on approximations: First the semantics is defined (functionally) at "recursion depth" n ; if $n=0$, then the result $\perp$ is returned. This function is similar to the functional semantics $\llbracket-\rrbracket$ defined in Section 3, but defined using recursion on $n$ instead of corecursion and the partiality monad. The semantics of a term $t$ is then defined (relationally) to be $s$ if there is a recursion depth $n_{0}$ such that the semantics at recursion depth $n$ is $s$ for all $n \geqslant n_{0}$. Leroy and Grall prove that this semantics is equivalent to a relational, big-step semantics. This proof is close to the proof in Section 5 which shows that $\llbracket-\rrbracket$ is equivalent to a relational, big-step semantics.

Further comparisons to the work of Leroy and Grall is included below.

The type soundness proof in Section 4 is close to proofs given by Tofte (1990) and Milner and Tofte (1991). They use ordinary, inductive big-step definitions to give semantics of languages with cyclic closures, define typing relations for values coinductively (as greatest fixpoints of monotone operators $F$ ), and use coinduction $(x \in v F$ if $x \in X$ for some $X \subseteq F(X))$ to prove that certain values have certain types. In this paper the value typing relation is defined inductively rather than coinductively. However, another typing relation, that for possibly non-terminating computations, is defined coinductively, and the proof still uses coinduction (which takes the form of corecursion, see Section 2).

Capretta (2005) discusses the partiality monad, and gives a semantics for partial recursive functions (primitive recursive functions plus minimisation) as a function of type $\forall n .\left(\mathbb{N}^{n} \rightharpoonup \mathbb{N}\right) \rightarrow$ $\left(\mathbb{N}_{\perp}{ }^{n} \rightarrow \mathbb{N}_{\perp}\right)$.

[^0]Nakata and Uustalu (2009) define coinductive big-step and small-step semantics, in both relational and functional style, for a while language. Their definitions do not use the partiality monad, but are trace-based, and have the property that the trace can be computed (productively) for any source term, converging or diverging. My opinion is that the relational big-step definition is rather technical and brittle; the authors discuss several modifications to the design which lead to absurd results, like while true do skip having an arbitrary trace. The functional big-step semantics avoids these issues, because the semantics is required to be a productive function from a term and an initial state to a trace. Nakata and Uustalu have extended their work to a while language with interactive input/output (2010), but in this work they use relational definitions.

Paulin-Mohring (2009) defines partial streams using (essentially) the partiality monad, shows that partial streams form a pointed CPO, and uses this CPO to define a functional semantics for (a minor variation of) Kahn networks.

Benton et al. (2009) use the partiality monad to construct a lifting operator for CPOs, and use this operator to give denotational semantics for one typed and one untyped $\lambda$-calculus; the former semantics is crash-free by construction, the latter uses $\perp$ to represent crashes. Benton and Hur (2009) define a compiler from one of these languages to a variant of the SECD machine (with a relational, small-step semantics), and prove compiler correctness.

Ghani and Uustalu (2004) introduce the partiality monad transformer, $\lambda M$ A. $v X . M(A \uplus X)$. (In the setting of Agda $M$ should be restricted to be strictly positive.)

Goncharov and Schröder (2011) use the partiality monad transformer (they use the term resumption monad transformer) to give a class of functional semantics for a concurrent language.

Rutten (1999) defines an operational semantics for a while language corecursively as a function, using a "non-constructive" variant of the partiality monad, $A_{\perp}=(A \times \mathbb{N}) \uplus\{\infty\}$ (where $\infty$ represents non-termination and the natural number stands for the number of computation steps needed to compute the value of type A). With this variant of the monad the semantics is not a computable function, because the semantics returns $\infty$ iff a program fails to terminate. Rutten also discusses weak bisimilarity and explains how to construct a compositional semantics from the operational one.

Cousot and Cousot $(1992,2009)$ describe bi-inductive definitions, which generalise inductive and coinductive definitions, and give a number of examples of their use. One of their examples is a big-step semantics for a call-by-value $\lambda$-calculus. This semantics captures both terminating and non-terminating behaviours in a single definition, with less "duplication" of rules than in Figures 1-2, but more than in Section 3. An operator $F$ on $\wp($ Term $\times(\operatorname{Term} \cup\{\perp\}))$, where Term stands for the set of terms and $\perp$ stands for non-termination, is first defined by the following inference rules (where $v$ ranges over values):

$$
\begin{gathered}
v \Rightarrow v \begin{array}{cc}
\frac{t_{1} \Rightarrow \perp}{t_{1} t_{2} \Rightarrow \perp} & \frac{t_{1} \Rightarrow v}{t_{1} t_{2} \Rightarrow \perp} t_{2} \Rightarrow \perp \\
t_{1} t_{2} \Rightarrow r
\end{array}
\end{gathered}
$$

These rules should neither be read inductively nor coinductively. The semantics is instead obtained as the least fixpoint of $F$ with respect to the order _$\sqsubseteq-$ defined by

$$
X \sqsubseteq Y \quad=\quad X^{+} \subseteq Y^{+} \quad \wedge \quad X^{-} \supseteq Y^{-}
$$

where $Z^{+}=\{(t, s) \in Z \mid s \neq \perp\}$ and $Z^{-}=Z \backslash Z^{+} . F$ is not monotone with respect to _$ㄷ-($ (which forms a complete lattice), so Cousot and Cousot give an explicit proof of the existence of a least fixpoint (for a closely related semantics).

## 2. The Partiality Monad

Agda is a total language (assuming that the implementation is bugfree, etc.). Ordinary data types are inductive. For instance, we can define the type Fin $n$ of natural numbers less than $n$, and the type Vec $A n$ of $A$-lists of length $n$, as follows:

```
data Fin : \(\mathbb{N} \rightarrow\) Set where
    zero : \(\{n: \mathbb{N}\} \quad \rightarrow \operatorname{Fin}(1+n)\)
    suc : \(\{n: \mathbb{N}\} \rightarrow\) Fin \(n \rightarrow\) Fin \((1+n)\)
data \(\operatorname{Vec}(A: \operatorname{Set}): \mathbb{N} \rightarrow\) Set where
    [] : \(\operatorname{Vec} A 0\)
    \({ }_{-}::_{-}:\{n: \mathbb{N}\} \rightarrow A \rightarrow \operatorname{Vec} A n \rightarrow \operatorname{Vec} A(1+n)\)
```

(Cons is an infix operator, _::-; the underscores mark the argument positions.) Inductive types can be destructed using structural recursion. As an example we can define a safe lookup/indexing function:

```
lookup : \(\{A: \operatorname{Set}\}\{n: \mathbb{N}\} \rightarrow\) Fin \(n \rightarrow \operatorname{Vec} A n \rightarrow A\)
lookup zero \(\quad(x:: x s)=x\)
lookup (suc \(i)(x:: x s)=\) lookup \(i x s\)
```

The arguments within braces, $\{\ldots\}$, are implicit, and can be omitted if Agda can infer them. To avoid clutter most implicit argument declarations are omitted, together with a few explicit instantiations of implicit arguments.

Agda also supports "infinite" data through the use of coinduction (Coquand 1994). Coinductive types can be introduced using suspensions: $\infty A$ is the type of suspensions, that if forced give us something of type $A$. Suspensions can be forced using ${ }^{b}$, and created using $\#_{-}$:

$$
\begin{aligned}
& b: \infty A \rightarrow A \\
& \#_{-}: \quad A \rightarrow \infty A
\end{aligned}
$$

(Here $\#_{-}$is a tightly binding prefix operator. In this paper nothing binds tighter except for ordinary function application.)

The partiality monad is defined coinductively as follows:

```
data \(-\perp(A: S e t):\) Set where
    now : \(A \quad \rightarrow A_{\perp}\)
    later : \(\infty\left(A_{\perp}\right) \rightarrow A_{\perp}\)
```

You can read this as the greatest fixpoint $\nu X . A \uplus X .{ }^{2}$ The constructor now returns a value immediately, and later postpones a computation. Computations can be postponed forever:

```
never : A\perp
never = later (# never)
```

Here never is defined using corecursion, in a productive way: even though never can unfold forever, the next constructor can always be computed in a finite number of steps. Note that structural recursion is not supported for coinductive types, as this would allow the definition of non-productive functions.

The partiality monad is a monad, with now as its return operation, and bind defined corecursively as follows:

```
\(\rightarrow \varlimsup_{-}: A_{\perp} \rightarrow\left(A \rightarrow B_{\perp}\right) \rightarrow B_{\perp}\)
now \(x \gg f=f x\)
later \(x \gg=f=\operatorname{later}\left(\#\left({ }^{\dagger} x \gg f\right)\right)\)
```

If $x$ fails to terminate, then $x \gg f$ also fails to terminate, and if $x$ terminates with a value, then $f$ is applied to that value.

It is easy to prove the monad laws up to (strong) bisimilarity, which is a coinductively defined relation:

[^1]```
data _\cong__: 舥 }->\mp@subsup{A}{\perp}{}->\mathrm{ Set where
    now : now }x\cong\mathrm{ now }
    later: }\infty(\mp@subsup{}{}{b}x\cong\mp@subsup{}{}{b}y)->\mathrm{ later }x\cong later y
```

(Note that the constructors have been overloaded.) This equivalence relation relates diverging computations, and it also relates computations which converge to the same value using the same number of steps.

Note that $\cong_{-}$is a type of potentially infinite proof terms. Proving $x \cong y$ amounts to constructing a term with this type. This proof technique is quite different from the usual coinductive proof technique (where $x \in \nu F$ for a monotone $F$ if $x \in X$ for some $X \subseteq F(X)$ ), so let me show in detail how one can prove that bind is associative:

```
associative :
    (x:A\perp) (f:A->B\perp) (g:B->C ) 
    (x>>f>>g)}\cong(x>>\lambday->fy>>g
```

We can do this using corecursion and case analysis on $x$ :

```
associative (now x) fg= ?
associative (later x) f g=?
```

We can ask Agda what types the two goals (?) have. The first one has type $f x \gg g \cong f x \gg g$, and can be completed by appeal to reflexivity $\left(\right.$ refl- $\cong:\left(x: A_{\perp}\right) \rightarrow x \cong x$ can be proved separately):

```
associative (now x) fg=refl-\cong(fx>> \)
```

The second goal has type later $s_{1} \cong$ later $s_{2}$ for some suspensions $s_{1}$ and $s_{2}$, so we can refine the goal using a later constructor and a suspension:

$$
\text { associative (later x) } f g=\text { later }(\sharp \text { ?) }
$$

The new goal has type

$$
(b x \gg f \gg \varepsilon g) \cong(b x \gg=\lambda y \rightarrow f y \gg=g),
$$

so we can conclude by appeal to the coinductive hypothesis:

```
associative (later x) fg later (# associative ( }\mp@subsup{}{}{b}x)fg
```

Note that the proof is productive. Agda can see this, because the corecursive call is guarded by a constructor and a suspension.

Strong bisimilarity is very strict. In many cases weak bisimilarity, which ignores finite differences in the number of steps, is more appropriate: ${ }^{3}$

$$
\begin{aligned}
& \text { data } \sim_{-} \overbrace{\perp}: A_{\perp} \rightarrow A_{\perp} \rightarrow \text { Set where } \\
& \text { now : now } x \approx \text { now } x \\
& \text { later : } \infty\left({ }^{b} x \approx{ }^{b} y\right) \rightarrow \text { later } x \approx \text { later } y \\
& \text { later }{ }^{1}: \quad{ }^{b} x \approx y \rightarrow \text { later } x \approx \quad y \\
& \text { later }{ }^{\mathrm{r}}: \quad x \approx{ }^{b} y \rightarrow \quad x \approx \text { later } y
\end{aligned}
$$

This relation is defined using mixed induction and coinduction (induction nested inside coinduction, $\nu X . \mu Y . F X Y$ ). Note that later is coinductive, while later ${ }^{1}$ and later ${ }^{\mathrm{r}}$ are inductive. An infinite sequence of later constructors is allowed, for instance to prove never $\approx$ never:

$$
\begin{aligned}
& \text { allowed }: \text { never } \approx \text { never } \\
& \text { allowed }=\text { later }(\sharp \text { allowed })
\end{aligned}
$$

However, only a finite number of consecutive later ${ }^{1}$ and later ${ }^{r}$ constructors is allowed, because otherwise we could prove never $\approx$ now $x$ :

[^2]```
disallowed : never \(\approx\) now \(x\)
disallowed \(=\) later \(^{1}\) disallowed
```

On the other hand, because the induction is nested inside the coinduction it is fine to use an infinite number of later ${ }^{1}$ or later ${ }^{r}$ constructors if they are non-consecutive, with intervening later constructors:

```
also-allowed : never \approx never
also-allowed = later }\mp@subsup{}{}{\textrm{r}}(\mathrm{ later ( }\mp@subsup{}{}{\sharp}\mathrm{ also-allowed )}
```

If we omit the later ${ }^{\mathrm{r}}$ constructor from the definition of weak bisimilarity, then we get a preorder _ $\gtrsim-$ with the property that $x \gtrsim y$ holds if $y$ terminates in fewer steps than $x$ (with the same value), but not if $x$ terminates in strictly fewer steps than $y$, or if one of the two computations terminates and the other does not:

$$
\begin{aligned}
& \text { data_え- }: A_{\perp} \rightarrow A_{\perp} \rightarrow \text { Set where } \\
& \text { now } x \gtrsim \text { now } x \\
& \text { now : } \\
& \text { later : } \infty\left({ }^{b} x \not x^{b} y\right) \rightarrow \text { later } x \gtrsim \text { later } y \\
& \text { later }{ }^{1}: \quad{ }^{b} x \gtrsim y \rightarrow \text { later } x \gtrsim
\end{aligned}
$$

It is easy to prove that $x \cong y$ implies $x \gtrsim y$, which in turn implies $x \approx y$.

The three relations above are transitive, but one needs to be careful when using transitivity in corecursive proofs, because otherwise one can "prove" absurd things. For instance, given refl- $\approx$ : $\left(x: A_{\perp}\right) \rightarrow x \approx x$ and trans- $\approx: x \approx y \rightarrow y \approx z \rightarrow x \approx z$ we can "prove" that weak bisimilarity is trivial:

$$
\begin{aligned}
& \text { trivial : }\left(x y: A_{\perp}\right) \rightarrow x \approx y \\
& \text { trivial } x y= \\
& \text { trans- } \approx\left(\text { later }^{\mathrm{r}}(\text { refl- } \approx x)\right) \\
& \quad \text { (trans- } \approx \\
&(\text { later }(\sharp \text { trivial } x y)) \\
&\left.\left(\text { later }^{1}(\text { refl- } \approx y)\right)\right)
\end{aligned}
$$

This "proof" uses the following equational reasoning steps: $x \approx$ later $(\# x) \approx$ later $(\sharp y) \approx y$. The problem is that trivial is not productive: trans- $\approx$ is "too strict". This issue is closely related to the problem of weak bisimulation up to weak bisimilarity (Sangiorgi and Milner 1992).

Fortunately some uses of transitivity are safe. For instance, if we are proving a weak bisimilarity, then it is safe to make use of already proved greater-than results, in the following way (where $y \lesssim z$ is a synonym for $z \gtrsim y$ ):

$$
\begin{aligned}
& x \gtrsim y \rightarrow y \approx z \rightarrow x \approx z \\
& x \approx y \rightarrow y \lesssim z \rightarrow x \approx z
\end{aligned}
$$

(Compare Sangiorgi and Milner's "expansion up to $\lesssim$ ".) Agda does not provide a simple way to show that these lemmas are safe, but this could be done using sized types as implemented in MiniAgda (Abel 2010). ${ }^{4}$ With sized types one can define $x \approx^{i} y$ to stand for potentially incomplete proofs of $x \approx y$ of size (at least) $i$, and prove the following lemma:

$$
\forall i . x \gtrsim y \rightarrow y \approx^{i} z \rightarrow x \approx^{i} z
$$

This lemma is not "too strict": the type tells us that the (bound on the) size of the incomplete definition is preserved. Unfortunately MiniAgda, which is a research prototype, is very awkward to use in larger developments.

For more details about coinduction and corecursion in Agda, and further discussion of transitivity in a coinductive setting, see Danielsson and Altenkirch (2010).

[^3]
## 3. A Functional, Operational Semantics

This section defines an operational semantics for the untyped $\lambda$ calculus with constants. Let us start by defining the syntax of the language. Just as Leroy and Grall (2009) I use de Bruijn indices to represent variables, but I use a "well-scoped" approach, using the type system to keep track of the free variables. Terms of type Tm $n$ have at most $n$ free variables:

```
data Tm (n:\mathbb{N}):Set where
    con : \mathbb{N }}
    var : Fin n }->\mathrm{ Tm n -- Variable.
    lam : Tm (1+n) ->Tm n -- Abstraction.
    _`_ : Tm n T Tm n -> Tm n -- Application.
```

Environments and values are defined mutually:

```
mutual
Env : \mathbb{N}->\mathrm{ Set}
Env n = Vec Value n
data Value : Set where
    con:\mathbb{N}}->\mathrm{ Value -- Constant.
    lam : Tm (1+n) ->Env n TV Value -- Closure.
```

Note that the body of a closure has at most one free variable which is not bound in the environment.

The language supports two kinds of "effects", partiality and crashes. The partiality monad is used to represent partiality, and the maybe monad is used to represent crashes:

$$
\llbracket \_\rrbracket: \operatorname{Tm} n \rightarrow \text { Env } n \rightarrow(\text { Maybe Value })_{\perp}
$$

(Maybe A has two constructors, nothing : Maybe $A$ and just : $A \rightarrow$ Maybe A.) The combined monad is the maybe monad transformer ( $\lambda M A . M($ Maybe $A))$ applied to the partiality monad. We can define a failing computation, as well as return and bind, as follows:

```
fail : \((\text { Maybe } A)_{\perp}\)
fail \(=\) now nothing
return : \(A \rightarrow(\text { Maybe } A)_{\perp}\)
return \(x=\) now (just \(x\) )
\(>_{-}:(\text {Maybe } A)_{\perp} \rightarrow\left(A \rightarrow(\text { Maybe } B)_{\perp}\right) \rightarrow(\text { Maybe B })_{\perp}\)
now nothing \(\gg f=\) fail
now (just \(x\) ) \(\gg f=f x\)
later \(x \quad \gg f=\) later \(\left(\#\left({ }^{\circ} x \gg f\right)\right)\)
```

It should also be possible to use the reader monad transformer to handle the environment, but I believe that this would make the code harder to follow.

With the monad in place it is easy to define the semantics using two mutually (co)recursive functions:

## mutual

$$
\begin{aligned}
& \llbracket-\rrbracket: T m n \rightarrow \text { Env } n \rightarrow(\text { Maybe Value })_{\perp} \\
& \llbracket \operatorname{con} i \rrbracket \rho= \text { return }(\text { con } i) \\
& \llbracket \operatorname{var} x \rrbracket \rho= \text { return }(\text { lookup } x \rho) \\
& \llbracket \operatorname{lam} t \rrbracket \rho= \text { return }(\text { lam } t \rho) \\
& \llbracket t_{1} \cdot t_{2} \rrbracket \rho= \llbracket t_{1} \rrbracket \rho \gg \lambda v_{1} \rightarrow \\
& \llbracket t_{2} \rrbracket \rho \gg \lambda v_{2} \rightarrow \\
& v_{1} \bullet v_{2} \\
& \begin{array}{l}
\bullet-
\end{array} \\
& \text { con } i_{1} \quad \text { Value } \rightarrow \text { Value } \rightarrow(\text { Maybe Value })_{\perp} \\
& \text { lam } t_{1} \rho_{1} \bullet v_{2}=\text { fail } \\
& \text { later }\left(\sharp\left(\llbracket t_{1} \rrbracket\left(v_{2}:: \rho_{1}\right)\right)\right)
\end{aligned}
$$

Constants are returned immediately, variables are looked up in the environment, and abstractions are paired up with the environment to form a closure. The interesting case is application: $t_{1} \cdot t_{2}$ is
evaluated by first evaluating $t_{1}$ to a value $v_{1}$, then (if the evaluation of $t_{1}$ terminates without a crash) $t_{2}$ to $v_{2}$, and finally evaluating the application $v_{1} \bullet v_{2}$. If $v_{1}$ is a constant, then we crash. If $v_{1}$ is a closure, then a later constructor is emitted and the closure's body is evaluated in its environment extended by $v_{2}$. The result contains one later constructor for every $\beta$-redex that has been reduced (infinitely many in case of non-termination).

Note that this is a call-by-value semantics, with functions evaluated before arguments. Note also that the semantics is not compositional, i.e. not defined by recursion on the structure of the term, so it is not a denotational semantics. (It would be if _$\bullet$ _ were defined prior to $\llbracket-\rrbracket$; it is easy to construct a compositional semantics on top of this one.)

Agda does not accept the code above; it is not obvious to the productivity checker that $\llbracket-\rrbracket$ and $\bullet_{-}$are total (productive) functions. If bind had been a constructor, then Agda would have found that the code uses a lexicographic combination of guarded corecursion and structural recursion: every call path from 【_】 to $\llbracket-\rrbracket$ is either

1. guarded by one or more constructors and at least one suspension (and nothing else), or
2. guardedness is "preserved" (zero or more constructors/suspensions), and the term argument becomes strictly smaller.

Now, bind is not a constructor, but it does preserve guardedness: it takes apart its first argument, but introduces a new suspension before forcing an old one-in MiniAgda one can show that bind preserves the sizes of its arguments. For a formal explanation of totality, see the accompanying code. ${ }^{5}$

The semantics could also have been defined using continuationpassing style, and then we could have avoided the use of bind:

$$
\begin{aligned}
& \text { mutual } \\
& \llbracket-\rrbracket_{\text {CPS }}: \text { Tm } n \rightarrow \text { Env } n \rightarrow\left(\text { Value } \rightarrow(\text { Maybe } A)_{\perp}\right) \rightarrow \\
& (\text { Maybe } A)_{\perp} \\
& \llbracket \operatorname{con} i \rrbracket_{\mathrm{CPS}} \rho k=k(\operatorname{con} i) \\
& \llbracket \operatorname{var} x \rrbracket_{\mathrm{CPS}} \rho k=k \text { (lookup } x \rho \text { ) } \\
& \llbracket \operatorname{lam} t \rrbracket_{\mathrm{CPS}} \rho k=k(\operatorname{lam} t \rho) \\
& \llbracket t_{1} \cdot t_{2} \rrbracket_{\mathrm{CPS}} \rho k=\llbracket t_{1} \rrbracket_{\mathrm{CPS}} \rho\left(\lambda v_{1} \rightarrow\right. \\
& \llbracket t_{2} \rrbracket_{\mathrm{CPS}} \rho\left(\lambda v_{2} \rightarrow\right. \\
& \left.\left.\left(v_{1} \bullet_{\mathrm{CPS}} v_{2}\right) k\right)\right) \\
& { }^{\bullet}{ }^{\text {CPS- }} \text { : Value } \rightarrow \text { Value } \rightarrow\left(\text { Value } \rightarrow(\text { Maybe } A)_{\perp}\right) \rightarrow \\
& (\text { Maybe A })_{\perp} \\
& \left(\operatorname{con} i_{1} \quad{ }^{\bullet} \mathrm{CPS} v_{2}\right) k=\text { fail } \\
& \left(\operatorname{lam} t_{1} \rho_{1} \bullet_{\mathrm{CPS}} v_{2}\right) k=\operatorname{later}\left(\sharp\left(\llbracket t_{1} \rrbracket_{\mathrm{CPS}}\left(v_{2}:: \rho_{1}\right) k\right)\right)
\end{aligned}
$$

This definition would not have made the productivity checker any happier (it is productive, though, see the accompanying code). However, it avoids the inefficient implementation of bind; note that bind traverses the full prefix of later constructors before encountering the now constructor, if any.

Before we leave this section, let us work out a small example. The term $(\lambda x . x x)(\lambda x . x x)$ can be defined as follows (writing 0 instead of zero):

$$
\begin{aligned}
& \Omega: \operatorname{Tm} 0 \\
& \Omega=\operatorname{lam}(\operatorname{var} 0 \cdot \operatorname{var} 0) \cdot \operatorname{lam}(\operatorname{var} 0 \cdot \operatorname{var} 0)
\end{aligned}
$$

It is easy to show that this term does not terminate:

[^4]\[

$$
\begin{aligned}
& \Omega \text {-loops }: \llbracket \Omega \rrbracket[] \approx \text { never } \\
& \Omega \text {-loops }=\operatorname{later}(\sharp \Omega \text {-loops })
\end{aligned}
$$
\]

## 4. Type Soundness

To illustrate how the semantics can be used, let us define a type system and prove type soundness.

I follow Leroy and Grall (2009) and define recursive, simple types coinductively as follows:

```
data Ty:Set where
    nat : Ty
    -->_: : Ty ->\infty Ty -> Ty
```

Contexts can be defined as vectors of types:

```
Ctxt: \mathbb{N}->\mathrm{ Set}
Ctxtn = Vec Tyn
```

The type system can then be defined inductively. $\Gamma \vdash t \in \sigma$ means that $t$ has type $\sigma$ in context $\Gamma$ :

$$
\begin{aligned}
& \text { data } \_\vdash \_\in-(\Gamma: C t x t n): T m n \rightarrow T y \rightarrow \text { Set } \text { where } \\
& \text { con }: \Gamma \vdash \operatorname{con} i \in \text { nat } \\
& \text { var }: \Gamma \vdash \operatorname{var} x \in \text { lookup } x \Gamma \\
& \text { lam }:{ }^{b} \sigma:: \Gamma \vdash t \in{ }^{b} \tau \rightarrow \Gamma \vdash \operatorname{lam} t \in \sigma \rightarrow \tau \\
&-\cdot: \Gamma \vdash t_{1} \in \sigma \rightarrow \tau \rightarrow \Gamma \vdash t_{2} \in{ }^{b} \sigma \rightarrow \\
& \Gamma \vdash t_{1} \cdot t_{2} \in^{b} \tau
\end{aligned}
$$

The use of negative recursive types implies that there are welltyped terms which do not terminate. For instance, $\Omega$ is typeable with any type:

```
\(\Omega\)-well-typed : \((\tau: T y) \rightarrow[] \vdash \Omega \in \tau\)
\(\Omega\)-well-typed \(\tau=._{-}\{\sigma=\sharp \sigma\}\{\tau=\sharp \tau\}\)
    (lam (var • var)) (lam (var • var))
    where \(\sigma=\sharp \sigma \rightarrow \sharp \tau\)
```

(Some implicit arguments which Agda could not infer have been given explicitly using the $\{x=\ldots\}$ notation.)

Let us now prove that well-typed programs (closed terms) do not go wrong. It is easy to state what should be proved:
type-soundness : []$\vdash t \in \sigma \rightarrow \neg(\llbracket t \rrbracket[] \approx$ fail $)$
Here $\neg_{-}$is negation ( $\neg A=A \rightarrow$ Empty, where Empty is the empty type). As noted by Leroy and Grall it is harder to state type soundness for usual big-step semantics, because such semantics do not distinguish between terms which go wrong and terms which fail to terminate.

We can start by defining a reusable predicate transformer which lifts predicates on $A$ to predicates on $(\text { Maybe } A)_{\perp}$. If Lift $P x$ holds, then we know both that the computation $x$ does not crash, and that if $x$ terminates with a value, then the value satisfies $P$. Lift is defined coinductively as follows:

```
data Lift \((P: A \rightarrow\) Set \():(\text { Maybe } A)_{\perp} \rightarrow\) Set where
    now-just : \(P x \quad \rightarrow\) Lift \(P(\) return \(x)\)
    later \(\quad: \infty\left(\right.\) Lift \(\left.P\left({ }^{b} x\right)\right) \rightarrow\) Lift \(P(\) later \(x)\)
```

The proof below uses the fact that bind "preserves" Lift:

$$
\begin{aligned}
-\gg-c o n g_{-} & \text {Lift } P x \rightarrow(\{x: A\} \rightarrow P x \rightarrow \text { Lift } Q(f x)) \rightarrow \\
& \text { Lift } Q(x \gg f)
\end{aligned}
$$

Let us now define some typing predicates for values and computations, introduced mainly as part of the proof of type soundness. $W F_{\mathrm{V}} \sigma v$ means that the value $v$ is well-formed with respect to the type $\sigma$. This relation is defined inductively, mutually with a corresponding relation for environments:

```
mutual
data \(W F_{\mathrm{V}}: T y \rightarrow\) Value \(\rightarrow\) Set where
        con : \(W F_{\mathrm{V}}\) nat (con \(i\) )
        lam : \({ }^{b} \sigma:: \Gamma \vdash t \in{ }^{b} \tau \rightarrow W F_{\mathrm{E}} \Gamma \rho \rightarrow\)
            \(W F_{\mathrm{V}}(\sigma \rightarrow \tau)(\operatorname{lam} t \rho)\)
data \(W F_{\mathrm{E}}:\) Ctxt \(n \rightarrow\) Env \(n \rightarrow\) Set where
        [] : \(W F_{\mathrm{E}}\) []
        \({ }_{-}::_{-}: W F_{\mathrm{V}} \sigma v \rightarrow W F_{\mathrm{E}} \Gamma \rho \rightarrow W F_{\mathrm{E}}(\sigma:: \Gamma)(v:: \rho)\)
```

The most interesting case above is that for closures. A closure lam $t \rho$ is well-formed with respect to $\sigma \rightarrow \tau$ if there is a context $\Gamma$ such that $\Gamma \vdash \operatorname{lam} t \in \sigma \rightarrow \tau$ and $\rho$ is well-formed with respect to $\Gamma$. The predicates are related by the following unsurprising lemma:

$$
\begin{aligned}
\text { lookup }_{\mathrm{wf}}: & (x: \text { Fin } n) \rightarrow W F_{\mathrm{E}} \Gamma \rho \rightarrow \\
& \text { WF } \mathrm{V}(\text { lookup } x \text { Г })(\text { lookup } x \rho)
\end{aligned}
$$

We can use the predicate transformer introduced above to lift $W F_{\mathrm{V}}$ to computations:

$$
\begin{aligned}
& W F_{\perp}: T y \rightarrow(\text { Maybe Value })_{\perp} \rightarrow \text { Set } \\
& W F_{\perp} \sigma x=\text { Lift }\left(W F_{\mathrm{V}} \sigma\right) x
\end{aligned}
$$

Non-terminating computations are well-formed, and terminating computations are well-formed if they are successful (not nothing) and the value is well-formed. The following lemma implies that type soundness can be established by showing that $\llbracket t \rrbracket[]$ is wellformed:

```
does-not-go-wrong : \(W F_{\perp} \sigma x \rightarrow \neg(x \approx\) fail \()\)
does-not-go-wrong (now-just _) ()
does-not-go-wrong (later wf) (later \({ }^{1}\) eq) \(=\)
    does-not-go-wrong ( \({ }^{( }\)wf) eq
```

Recall that negation is a function into the empty type. The lemma is proved by structural recursion: induction on the structure of the proof of $x \approx$ fail. The first clause contains an "absurd pattern", (), to indicate that there is no constructor application of type return $v \approx$ fail.

We can now prove the main lemma, which states that the computations resulting from evaluating well-typed terms in wellformed environments are well-formed. This lemma uses the same form of nested corecursion/structural recursion as the definition of the semantics:

```
mutual
    \(\llbracket \rrbracket_{\mathrm{wf}}: \Gamma \vdash t \in \sigma \rightarrow W F_{\mathrm{E}} \Gamma \rho \rightarrow W F_{\perp} \sigma(\llbracket t \rrbracket \rho)\)
    \(\llbracket]_{\mathrm{wf}}\) con \(\quad \rho_{\mathrm{wf}}=\) now-just con
    \(\llbracket_{\mathrm{wf}}(\operatorname{var}\{x=x\}) \rho_{\mathrm{wf}}=\) now-just \(\left(\right.\) lookup \(\left._{\mathrm{wf}} x \rho_{\mathrm{wf}}\right)\)
    \(\llbracket \rrbracket_{\mathrm{wf}}\left(\operatorname{lam} t_{\epsilon}\right) \quad \rho_{\mathrm{wf}}=\) now-just \(\left(\operatorname{lam} t_{\in} \rho_{\mathrm{wf}}\right)\)
    \(\llbracket \rrbracket_{\mathrm{wf}}\left(t_{1 \epsilon} \cdot t_{2 \epsilon}\right) \quad \rho_{\mathrm{wf}}=\)
        \(\llbracket \rrbracket_{\mathrm{wf}} t_{1 \in} \rho_{\mathrm{wf}} \gg=-\operatorname{cong} \lambda f_{\mathrm{wf}} \rightarrow\)
        \(\llbracket \rrbracket_{\mathrm{wf}} t_{2 \in} \rho_{\mathrm{wf}} \gg=\)-cong \(\lambda v_{\mathrm{wf}} \rightarrow\)
        \(\bullet_{\mathrm{wf}} f_{\mathrm{wf}} v_{\mathrm{wf}}\)
    \(\bullet_{\mathrm{wf}}: W F_{\mathrm{V}}(\sigma \rightarrow \tau) f \rightarrow W F_{\mathrm{V}}\left({ }^{( } \sigma\right) v \rightarrow\)
        \(W F_{\perp}\left({ }^{b} \tau\right)(f \bullet v)\)
    \(\bullet_{\text {wf }}\left(\operatorname{lam} t_{1 \in} \rho_{1 w f}\right) v_{2 w f}=\)
        later \(\left(\nexists \llbracket \rrbracket_{\mathrm{wf}} t_{1 \in}\left(v_{2 \mathrm{wf}}:: \rho_{1 \mathrm{wf}}\right)\right)\)
```

The implicit variable pattern $\{x=x\}$ is used to bind the variable $x$, which is used on the right-hand side.

Finally we can conclude:
type-soundness : [] $\vdash t \in \sigma \rightarrow \neg(\llbracket t \rrbracket[] \approx$ fail $)$
type-soundness $t_{\epsilon}=$ does-not-go-wrong $\left.\left(\mathbb{\prod}\right]_{\mathrm{wf}} t_{\in}[]\right)$
Note that there is only one case for application in the proof above (plus one sub-case in $\bullet_{\text {wf }}$ ).

The proof of type soundness is formulated for a functional se－ mantics defined using environments and closures，whereas Leroy and Grall（2009）prove type soundness for relational semantics de－ fined using substitutions．I have chosen to use environments and closures in this paper to avoid distracting details related to substi－ tutions．However，given an implementation of the operation which substitutes a term for variable zero it is easy to define a substitution－ based functional semantics using the partiality monad，and given a proof showing that this operation preserves types it is easy to adapt the proof above to this semantics．See the accompanying code for details．

The proof above can be compared to a typical type sound－ ness proof formulated for a relational，substitution－based small－ step semantics．Such a proof often amounts to proving progress and preservation：

```
progress : []\vdasht\in\sigma -> Value t }\uplus\exists\lambda\mp@subsup{t}{}{\prime}->t~\mp@subsup{t}{}{\prime
preservation : []\vdasht\in\sigma 价~\mp@subsup{t}{}{\prime}}
```

Here Value $t$ means that $t$ is a value，$\_\sim \_$is the small－step relation， and $\exists \lambda t^{\prime} \rightarrow \ldots$ can be read as＂there exists a $t^{\prime}$ such that．．．＂． Given these two lemmas one can prove type soundness using classi－ cal reasoning（Leroy and Grall 2009）：

```
type-soundness : [] \(\vdash t \in \sigma \rightarrow\)
    \(t \leadsto \infty \uplus \exists \lambda t^{\prime} \rightarrow t \leadsto \leadsto^{\star} t^{\prime} \times\) Value \(t^{\prime}\)
```

Here $\sim_{\sim^{\star}}{ }^{\star}$ is the reflexive transitive closure of $\sim_{\sim_{-}}, t \sim^{\infty}$ means that $t$ can reduce forever，and $\times_{-}$can be read as＂and＂． （Note that this statement of type soundness is inappropriate for non－deterministic languages，as it does not rule out the possibility of crashes．）The lemma $\llbracket \rrbracket_{\text {wf }}$ above can be seen as encompassing both progress and preservation，plus the combination of these two lemmas into type soundness．This combination does not need to involve classical reasoning，because $W F_{\perp}$ is defined coinductively．

## 5．The Semantics are Classically Equivalent

Let us now prove that the semantics given in Section 3 is classically equivalent to a relational semantics．

The semantics given in Figures 1－2 can be adapted to a setting with well－scoped terms and de Bruijn indices in the following way：

```
data _\vdash_\_ ( }\rho:Env n):Tm n -> Value -> Set where
    con : \rho\vdash con i \Downarrow con i
    var : \rho\vdash\operatorname{var x }\Downarrow\mathrm{ lookup x }\rho
    lam:\rho\vdashlam t\Downarrow lam t\rho
    app : \rho\vdash t \Downarrow | lam t' \rho' }->\rho\vdash\mp@subsup{t}{2}{}\Downarrow\mp@subsup{v}{}{\prime}
            v
data _\vdash_\Uparrow (\rho:Env n) :Tm n 
    app }\mp@subsup{}{}{1}:\infty(\rho\vdash\mp@subsup{t}{1}{}\Uparrow)->\rho\vdash\mp@subsup{t}{1}{}\cdot\mp@subsup{t}{2}{}
    app}\mp@subsup{}{}{\textrm{r}}:\rho\vdash\mp@subsup{t}{1}{}\downarrowv->\infty(\rho\vdash\mp@subsup{t}{2}{}\Uparrow)->\rho\vdash)->\mp@subsup{t}{1}{}\cdot\mp@subsup{t}{2}{}
    app : \rho\vdash t | | lam t' 分 }->\rho\vdash\mp@subsup{t}{2}{}\Downarrow\mp@subsup{v}{}{\prime}
                \infty(\mp@subsup{v}{}{\prime}::\rho\mp@subsup{\rho}{}{\prime}\vdash\mp@subsup{t}{}{\prime}\Uparrow)}
_\vdash_z:Env n->Tmn->Set
\rho\vdasht&}=\neg(\exists\lambdav->\rho\vdasht\Downarrowv)\times\neg(\rho\vdasht\Uparrow
```

Note that $\_\vdash_{-} \downarrow_{-}$is defined inductively and $\_\vdash_{-} \Uparrow$ coinductively．
How should we state the equivalence of $\_\vdash_{-} \downarrow \__{-} \vdash_{-} \Uparrow / \vdash_{-} \vdash_{-}$ and $\llbracket-\rrbracket$ ？The following may seem like a suitable statement：

$$
\begin{array}{lll}
\rho \vdash t \Downarrow v & \Leftrightarrow & \llbracket t \rrbracket \rho \approx \text { return } v \\
\rho \vdash t \Uparrow & \Leftrightarrow & \llbracket t \rrbracket \rho \approx \text { never } \\
\rho \vdash t \text { 名 } & \Leftrightarrow & \llbracket t \rrbracket \rho \approx \text { fail }
\end{array}
$$

However，in a constructive setting one cannot prove that $\llbracket t \rrbracket \rho \approx$ never implies $\rho \vdash t \Uparrow$ ．To see why，let us try．Assume that we have a proof $p$ of type $\llbracket t_{1} \cdot t_{2} \rrbracket \rho \approx$ never．Now we need to
construct a proof starting with either app ${ }^{1}$ ，app ${ }^{r}$ or app．In order to do this we need to know whether $t_{1}$ terminates or not，but this is not decidable given only the proof $p$ ．It also seems unlikely that we can prove that $\rho \vdash t$ 多 implies $\llbracket t \rrbracket \rho \approx$ fail：one might imagine that this can be proved by just executing $\llbracket t \rrbracket \rho$ until it terminates and then performing a case analysis，but the fact that $t$ does not fail to terminate is not（obviously）enough to convince Agda that it does terminate．

We can avoid these issues by assuming the following form of excluded middle，which states that everything（in $S e t$ ）is decidable：

$$
\begin{aligned}
& E M: \operatorname{Set}_{1} \\
& E M=(A: \operatorname{Set}) \rightarrow A \uplus \neg A
\end{aligned}
$$

We end up with the following six proof obligations：

$$
\begin{align*}
& \rho \vdash t \Downarrow v \quad \rightarrow \llbracket t \rrbracket \rho \approx \text { return } v  \tag{1}\\
& \rho \vdash t \Uparrow \quad \rightarrow \llbracket t \rrbracket \rho \approx \text { never }  \tag{2}\\
& \begin{array}{lll} 
\\
\text { EM } & \rightarrow \llbracket \rrbracket \rho \approx \text { return } v & \rightarrow \quad \rho \vdash t \Downarrow v \\
\llbracket t \rrbracket \rho \approx \text { never } & \rightarrow \rho \vdash t \Uparrow
\end{array}  \tag{3}\\
& E M \rightarrow \rho \vdash t \text { \& } \rightarrow \llbracket t \rrbracket \rho \approx \text { fail }  \tag{4}\\
& \llbracket t \rrbracket \rho \approx \text { fail } \quad \rightarrow \quad \rho \vdash t \text { 立 } \tag{5}
\end{align*}
$$

The last two follow easily from the previous ones，so let us focus on the first four：
1．Given $p: \rho \vdash t \Downarrow v$ it is easy to prove $\llbracket t \rrbracket \rho \approx$ return $v$ by recursion on the structure of $p$ ．
The only interesting case is application．Let us introduce the following abbreviation：

$$
x_{1} \llbracket \cdot \rrbracket x_{2}=x_{1} \gg \lambda v_{1} \rightarrow x_{2} \gg \lambda v_{2} \rightarrow v_{1} \bullet v_{2}
$$

We can then proceed as follows（using the same names as in the app constructor＇s type signature）：

| $\llbracket t_{1} \cdot t_{2} \rrbracket \rho$ | $\cong$ |
| :--- | :--- |
| $\llbracket t_{1} \rrbracket \rho$ | $\llbracket \cdot \rrbracket \llbracket t_{2} \rrbracket \rho$ |
| return $\left(\right.$ lam $\left.t^{\prime} \rho^{\prime}\right) \llbracket \cdot \rrbracket$ return $v^{\prime} \approx$ |  |
| $\llbracket t^{\prime} \rrbracket\left(v^{\prime}:: \rho^{\prime}\right)$ | $\approx$ |
| return $v$ |  |

The inductive hypothesis is used twice in the second step and once in the last one．
2．One can prove that $\rho \vdash t \Uparrow$ implies $\llbracket t \rrbracket \rho \approx$ never using corecursion plus an inner recursion on the structure of $t$ ．
In the case of the app constructor we can proceed as follows：

$$
\begin{array}{ll}
\llbracket t_{1} \cdot t_{2} \rrbracket \rho & \cong \\
\llbracket t_{1} \rrbracket \rho & \cong \llbracket t_{2} \rrbracket \rho \\
\text { return }\left(\operatorname{lam} t^{\prime} \rho^{\prime}\right) \llbracket \llbracket \\
\text { later }\left(\sharp \llbracket t^{\prime} \rrbracket\left(t^{\prime} \rrbracket\left(v^{\prime}:: \rho^{\prime}\right)\right)\right. & \approx \\
\text { never } & \approx \\
&
\end{array}
$$

The second step uses（1）twice，once for $p_{1}: \rho \vdash t_{1} \Downarrow \operatorname{lam} t^{\prime} \rho^{\prime}$ and once for $p_{2}: \rho \vdash t_{2} \Downarrow v^{\prime}$ ，plus the fact that $x \approx$ now $v$ implies that $x \gtrsim$ now $v$ ．The last step uses the coinductive hy－ pothesis（under a guard）for $p_{3}: v^{\prime}:: \rho^{\prime} \vdash t^{\prime} \Uparrow$ ．
The app ${ }^{1}$ case is different：

$$
\begin{aligned}
& \llbracket t_{1} \cdot t_{2} \rrbracket \rho \\
& \llbracket t_{1} \rrbracket \rho \llbracket \llbracket \llbracket t_{2} \rrbracket \rho \approx \\
& \text { never } \llbracket \llbracket \llbracket t_{2} \rrbracket \rho \cong \\
& \text { never }
\end{aligned}
$$

The last step uses the fact that never is a left zero of bind．The second step uses the inductive hypothesis for $p: \rho \vdash t_{1} \Uparrow$ ； note that $t_{1}$ is structurally smaller than $t_{1} \cdot t_{2}$ ，and that this call is not guarded．

The app ${ }^{r}$ case is similar to the app ${ }^{1}$ one, and omitted.
Note that the use of transitivity in this proof is safe, as discussed in Section 2.
3. Given $p: \llbracket t \rrbracket \rho \approx$ return $v$ one can observe that $p$ cannot contain the constructors later or later ${ }^{\mathrm{r}}$ : it must have the form later $^{1}\left(\ldots\right.$ (later ${ }^{1}$ now) ...), with a finite number of later ${ }^{1}$ constructors-one for every $\beta$-reduction in the computation of $\llbracket t \rrbracket \rho$. Let the size of $p$ be this number. One can prove that $\llbracket t \rrbracket \rho \approx$ return $v$ implies $\rho \vdash t \Downarrow v$ by complete induction on this size.
Only the application case is interesting. We can prove the following inversion lemma:

$$
\begin{aligned}
& (x \gg f) \approx \text { return } v \rightarrow \\
& \quad \exists \lambda v^{\prime} \rightarrow\left(x \approx \text { return } v^{\prime}\right) \times\left(f v^{\prime} \approx \text { return } v\right)
\end{aligned}
$$

Here the size of the left-hand proof is equal to the sum of the sizes of the two right-hand proofs. If we have $\llbracket t_{1} \cdot t_{2} \rrbracket \rho \approx$ return $v$, then we can use inversion twice plus case analysis to deduce that $\llbracket t_{1} \rrbracket \rho \approx \operatorname{return}\left(\operatorname{lam} t^{\prime} \rho^{\prime}\right)$ and $\llbracket t_{2} \rrbracket \rho \approx$ return $v^{\prime}$ for some $t^{\prime}, \rho^{\prime}, v^{\prime}$ such that $\llbracket t^{\prime} \rrbracket\left(v^{\prime}:: \rho^{\prime}\right) \approx$ return $v$. We can finish by applying app to three instances of the inductive hypothesis, after making sure that the proofs are small enough.
This proof is a bit awkward when written out in detail, due to the use of sizes.
4. Finally we should prove that excluded middle and $\llbracket t \rrbracket \rho \approx$ never imply $\rho \vdash t \Uparrow$. This can be proved using corecursion.
As before the only interesting case is application. We can prove the following inversion lemma by using excluded middle:

$$
\begin{aligned}
& (x \gg) \approx \text { never } \rightarrow \\
& \quad x \approx \text { never } \uplus \\
& \quad \exists \lambda v \rightarrow(x \approx \text { return } v) \times(f v \approx \text { never })
\end{aligned}
$$

If $x \gg f$ does not terminate, then either $x$ fails to terminate, or $x$ terminates with a value $v$ and $f v$ does not terminate. Given a proof of $\llbracket t_{1} \cdot t_{2} \rrbracket \rho \approx$ never we can use inversion twice to determine which of app ${ }^{1}$, app ${ }^{\mathrm{r}}$ and app to emit, in each case continuing corecursively (and in the latter two cases also using (3)).

## 6. Virtual Machine

This section defines a virtual machine (VM), following Leroy and Grall (2009) but defining the semantics functionally instead of relationally, and using a well-scoped approach. (The accompanying code contains a relational semantics and a proof showing that it is equivalent to the functional one.)

The VM is stack-based, and uses the following instructions:

```
mutual
    data Instr (n:\mathbb{N) : Set where}
        var : Fin n }->\mathrm{ Instr n -- Push variable.
        con:\mathbb{N}}->\mathrm{ Instr n -- Push constant.
        clo : Code (1+n)->Instr n -- Push closure.
        app : Instr n -- Apply function.
        ret : Instr n -- Return.
    Code: N}->\mathrm{ Set
    Code n = List (Instr n)
```

Instructions of type Instr $n$ have at most $n$ free variables. The type family Code consists of sequences of instructions.

Values and environments (VM-Value and VM-Env) are defined as in Section 3, but using Code instead of Tm in the definition of closures. Stacks contain values and return frames:

```
data Stack-element : Set where
    val:VM-Value }->\mathrm{ Stack-element
    ret : Code n}->\mathrm{ VM-Env n }->\mathrm{ Stack-element
```

Stack: Set
Stack $=$ List Stack-element

The VM operates on states containing three components, the code, a stack, and an environment:

```
data State:Set where
    \_,-,_\rangle:Code n }->\mathrm{ Stack }->\mathrm{ VM-Env n }->\mathrm{ State
```

The result of running the VM one step, starting in a given state, is either a new state, normal termination with a value, or abnormal termination (a crash):

```
data Result : Set where
continue: State \(\rightarrow\) Result
done \(: V M\)-Value \(\rightarrow\) Result
crash \(: \quad\) Result
```

The function step (see Figure 3) shows how the result is computed. Given step it is easy to define the VM's semantics corecursively:

```
exec : State }->\mathrm{ (Maybe VM-Value) }
exec s with steps
... | continue s' = later ( }\mp@subsup{}{}{\sharp}\mathrm{ exec s')
... | donev = return v
... | crash = fail
```

In a state $s$, run step $s$. If the result is continue $s^{\prime}$, continue running from $s^{\prime}$; if it is done $v$, return $v$; and if it is crash, fail.

The function exec is an example of a functional, small-step operational semantics. As before it is clear that the semantics is deterministic and computable, and just as with a relational smallstep semantics we avoid duplication of rules. However, the use of a wild-card in the last clause of step means that it is possible to forget a rule. If we tried to omit one of the clauses from the definition of【-】 (Section 3), then the definition would be rejected, but this is not the case for the first six clauses of step.

## 7. Compiler Correctness

Let us now define a compiler from Tm to Code and prove that it preserves the semantics of the input program. The definition follows Leroy and Grall (2009), but uses a code continuation to avoid the use of list append and some proof overhead (Hutton 2007, Section 13.7):

```
comp : Tm n}->\mathrm{ Code n }->\mathrm{ Code n
comp (con i) c= con i::c
comp (var x) c = var x:: c
comp (lam t) c=clo (comp t[ret]) :: c
comp (t (t 't2)c=comp t ( 
```

We can also "compile" values:

```
comp \(_{\mathrm{v}}:\) Value \(\rightarrow\) VM-Value
\(\operatorname{comp}_{\mathrm{v}}(\operatorname{con} i)=\operatorname{con} i\)
\(\operatorname{comp}_{\mathrm{v}}(\operatorname{lam} t \rho)=\operatorname{lam}(\operatorname{comp} t[\mathrm{ret}])\left(\right.\) map \(\left.\operatorname{comp}_{\mathrm{v}} \rho\right)\)
```

I state compiler correctness as follows:

```
correct : ( }t:Tm0)
    exec \langlecomp t[],[],[]\rangle \approx
    (\llbrackett\rrbracket[]>> \lambdav-> return (comp
```

Given a closed term $t$, the result of running the corresponding compiled code (comp $t$ []) on the VM (starting with an empty stack and environment), should be the same as evaluating the term (in

```
step : State }->\mathrm{ Result
step \[] , val v::[] , []\rangle= done v
step \var x ::c, s,\rho\rangle= continue \langlec,val (lookup x \rho):: s, \rho
step {con i ::c, s, \ > = continue \langlec, val (con i) ::s, \rho >
```





```
step _
    = crash
```

Figure 3．A function which computes the result of running the virtual machine one step from a given state．
an empty environment）and，if evaluation terminates with a value， return the＂compiled＂variant of this value．

We can compare this statement to a corresponding statement phrased for relational semantics：

$$
\begin{aligned}
& \left([] \vdash t \Downarrow v \Leftrightarrow\langle\operatorname{comp} t[],[],[]\rangle \sim^{\star}\right. \\
& \text { 〈[], val } \left.\left.\left(\operatorname{comp}_{\mathrm{v}} v\right)::[],[]\right\rangle\right) \times \\
& ([] \vdash t \Uparrow \Leftrightarrow\langle\operatorname{comp} t[],[],[]\rangle \sim \infty) \times \\
& ([] \vdash t \dot{z} \Leftrightarrow\langle\operatorname{comp} t[],[],[]\rangle \sim \dot{k})
\end{aligned}
$$

Here $-\sim_{-}:$State $\rightarrow$ State $\rightarrow$ Set is the VM＇s small－step relation， $\sim^{\star} \_$its reflexive transitive closure，$s \sim^{\infty}$ means that there is an infinite transition sequence starting in $s$ ，and $s \leadsto \nrightarrow$ means that there is a＂stuck＂transition sequence starting in $s$（i．e．，a sequence which cannot be extended further，and which does not end with a state of the form 〈［］，val＿：［ ］，［］〉）．I prefer the statement of correct above：I find it easier to understand and get correct．

Let us now prove correct．In order to do this the statement can be generalised as follows：

```
correct' :
    (t : Tm n) {k: Value }->(\mathrm{ Maybe VM-Value ) }\perp
    (hyp : (v : Value) }
```



```
    exec }\langle\operatorname{comp t c, s, map comp
```

This statement is written in continuation－passing style to avoid some uses of transitivity（which can be problematic，as discussed in Section 2）．The statement is proved mutually with the following one：

```
- correct :
    \(\left(v_{1} v_{2}:\right.\) Value \()\left\{k:\right.\) Value \(\left.\rightarrow(\text { Maybe VM-Value })_{\perp}\right\}\)
    (hyp : \((v:\) Value \() \rightarrow\)
        exec \(\left\langle c\right.\), val \(\left.\left.\left(\operatorname{comp}_{\mathrm{v}} v\right):: s, \operatorname{map}_{\operatorname{comp}}^{\mathrm{v}}, ~ \rho\right\rangle \approx k v\right) \rightarrow\)
    \(\operatorname{exec}\left\langle\operatorname{app}:: c\right.\), val \(\left(\operatorname{comp}_{\mathrm{v}} v_{2}\right)::\) val \(\left(\operatorname{comp}_{\mathrm{v}} v_{1}\right):: s\),
        map comp \(\left.{ }_{\mathrm{v}} \rho\right\rangle\)
        \(\approx\left(v_{1} \bullet v_{2} \gg k\right)\)
```

The statements can be proved using the same recursion structure as $\llbracket-\rrbracket_{\mathrm{CPS}} /^{\bullet}{ }_{\mathrm{CPS}}-:$ mixed corecursion／structural recursion．

The interesting case of correct ${ }^{\prime}$ is application，where we can proceed as follows（with safe uses of transitivity）：

$$
\begin{aligned}
& \text { exec } \left.\left\langle\operatorname{comp} t_{1}\left(\operatorname{comp} t_{2}(\operatorname{app}:: c)\right), s, \operatorname{map}_{\operatorname{comp}}^{\mathrm{v}}{ }^{\rho}\right\rangle\right\rangle \quad \approx \\
& \llbracket t_{1} \rrbracket \rho \gg \lambda v_{1} \rightarrow \llbracket t_{2} \rrbracket \rho \gg=\lambda v_{2} \rightarrow v_{1} \bullet v_{2} \gg k \cong \\
& \llbracket t_{1} \rrbracket \rho \gg \lambda v_{1} \rightarrow\left(\llbracket t_{2} \rrbracket \rho \gg \lambda v_{2} \rightarrow v_{1} \bullet v_{2}\right) \gg k \cong \\
& \left(\llbracket t_{1} \rrbracket \rho \ggg v_{1} \rightarrow \llbracket t_{2} \rrbracket \rho \gg=\lambda v_{2} \rightarrow v_{1} \bullet v_{2}\right) \gg k \approx \\
& \llbracket t_{1} \cdot t_{2} \rrbracket \rho \gg k
\end{aligned}
$$

The last three steps use associativity of bind twice．（These uses of associativity could have been avoided by using continuation－ passing style instead of bind when defining the semantics．See the accompanying code．）The first step is more complicated．Here is its proof term：

```
correct'}\mp@subsup{t}{1}{}(\lambda\mp@subsup{v}{1}{}->\mp@subsup{\mathrm{ correct'}}{}{\prime}\mp@subsup{t}{2}{}(\lambda\mp@subsup{v}{2}{}->\bullet-correct v v v v v hyp )) 
```

First an appeal to the inductive hypothesis（ $t_{1}$ is structurally smaller than $\left.t_{1} \cdot t_{2}\right)$ ，then，in the continuation，another appeal to the in－ ductive hypothesis，and finally，in the nested continuation，a use of $\bullet$－correct．

The interesting case of $\bullet$－correct is when $v_{1}$ is a closure， lam $t_{1} \rho_{1}$ ，in which case we need to prove that

```
exec < app :: c, val (comp v v2) :: val (comp ( 
    map comp
```

is weakly bisimilar to

```
lam t}\mp@subsup{t}{1}{}\mp@subsup{\rho}{1}{}\bullet\mp@subsup{v}{2}{}>>k
```

We can start by emitting a later constructor and suspension：

```
later (#?)
```

The question mark should be replaced by a proof showing that

```
exec < comp t [ret], ret c (map comp }\mp@subsup{\mp@code{v}}{1}{}\rho)::s
    map comp
```

is weakly bisimilar to

$$
\llbracket t_{1} \rrbracket\left(v_{2}:: \rho_{1}\right) \ggg k
$$

This can be proved by appeal to the coinductive hypothesis：

$$
\operatorname{correct}^{\prime} t_{1}\left(\lambda v \rightarrow \text { later }^{1}(h y p v)\right)
$$

Here the use of later ${ }^{1}$ corresponds to the reduction of

```
exec < [ret], val (comp }v\textrm{v}):: ret c (map comp v \rho) :: s
    map comp
```

to
exec $\left\langle c\right.$, val $\left.\left(\operatorname{comp}_{\mathrm{v}} v\right):: s, \operatorname{map}_{\operatorname{comp}}^{\mathrm{v}} \mid \rho\right\rangle$,
which has the right form for the use of hyp．
The proof sketch above－and especially the compact proof terms－may look a bit bewildering．Fortunately one does not have to understand every detail of a machine－checked proof．It is more important to understand the statement of the theorem．${ }^{6}$ Further－ more，the writer of the proof has the support of a proof assistant， that in my case provided much help with the construction of the proof terms．

The proof above can be compared to that of Leroy and Grall （2009），who prove the following two implications（in their slightly different setting）：

$$
\begin{aligned}
{[] \vdash t \Downarrow v \rightarrow } & \langle\operatorname{comp} t[],[],[]\rangle \sim^{\star} \\
{[] \vdash t \Uparrow \rightarrow } & \left\langle[], \operatorname{val}\left(\operatorname{comp}_{\mathrm{v}} v\right)::[],[]\right\rangle
\end{aligned}
$$

[^5]Consider application. In the proof above there is one case for application, with two sub-cases, one for crashes and one for closures. In the proof of the two implications there are four cases for application: one in case of termination and three for non-terminating applications. The rule duplication in the semantics shows up as rule duplication in the proof.

## 8. Non-determinism

The compiler correctness statement used above is sometimes too restrictive (Leroy 2009). For instance, evaluation order may be left up to the compiler. This section illustrates how this kind of situation can be handled by defining a non-deterministic language, and implementing a compiler that implements one out of many possible semantics for this language.

The syntax of the language defined in Section 3 is extended with a term-former for non-deterministic choice:

$$
\|_{-}: \operatorname{Tm} n \rightarrow \operatorname{Tm} n \rightarrow \operatorname{Tm} n
$$

The semantic domain is now the maybe monad transformer applied to the partiality monad transformer ( $\lambda M A . \nu X . M(A \uplus X)$ for strictly positive monads $M$ ) applied to a non-determinism monad ( $\lambda A . \mu X . A \uplus X \times X$; Moggi (1990)), implemented monolithically as follows:

```
data \(D(A: S e t): S e t\) where
    fail : \(D A\)
    return : \(A \rightarrow D A\)
    -_- \(: D A \rightarrow D A \rightarrow D A\)
    later : \(\infty(D A) \rightarrow D A\)
\(\rightarrow\) ®- \(: D A \rightarrow(A \rightarrow D B) \rightarrow D B\)
fail \(\gg f=\) fail
return \(x \gg=f=f x\)
\(\left(x_{1} \mid x_{2}\right) \gg=f=\left(x_{1} \gg=f\right) \mid\left(x_{2} \gg f\right)\)
later \(x \gg f=\) later \(\left(\#\left({ }^{\circ} x \gg f\right)\right)\)
```

As before the monad laws hold up to strong bisimilarity, which can be defined as follows:

$$
\begin{aligned}
& \text { data } \cong_{\cong}: D A \rightarrow D A \rightarrow \text { Set where } \\
& \text { fail : fail } \cong \text { fail } \\
& \text { return : return } x \cong \text { return } x \\
& \text {-_ }_{-}: x_{1} \cong y_{1} \rightarrow x_{2} \cong y_{2} \rightarrow x_{1}\left|x_{2} \cong y_{1}\right| y_{2} \\
& \text { later : } \infty\left({ }^{b} x \cong{ }^{b} y\right) \quad \rightarrow \text { later } x \cong \text { later } y
\end{aligned}
$$

Finally we can extend the semantics by adding a clause for choice (note that _-_ is overloaded):

$$
\llbracket t_{1}\left|t_{2} \rrbracket \rho=\llbracket t_{1} \rrbracket \rho\right| \llbracket t_{2} \rrbracket \rho
$$

It may be worth pointing out that now the semantics is no longer deterministic, despite being defined as a function.

As an example we can define a call-by-value fixpoint combinator $(Z=\lambda f .(\lambda g . f(\lambda x . g g x))(\lambda g . f(\lambda x . g g x)))$ and a nondeterministic non-terminating term $(t=Z(\lambda f x . f x \mid f x) 0)$ :

$$
\begin{aligned}
& Z: \operatorname{Tm} 0 \\
& Z=\operatorname{lam}(h \cdot h) \\
& \quad \text { where } h=\operatorname{lam}(\operatorname{var} 1 \cdot \operatorname{lam}(\operatorname{var} 1 \cdot \operatorname{var} 1 \cdot \operatorname{var} 0)) \\
& t: \operatorname{Tm} 0 \\
& t=Z \cdot \operatorname{lam}(\operatorname{lam}(\operatorname{var} 1 \cdot \operatorname{var} 0 \mid \operatorname{var} 1 \cdot \operatorname{var} 0)) \cdot \operatorname{con} 0
\end{aligned}
$$

The semantics of $t, \llbracket t \rrbracket[]$, is strongly bisimilar to $t$-sem:

```
t-sem : D Value
t-sem = later (# later ( }#\mathrm{ later ( }\mp@subsup{|}{}{#}\mathrm{ later ( }#(t\mathrm{ -sem |}|\mathrm{ -sem ) ))))
```

The virtual machine is unchanged, so the compiler correctness statement will relate deterministic and non-deterministic computa-
tions. To do this we can use the following variant of weak bisimilarity:

$$
\begin{aligned}
& \text { data } \sim^{\epsilon}{ }_{-}:(\text {Maybe } A)_{\perp} \rightarrow D A \rightarrow \text { Set where } \\
& \text { fail : now nothing } \approx \epsilon \text { fail } \\
& \text { return : now (just } x \text { ) } \approx \in \text { return } x \\
& 1^{1} \quad: x \approx^{\in} y_{1} \rightarrow x \approx^{\in} y_{1} \mid y_{2} \\
& \mathrm{I}^{\mathrm{r}} \quad: x \approx_{y_{2}} \rightarrow x \approx^{\in} y_{1} \mid y_{2} \\
& \text { later }: \infty\left({ }^{b} x \approx{ }^{b} y\right) \rightarrow \text { later } x \approx \in \text { later } y \\
& \text { later }{ }^{1}:{ }^{b} x \approx^{\in} \quad y \rightarrow \text { later } x \approx^{\epsilon} \quad y \\
& \text { later }{ }^{\mathrm{r}}: \quad x \approx \in b y \rightarrow \quad x \approx \in \text { later } y
\end{aligned}
$$

You can read $x \approx \in y$ as " $x$ implements one of the allowed semantics of $y^{\prime \prime}$.

Compiler correctness can now be stated as follows:

$$
\begin{aligned}
\text { correct }: & (t: \operatorname{Tm} 0) \rightarrow \\
& \text { exec }\langle\operatorname{comp} t[],[],[]\rangle \approx \epsilon \\
& \llbracket t \rrbracket[] \gg \lambda \mathrm{v} \rightarrow \operatorname{return}\left(\operatorname{comp}_{\mathrm{v}} v\right)
\end{aligned}
$$

If we extend the compiler in the following way, then we can prove that it is correct using an argument which is very similar to that in Section 7:

$$
\operatorname{comp}\left(t_{1} \mid t_{2}\right) c=\operatorname{comp} t_{1} c
$$

We can also prove type soundness for the non-deterministic language, using the type system from Section 4 extended with the following rule:

$$
-\mathrm{I}_{-}: \Gamma \vdash t_{1} \in \sigma \rightarrow \Gamma \vdash t_{2} \in \sigma \rightarrow \Gamma \vdash t_{1} \mid t_{2} \in \sigma
$$

Type soundness can be stated using $\approx^{\epsilon}{ }_{-}$. Type-correct terms should not crash, no matter how the non-determinism is resolved:

$$
\begin{aligned}
\text { type-soundness }: & {[] \vdash t \in \sigma \rightarrow } \\
& \neg(\text { now nothing } \approx \in \llbracket t \rrbracket[])
\end{aligned}
$$

It is easy to prove this statement by adapting the proof from Section 4. All it takes is to extend the Lift type with the constructor

$$
\text { -_ }_{-}: \text {Lift P } x \rightarrow \text { Lift P y } \rightarrow \text { Lift } P(x \mid y)
$$

and then propagating this change through the rest of the proof. Note that the new definition of lift uses induction nested inside coinduction (as do $D$ and $\approx^{\epsilon}$ _).

## 9. Term Equivalences

Let us now return to the deterministic language from Section 3. Weak bisimilarity as defined in Section 2 is, despite its name, a very strong notion of equality for the semantic domain (Maybe Value) $\perp_{\perp}$. We can lift this equality to closed terms in the following way:

$$
\begin{aligned}
& -\equiv-\operatorname{Tm} 0 \rightarrow \operatorname{Tm} 0 \rightarrow \operatorname{Set} \\
& t_{1} \equiv t_{2}=\llbracket t_{1} \rrbracket[] \approx \llbracket t_{2} \rrbracket[]
\end{aligned}
$$

This is a very syntactic equality, which distinguishes the observationally equivalent terms $t_{1}=$ lam (lam (var 0$)$ ) $\operatorname{con} 0$ and $t_{2}=$ lam (var 0 ), because

$$
\begin{array}{ll}
\llbracket t_{1} \rrbracket[] & \approx \\
\text { return }(\operatorname{lam}(\operatorname{var} 0)(\operatorname{con} 0::[])) & \not \approx \\
\text { return }(\operatorname{lam}(\operatorname{var} 0) & []) \\
\llbracket t_{2} \rrbracket[] . & \approx \\
&
\end{array}
$$

The relational big-step semantics from Section 5 is no different: []$\vdash t_{1} \Downarrow v$ does not imply that we have [] $\vdash t_{2} \Downarrow v$.

This section defines some less syntactical term equivalences. Discussion of the finer points of these equivalences is out of scope for this paper; the main point is that they can be defined without too much fuss.

Let us start by defining a notion of applicative bisimilarity (Abramsky 1990). Computations are equivalent $\left(\sim_{~_{\perp}}\right)$ if they are weakly bisimilar, with equivalent (rather than equal) possibly exceptional values; possibly exceptional values are equivalent ( $\left(\approx_{\text {MV- }}\right.$ ) if they are of the same kind and, in the case of success, contain equivalent values; and values are equivalent $\left(\Omega^{\approx} \mathrm{V}_{-}\right)$if they are either equal constants, or closures which are equivalent when evaluated with the free variables bound to an arbitrary value: ${ }^{7}$

```
mutual
    data \(\approx_{\perp-}\) :
        (Maybe Value \()_{\perp} \rightarrow(\text { Maybe Value })_{\perp} \rightarrow\) Set where
        now : \(u \approx\) MV \(v \rightarrow\) now \(u \approx \perp\) now \(v\)
        later \(: \infty\left({ }^{b} x \approx_{\perp}{ }^{b} y\right) \rightarrow\) later \(x \approx_{\perp}\) later \(y\)
        later \({ }^{1}: \quad{ }^{b} x \approx_{\perp} y \rightarrow\) later \(x \approx_{\perp} \quad y\)
        later \({ }^{\mathrm{r}}: \quad x \approx_{\perp}{ }^{b} y \rightarrow \quad x \approx_{\perp}\) later \(y\)
    data \(\sim_{\text {MV_ }}:\) Maybe Value \(\rightarrow\) Maybe Value \(\rightarrow\) Set where
        just \(\quad: u \approx_{\mathrm{V}} v \rightarrow\) just \(u \quad \approx_{\mathrm{MV}}\) just \(v\)
        nothing : nothing \(\approx_{M V}\) nothing
    data \(\approx_{\mathrm{V}_{-}}:\)Value \(\rightarrow\) Value \(\rightarrow\) Set where
        con : \(\operatorname{con} i \approx_{\mathrm{V}} \operatorname{con} i\)
        lam : \(\left(\forall v \rightarrow \infty\left(\llbracket t_{1} \rrbracket\left(v:: \rho_{1}\right) \approx_{\perp} \llbracket t_{2} \rrbracket\left(v:: \rho_{2}\right)\right)\right) \rightarrow\)
            \(\operatorname{lam} t_{1} \rho_{1} \approx \mathrm{~V} \operatorname{lam} t_{2} \rho_{2}\)
```

This is yet again a definition which uses induction nested inside coinduction. Note that the lam constructor is coinductive. If this constructor were inductive, then the relations would not be reflexive: lam (var zero) [] would be provably distinct from itself.

Using the relations above we can define applicative bisimilarity by stating that terms are equivalent if they are equivalent when evaluated in an arbitrary context:

$$
\begin{aligned}
& -\approx_{\mathrm{T}-}: \operatorname{Tm} n \rightarrow \operatorname{Tm} n \rightarrow \text { Set } \\
& t_{1} \approx_{\mathrm{T}} t_{2}=\forall \rho \rightarrow \llbracket t_{1} \rrbracket \rho \approx_{\perp} \llbracket t_{2} \rrbracket \rho
\end{aligned}
$$

The definition of $\_\approx_{\perp-}$ is very similar to the definition of weak bisimilarity in Section 2. It is possible to define a single notion of weak bisimilarity, parametrised by a relation to use for values. The accompanying code uses such a definition.

Let us now turn to contextual equivalence. Contexts with zero or more holes can be defined as follows:

| data Context $(m: \mathbb{N}): \mathbb{N} \rightarrow$ Set where |  |  |  |
| ---: | :--- | ---: | :--- |
|  |  | Context $m m$ |  |
| hole $:$ |  | $\rightarrow$ Context $m n$ |  |
| con $: \mathbb{N}$ |  | $\rightarrow$ Context $m n$ |  |
| var $n$ | $:$ Fin $n$ |  | Context $m n$ |
| lam $n$ | $:$ Context $m(1+n)$ |  |  |
| $-\cdot-$ Context $m n \rightarrow$ Context $m n$ |  | Context $m n$ |  |

The type Context $m n$ contains contexts whose holes expect terms of type $T m m$. If we fill the holes, then we get a term of type $T m n$ :

```
_[_]: Context \(m n \rightarrow T m m \rightarrow T m n\)
hole \(\quad[t]=t\)
con \(i \quad[t]=\operatorname{con} i\)
\(\operatorname{var} x \quad[t]=\operatorname{var} x\)
\(\operatorname{lam} C \quad[t]=\operatorname{lam}(C[t])\)
\(\left(C_{1} \cdot C_{2}\right)[t]=C_{1}[t] \cdot C_{2}[t]\)
```

Contextual equivalence can be defined in two equivalent ways. The usual one states that $t_{1}$ and $t_{2}$ are contextually equivalent if $C\left[t_{1}\right]$ terminates iff $C\left[t_{2}\right]$ terminates, for any closing context $C$ :

$$
\begin{aligned}
& -\Downarrow: A_{\perp} \rightarrow \text { Set } \\
& x \Downarrow=\exists \lambda v \rightarrow x \approx \text { now } v
\end{aligned}
$$

[^6]\[

$$
\begin{aligned}
& -\approx_{\mathrm{C}-}: \operatorname{Tm} n \rightarrow \operatorname{Tm} n \rightarrow \text { Set } \\
& t_{1} \approx_{\mathrm{C}} t_{2}=\forall C \rightarrow \llbracket C\left[t_{1}\right] \rrbracket[] \Downarrow \Leftrightarrow \llbracket C\left[t_{2}\right] \rrbracket[] \Downarrow .
\end{aligned}
$$
\]

However, we can also define contextual equivalence using weak bisimilarity:

$$
\begin{aligned}
& -\approx_{\mathrm{C}}^{\prime}: \operatorname{Tm} n \rightarrow \operatorname{Tm} n \rightarrow S e t \\
& t_{1} \approx_{\mathrm{C}}^{\prime} t_{2}=\forall C \rightarrow \llbracket C\left[t_{1}\right] \rrbracket[] \approx^{\circ} \llbracket C\left[t_{2}\right] \rrbracket[]
\end{aligned}
$$

Here $\approx^{\circ}{ }_{-}$is a notion of weak bisimilarity which identifies all terminating computations:

```
now : now }u\mp@subsup{\approx}{}{\circ}\mathrm{ now v
```

It is easy to prove that these two notions of contextual equivalence are equivalent.

As an aside one can note that the contextual equivalences above are a bit strange, because there is no context which distinguishes con 0 from con 1 . This could be fixed by extending the language with suitable constructions for observing the difference between distinct constants.

## 10. Conclusions

When writing down a semantics I think one of the main priorities should be to make it easy to understand. Sometimes a more complicated definition may be more convenient for certain tasks, but in that case one can define two semantics and prove that they are equivalent.

I hope I have convinced you that functional operational semantics defined using the partiality monad are easy to understand. I have also used two such semantics to state a compiler correctness result, and I find this statement to be easier to understand than a corresponding statement phrased using relational semantics (see Section 7).

The semantics also seem to be useful when it comes to proving typical meta-theoretic properties, at least for the simple languages discussed in this paper. I have proved type soundness and compiler correctness directly for the semantics given above. The type soundness proof in Section 4 is given in relatively complete, formal detail, yet it is short and should be easy to follow. Furthermore, as mentioned in Section 7, the compiler correctness proof avoids some duplication which is present in a corresponding proof for relational semantics.

As discussed above the support for total corecursion in languages like Agda and Coq is somewhat limited: definitions like【-】 are often rejected. However, my experience with sized types in MiniAgda (see Section 2) is encouraging. I suspect that a more polished implementation of sized types could be quite satisfying to work with.

Finally I want to mention a drawback of this kind of semantics: proofs which proceed by induction on the structure of $\_\vdash_{-} \Downarrow_{-}$ when a relational big-step semantics is used can become somewhat awkward when transferred to this setting, as illustrated by the proof in Section 5 showing that $\llbracket t \rrbracket \rho \approx$ return $v$ implies $\rho \vdash t \Downarrow v$. However, it is unclear to me how often this is actually a problem. For instance, neither the type soundness proofs nor the compiler correctness proofs in this paper are affected by this drawback.
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[^0]:    ${ }^{1}$ The same applies to Coq (Coq Development Team 2011).

[^1]:    ${ }^{2}$ This is not entirely correct in the current version of Agda (Altenkirch and Danielsson 2010), but for the purposes of this paper the differences are irrelevant.

[^2]:    ${ }^{3}$ Capretta (2005) defines weak bisimilarity in a different but equivalent way.

[^3]:    ${ }^{4}$ The experimental implementation of sized types in Agda does not support coinduction.

[^4]:    ${ }^{5}$ In the accompanying code $\llbracket-\rrbracket$ is defined using a data type containing the constructors return, _> $\varlimsup_{=}$, fail and later, thus ensuring guardedness. These constructors are interpreted in the usual way in a second pass over the result. This technique is explained in detail by Danielsson (2010).

[^5]:    ${ }^{6}$ With the caveat that one should not put too much trust into Agda，which is a very experimental system．

[^6]:    $\overline{7} \forall v \rightarrow \ldots$ means the same as $\left(v:{ }_{-}\right) \rightarrow \ldots$; Agda tries to infer the value of the underscore automatically.

