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Abstract—We address the problem of automatically construct-
ing a formal robotic mission specification in a logic language
with precise semantics starting from an informal description
of the mission requirements. We present CROME (Contract-
based RObotic Mission spEcification), a framework that allows
capturing mission requirements in terms of goals by using
specification patterns, and automatically building linear temporal
logic mission specifications conforming with the requirements.
CROME leverages a new formal model, termed Contract-based
Goal Graph (CGG), which enables organizing the requirements
in a modular way with a rigorous compositional semantics. By
relying on the CGG, it is then possible to automatically: i)
check the feasibility of the overall mission, ii) further refine it
from a library of pre-defined goals, and iii) synthesize multiple
controllers that implement different parts of the mission at
different abstraction levels, when the specification is realizable. If
the overall mission is not realizable, CROME identifies mission
scenarios, i.e., sub-missions that can be realizable. We illustrate
the effectiveness of our methodology and supporting tool on a
case study.

I. INTRODUCTION

In the near future, service robots will increasingly be used to
support tasks in everyday life [1], [2], [3], even though existing
solutions are often not readily usable [4]. Service robots are
“a type of robot that performs useful tasks for humans or
equipment excluding industrial automation applications” [5].
The service robotics market is estimated to reach a value of
$24 billion by 2022 [3]. However, the robots that we find
in the market today are highly specialized to accomplish a
specific function. Their use often reduces to clicking a specific
button that will trigger the execution of the specific mission
the robot is programmed for. For instance, this is the case of
commercial vacuum cleaner robots like Roomba [6]. On the
other hand, the advent of multipurpose service robots, required
to accomplish various domain-specific missions, calls for new
languages and tools to enable end users to accurately specify
complex missions [2], [7], [8].

We make a distinction between a mission requirement,
i.e., an informal description of the mission the robots must
perform, and a mission specification, i.e., a formulation of
the mission in a formal (logical) language with precise se-
mantics [2]. Producing a mission specification from a mission
requirement is identified as the mission specification problem.
Many results in the literature highlight the advantages of
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specifying robotic missions in a temporal logic language,
like linear temporal logic (LTL) or computation tree logic
(CTL) [9], (101, [11], [12], [13], [14], [15], [16], [17],
[18], [19], [20], [21], [22]. Using formal languages makes
behavioral specifications precise and unambiguous. However,
logic formulas can be difficult to interpret for the end user,
and generating them can be an error-prone process [23],
[24], [2]. Mission requirements, on the other hand, are often
ambiguous [25], [26], [27] and make it hard to assess the
correctness of the specification [28], [29], [30], [31]. In recent
years, there have been many proposals for describing mission
requirements based on: i) domain specific languages [7], [32],
[33], ii) natural language [26], and iii) visual and end-user-
oriented environments [34], [35], [36], [37], mostly used for
educational purposes. While the approaches above provide
substantial contributions to the mission specification problem,
solutions that can scale to complex missions and enable the
deployment of service robots in everyday life are still elusive.
As stated in the Multi-Annual Roadmap for Robotics in
Europe (MAR) [38], to reduce costs and establish a vibrant
component market, we need tools that can support mission
reuse and diversification, as well as the variability of condi-
tions and application scenarios occurring in a real mission.
This is also witnessed by our findings during a collaboration
with practitioners in the robotic domain [39]. While it is often
not difficult to define what the robots should do, the challenge
is in coping with the variability of the environments in which
the robots operate, especially those involving humans [39]. To
address this issue, we would need to explicitly enumerate all
the possible variants of a mission using, e.g., state diagrams or
flow charts, which can be difficult, tedious, and error-prone.
Menghi et al. [2] have recently identified and proposed a
catalogue of robotic movement patterns, which are solutions
to recurring problems in mission specification. Patterns are
based on LTL formulas, which are often used to automatically
synthesize plans [12], [15], [40], [41], [42]. While grounded
in a formal language, these patterns can also be used by non-
experts and there exist tool support to compose them via
conjunction or disjunction for the specification of complex
missions [43]. Garcia et al. [7] introduce more complex
composition rules, including control-flow operators like fall-
back (to define alternative strategies when the previous ones
fail), exception-handling (to stop the current execution when



an exception is raised and then continue with the current task),
and sequence (to perform a sequence of tasks). However,
control-flow operators are implemented in software but lack
a formal representation in logic, which makes it difficult to
verify the feasibility of the entire mission specification in a
way that is independent of the implementation.

In this paper, we propose a framework, named CROME
(Contract-based RObotic Mission spEcification), that explicitly
addresses the problems of specification reuse and environment
modeling in mission specification, enabling the designer to
cope with the variability of the application scenarios of a
robotic mission. By building on recent work on contract-based
requirement engineering [40], [44], [41], leveraging context-
aware contract models and patterns to generate controller
specifications, we decouple the task specification from the
specification of the context in which the task is executed.
End users explicitly specify the various mission tasks together
with their contexts. The overall mission is then automatically
compiled by CROME. CROME contributes to the following
aspects of the mission specification process:

o Formulating mission requirements. We model each re-
quirement as a goal, expressed using a set of previously
proposed patterns [2], [45]. Goal models have been used
over the years as an intuitive and effective means to
capture the designer’s objectives and their hierarchical
structure [46]. In this paper, we augment the notion of
goal to explicitly include a concept of context, which en-
ables building mission specifications that are adaptable to
different environmental conditions. Contexts help capture
the variability associated with a mission goal, so that the
same goal can be implemented in different ways when
used in different contexts.

o Generating mission specifications. We introduce a novel
model, termed contract-based goal graph (CGG), which
is automatically generated to formalize a mission and its
sub-missions. The CGG is a graph of goals where the
root node represents the overall mission, its immediate
children represent mission scenarios, and the rest of the
nodes are part of the sub-missions. In a CGG, goals
are captured by assume-guarantee contracts [47] and are
linked together using operations and relations between
contracts. We differentiate the scenario nodes from other
nodes since they are goals that have mutually exclusive
contexts and identify sub-missions that cannot be jointly
realized.

o Refining mission specifications out of a library of goals.
We introduce an algorithm that automatically refines the
leaf nodes of a CGG using the goals in a library, so that
“abstract” goals in the CGG can be further implemented
(refined) by more “concrete” goals.

By formalizing the mission specification with a CGG,
CROME also offers the following capabilities:

o Requirement conflict identification. By checking the sat-
isfiability of the CGG contracts, we are able to identify
the presence of conflicts in the mission requirements and

immediately inform the designer, before attempting at
synthesizing a controller.

e Realizability checking and controller generation.
CROME checks the realizability of each scenario in the
CGG and informs the designer of which sub-goals can
be realized (i.e., a controller can be synthesized), given
a model of the environment. For each realizable goal
of the CGG, CROME synthesizes a controller in the
form of a Mealy machine. The controllers are produced
together with the CGG.

Our case study shows that the modularity of the CGG allows
efficiently checking the feasibility of a mission. The identifi-
cation of the scenarios allows analyzing the impact of environ-
ment variability on the realizability of the robotic mission. The
automatic refinement from a goal library facilitates the reuse
of existing goals to implement complex specifications. Finally,
mutually exclusive scenarios can point to control architectures
that may not have a centralized implementation, while still
being realizable in a decentralized fashion.

The rest of the paper is organized as follows. In Section II
we provide background notions and related work on contracts,
linear temporal logic, specification patterns, and contexts.
We introduce CROME in Section III. We detail how the
robotic mission is specified and mutually exclusive contexts
are generated in Section IV and Section V, respectively. We
present the CGG in Section VI and illustrate our approach on
a case study motivated by a care center in Section VII. Finally,
in Section VIII, we draw some conclusions.

II. BACKGROUND AND RELATED WORK

We provide some background on the basic building blocks
of CROME: contracts, linear temporal logic, and specification
patterns.

A. Assume-Guarantee Contracts

Contract-based design [47], [44] has emerged over the years
as a design paradigm capable of providing formal support
for building complex systems in a modular way, by enabling
compositional reasoning, stepwise refinement, and reuse of
pre-designed components.

A contract C is a triple (V,A,G) where V is a set of
system variables (including, e.g., input and output variables
or ports), and A and G are sets of behaviors over V. For
simplicity, whenever possible, we drop V' from the definition
and refer to contracts as pairs of assumptions and guarantees,
ie., C = (A,G). A expresses the behaviors that are expected
from the environment, while G expresses the behaviors that an
implementation promises under the environment assumptions.
In this paper, we express assumptions and guarantees as sets of
behaviors satisfying a logic formula; we then use the formula
itself to denote them, with a slight abuse of notation, whenever
there is no confusion. An environment £ satisfies a contract C
whenever F and C are defined over the same set of variables
and all the behaviors of E are included in the assumptions
of C, i.e., when |E| C A, where |E]| is the set of behaviors
of E. An implementation M satisfies a contract C whenever



M and C are defined over the same set of variables and all
the behaviors of M are included in the guarantees of C when
considered in the context of the assumptions A, i.e., when
|[M|NACG.

A contract C = (A,G) can be placed in saturated form
by re-defining its guarantees as Gy = G U A, where A
denotes the complement of A. A contract and its saturated
forms are semantically equivalent, i.e., they have the same set
of environments and implementations. Therefore, in the rest
of the paper, we assume that all the contracts are expressed
in saturated form. A contract C is compatible if there exists
an environment for it, i.e., if and only if A # (). Similarly, a
saturated contract C is consistent if and only if there exists an
implementation satisfying it, i.e., if and only if G # (). We say
that a contract is well-formed if and only if it is compatible
and consistent. We detail below the contract operations and
relations used in this paper.

1) Contract Refinement: Refinement establishes a pre-order
between contracts, which formalizes the notion of replace-
ment. Let C = (A,G) and C' = (A’,G’) be two contracts.
C refines C’, denoted by C =< (', if and only if all the
assumptions of C’ are contained in the assumptions of C and all
the guarantees of C are included in the guarantees of C’, that
is, if and only if A D A’ and G C G’. Refinement entails
relaxing the assumptions and strengthening the guarantees.
When C < C’, we also say that C’ is an abstraction of C
and can be replaced by C in the design.

2) Contract Composition: Contracts associated with dis-
tinct implementations can be combined via the composition
operation (]|) to specify the composition between the cor-
responding implementations. Let C; = (A;,G1) and Cy =
(Az, G2) be two contracts. The composition C = (4,G) =
C1 || C2 can be computed as follows:

A= (A1NA)U(G1NGY), 9]
G =G1NGs. ()

Intuitively, an implementation satisfying C must satisfy the
guarantees of both C; and Cs, hence the operation of inter-
section in (2). An environment for C should also satisfy all
the assumptions, motivating the conjunction of A; and A,
in (1). However, part of the assumptions in C; may be already
supported by Cy and vice versa. This allows relaxing A3 N As
with the complement of the guarantees of C [47].

3) Contract Conjunction: Different contracts on a single
implementation can be combined using the conjunction op-
eration (A). Let C; = (41,G1) and C; = (Az2,G2) be
two contracts. We can compute their conjunction by taking
the greatest lower bound of C; and C, with respect to the
refinement relation. Intuitively, the conjunction C = C; A Cq
is the weakest (most general) contract that refines both C;
and Cs. C can be computed by taking the intersection of the
guarantees and the union of the assumptions, that is:

C = (Al U AQ,Gl N GQ)

Intuitively, an implementation satisfying C must satisfy the
guarantees of both C; and C, while being able to operate in
either of the environments of C; or C,.

B. Linear Temporal Logic

Given a set of atomic propositions AP (i.e., Boolean
statements over system variables) and the state s of a system
(i.e., a specific valuation of the system variables), we say that
s satisfies p, written s = p, with p € AP, if p is true at
state s. We can construct LTL formulas over AP according to
the following recursive grammar:

o=p|Plp1Ver | Xo|pUpy

where ¢, ¢1, and @9 are LTL formulas, @ is the negation of
©, V is the logic disjunction, X is the temporal operator next
and U is the temporal operator until. Other temporal operators
such as globally (G) and eventually (F) can be derived as
follows: F ¢ = true U ¢ and G ¢ = F . We refer to the
literature [48] for the formal semantics of LTL.

C. Specification Patterns and Context

1) Robotic Patterns: Robotic patterns have been proposed
as a solution to recurrent mission specification problems
based on the analysis of mission requirements in the robotic
literature [2]. CROME supports 22 patterns [2], capturing
robot movements and actions performed as a robot move in
the environment, organized into three groups: core movement
patterns, triggers, and avoidance patterns.

For example, let us assume that the mission requirement is:
‘A robot must patrol a set of locations in a certain strict order.’
The designer can formulate this requirement by using the
Strict Ordered Patroling pattern, instantiated for the required
set of locations. Let 1, ls, and I3 be the atomic propositions
of type location that the robot must visit in the given order.
The mission requirement can then be reformulated as ‘Given
the locations I1,lo, and I3, the robot should visit all the
locations indefinitely and following a strict order,’! leading
to the following LTL formulation:

G(F(ll A F(lg A F(l3)))) A (E U l1) AN (E U lg)
A G(ll — X(E U l3))
As shown in this example, a robotic pattern can significantly
facilitate the difficult and error-prone task of mission specifi-
cation.

2) Specification Patterns with Scopes: Our library of pat-
terns is also inspired by the work of Dwyers et al. [45],
who developed a catalogue of generic property specification
patterns for a broader range of applications. In particular, we
adopt the notion of scope, which provides a way to define the
extent to which a property must hold [45]. For example, for

Uhttp://roboticpatterns.com/pattern/strictorderedpatrolling/
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the universality pattern, in which we require that a property e
be true, we can introduce the following scopes:

e global = G(e) 4)
e before r = F(r) — (e U r) %)
e after ¢ = G(q — G(e)) (6)

ebetween gand r=G((¢ AT A Fr)—(eUr)) (7)
e after g until r = (G(¢ A T— ((eUr) | G p))), (8)

where ¢, r are also properties or events. The patterns proposed
by Dwyers et al. [45] were also extended to incorporate
time [49] and probability [50]. Autili et al. [S1] present a
unified catalogue of property specification patterns including,
among others, the patterns mentioned above [45], [49], [50].
A description of the patterns in this catalogue [51] is also
available online [52].

3) Context: Many characterizations of the ‘context’ of an
application have been provided, often informally, in the litera-
ture. In context-aware ubiquitous computing [53], the context
of an application may include information like location, iden-
tities of nearby people and objects, time of the day, season,
or temperature. More generally, Dey and Abowd [54] define
context as “any information that can be used to characterize
the situation of an entity. An entity is a person, place, or
object that is considered relevant to the interaction between
a user and an application, including the user and application
themselves.” In the robotic domain, Bloisi et al. [55] define
mission-related contexts as “choices that are useful in robotic
scenarios for adapting the robot behaviors to the different
situations.” CROME builds on these characterizations and
adapts them to robotic missions by formalizing a context as
a property associated with a goal and expressed by a logic
formula.

III. OVERVIEW OF CROME

Figure 1 shows the mission specification process with
CROME, which can be summarized as follows.

Phase : A robotic mission can be decomposed into a set
of requirements prescribed to a system (the robot) acting in an
environment. In the requirement capture phase, the designer
provides the inputs to CROME: specification goals, domain
properties, and a goal library. Each specification goal G;,
modeling a mission requirement, is specified using a pattern
p; and instantiated in a context x;. The domain properties
encapsulate constraints on the environment and the system.
They belong to three categories: (1) physical rules, denoted
by t, e.g., specifying the map of a building; (2) logical rules,
denoted by [, e.g., specifying logical partitions (areas) of a
building; and (3) system constraints, denoted by s, e.g., speci-
fying actions that can not be performed simultaneously by the
robotic system, such as going in two locations simultaneously.
Finally, the designer can provide a library of predefined goals
that will be used in phase to automatically refine the
mission specification.

Phase @: In this phase, CROME analyzes the relationship
between goals and groups them in clusters based on their

context. For example, two goals are mutually exclusive if the
conjunction of their contexts produces a contradiction with
respect to the domain properties. CROME produces clusters
of goals and associates to each cluster a new generated context
mfj, which is guaranteed to be mutually exclusive with any
other cluster’s context. This phase is detailed in Section V.

Phase @: CROME builds the Contract-based Goal Graph
(CGG), a formal model representing a graph of goals.
CROME formulates assume-guarantee (A/G) contracts for
each goal and leverages the clusters created in phase @ to
determine the structure of the CGG, which in this phase takes
the form of a tree. Contracts belonging to the same cluster
are combined using composition; the resulting contracts of
the clusters are combined using conjunction. By building the
CGG, CROME analyzes the consistency of the mission and
helps detect conflicting requirements.

Phase : Given a library of goals L, for each leaf node of
the CGG, CROME checks whether it can be refined by a goal
of the library. Checking refinement between goals amounts
to checking refinement between the contracts formalizing the
goals. If a library goal is found, it is connected to the CGG
and becomes a new leaf node to be scheduled for refinement.
The refinement procedure continues recursively until no more
library goals can be used to extend the CGG. A library
goal can refine multiple goals of the CGG. In this case, we
introduce a new leaf for the library goal and connect it with
all the goals it refines, which makes the CGG no longer a tree.

Phase @: CROME checks the realizability of each node
of the CGG. If the root of the CGG M is realizable, then
a controller can be generated for the whole mission specified
by the designer. If the root node is not realizable, then it may
still be possible to realize some of the mission scenarios, as
identified in the CGG. Moreover, for each scenario, different
controllers can be generated at different abstraction levels. We
provide details for this phase in Section VI-B3.

IV. CAPTURING MISSION REQUIREMENTS

Mission requirements are provided by the designer in terms
of goals and domain properties, expressed in a structured
way using patterns and scopes, which will be automatically
translated into LTL formulas. Goals and domain properties are
defined over a set of atomic propositions AP, which can be
true or false at any point during the mission. In the following,
we detail the building blocks of the mission requirements, i.e.,
atomic propositions, contexts, goals, and domain properties.

A. Atomic Propositions

Atomic propositions (APs) can be grouped into six cate-
gories based on the semantics associated with them. Sensor
APs, location APs, and action APs are associated with the
robot. Location-context APs, time-context APs, and identity-
context APs are associated with the context. APs can refer to
controlled or uncontrolled variables for the robot. For example,
location APs and action APs refer to controlled variables, since
a robot can choose its next location and action, while the other
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Fig. 1: Mission specification process

APs refer to uncontrolled variables, since they relate to the
context or the perception of the environment.

B. Context

We formalize contexts in terms of Boolean predicates en-
coding the situation in which a goal must be active. For
example, context propositions can encode information related
to the location, time, or identities associated with a goal. In
a robotic application, locations specify where a robot can be,
time specifies when a certain goal must be active (e.g., during
the day or the night), and identities specify the state of external
entities (who) that may interact with the robot.

C. Goals

In CROME each mission requirement is modeled by a goal,
characterized by the following elements:

o Name: goal identifier;

o Description: English description of the mission require-
ment;

o Context: Boolean predicates over the context APs that
hold true for the goal;

o Objective: formulas over all the AP expressing what the
robot must achieve under the context of the goal.

Goal objectives can be expressed, for example, by properties
including atomic propositions in combination with Boolean
operators and the temporal operator G (globally), which suits a
large number of natural-language requirements [56]. However,
CROME enables the expression of more complex objectives.
We address the generation of complex temporal logic formulas
via the robotic patterns [2] and the specification patterns with
scopes [45] in Section II-C.

D. Domain Properties

Domain properties are general constraints that must hold
for the whole mission; they can relate to the robotic agent or
the environment and use any type of AP. Domain properties
can also be generated by using patterns or basic logic predi-
cates over the APs. CROME accepts three kinds of domain
properties, which are all compiled as logic predicates:

o Mutex properties relate predicates that cannot be true at
the same time. For example, warehouse and shop AP

can be marked as mutex propositions, since they represent
separate physical environments where the robot cannot be
at the same time.

o Inclusion properties express constraints on pairs of
propositions, predicates, or patterns, such that, when
the first term is true, then also the second term must
be true. For example, SequencedPatroling(cashier,
entrance, warehouse) and Patroling(shop) can be
part of an inclusion property since whenever the robot
patrols the cashier, entrance, and warehouse
locations in sequence, then it patrols the shop.

o Adjacency properties express constraints over location
APs that are adjacent, i.e., such that one location can
be reached within one step from another location. For
example, adjacency properties can be used to describe
the grid-map of the environment, eventually constraining
the movements of the robotic system.

Separating the domain properties from the goals is instru-
mental to mission specification reuse, as it allows instantiating
the same goals in different environments enjoying different
domain properties.

V. CONTEXT-BASED SPECIFICATION CLUSTERING

In this phase, CROME groups the goals into separate
clusters based on their contexts. If the contexts associated with
two goals are jointly satisfiable, then the goals are placed in the
same cluster; otherwise they are placed in different clusters,
which are marked as mutually exclusive. A cluster is then a
tuple containing a mutex-context and a set of goals.

Algorithm 1 automates this phase. It takes as inputs the
list of goals and the domain properties, referred as rules.
The result is a set of clusters, each associated with a new
mutex-context, which is inconsistent with any mutex-context
associated with another cluster. First, the algorithm extracts all
the contexts from the list of goals and computes all the possible
combinations of contexts. For each combination of contexts
comb the algorithm performs the following operations:

o Saturation: it adds to the combination the negation of all
the contexts that are not part of the combination.



Algorithm 1: Extract mutually exclusive context clus-
ters

Input: goals: list of goals, rules: domain properties
Output: clusters: set of tuples, where each tuple contains a
mutex-context and a set of goals

goals_cxts < extract_context(goals)

mtx_cxts <« 0

/* Compute all the possible combinations for L
goals_cxts */

for i in {0..L} do

/* Extract all combinations of i contexts
*/

comb_1i < combinations(contexts, i)

/* For each combination */

for comb in comb_1 do

for ctx in contexts do

/* Saturate the combination %/
/* If the context is not part of the
combination */

if ctx not in comb then
/* Get the negation of the context
formula x/
ctx_neg < Not(ctx)
/* Add the negation to the
combination */
comb_1i 4 comb_i U ctx_neg

/+ Add additional rules when needed x/
for r in rules do

if r applies to comb then
L comb ¢« comb U r

/+ Simplify formulas in comb @ */
comb < simplify(comb)
if comb is consistent then
/* Conjoin all the elements in comb
and save the result in
new_contexts x/
mtx_cxts < mtx_cxts U And(comb)

/* Group contexts in mtx_cxts @ */
mtx_cxts < group(mtx_cxts)
clusters < 0
for cxt in mtx_cxts do
L /* Map goals to contexts in mtx_cxts @ */
c_to_g =map(ctx, goals)
clusters - clusters U c_to_g

/* Select final clusters @ */
clusters < select(clusters)

return clusters

o Adding rules: if any predicate in comb contains APs that
are also in a predicate of the rules, then it adds the
predicate in the rules to the combination.

o Consistency check: if the conjunction of all the contexts in
a combination, after the addition of the rules predicate
is consistent, meaning that the resulting formula is sat-
isfiable, then it produces a new mutex-context, obtained
from the conjunction of the contexts augmented with the
rules.

Algorithm 1 then groups the mutex-contexts, maps each
goal to a mutex-context to form different clusters, and selects
the final mutex-contexts among those that are mapped to the
same set of goals. Given L contexts, there are at most M
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Fig. 2: Example of mapping of 5 goals Gi,...,G5 to M
mutex-contexts z, ..., :EQV[ Each combination of contexts
contains at most N logic propositions in conjunction. A circled
number indicates refinement checking tasks among formulas
expressing the goal contexts or mutex-contexts.

combinations, where

M- ZL(i):kzg.

L!
(L — k)
k=1,..., L k'(L k)

Each combination contains at most N = L + R elements
in conjunction, where L is the number of contexts and R
is the number of additional rules, i.e., domain properties
related to the context. For example, Figure 2 shows a list
of context combinations that are mapped to a list of goals.
Each combination is formed by propositions x;; representing
contexts and rules, and their conjunction results in a mutex-
context x}. Every mutex-context z; is then associated with a
set of goals G to form a cluster. We detail below some of the
functions used in Algorithm 1.

In CROME, contexts and mutex-contexts are formulas.
Therefore, to manipulate contexts, we define a refinement
relation between formulas. A formula ¢ refines a formula ) if
and only if ¢ — ¢ is valid. If ¢ refines ), then the behaviors
satisfying ¢ are included in the set of behaviors satisfying .
The simplify, group, map, and select functions in Algorithm 1
perform refinement checks among pairs of LTL formulas, as
also marked by the circled numbers in Figure 2:

. @ simplify. Each mutex-context is built as a conjunc-
tion of clauses. Each clause x; represents a context, a
negation of a context, or a context rule. For each pair
of clauses Z;q,; in a mutex-context zj, Algorithm 1
checks whether x;, refines x;, and removes the most
abstract clause, e.g., if x;q — X, then ;4 A T = Tiq.

. @ group. This process is similar to the one in simplify,
but operates on pairs of mutex-contexts x, m;-, as shown
in Figure 2, rather than the clauses of each mutex-context.
For each pair of mutex-context formulas, if a formula
implies another one, the group function only retains the
most refined one.

. @ map. The mapping process connects each specifica-
tion goal to a new mutex-context x, and finally forms a
cluster. Let x; be the context of the specification goal G;.
Then, the map function checks whether all the behaviors
satisfying the mutex-context x} are contained in context
x;, that is, whether 2 is a refinement of x;. If this is the
case, CROME links G; to the new context ;. Because



mutex-contexts are constructed by refining contexts, there
must exist a mutex-context x; that refines x;.

. @ select. It may happen that more than one mutex-
context are linked to the same goal. For example, in
Figure 2, both z% and 2y, are linked to G; and Gs. In
this case, CROME maps the goal to the cluster with the
most abstract context.

VI. MISSION SPECIFICATION VIA CONTRACT-BASED
GOAL GRAPHS

In this step, domain properties and goals are formalized
using A/G contracts and organized using a CGG.

A. Contract Formalization and Analysis

Once the clusters and mutex-contexts are identified by
Algorithm 1, CROME produces one contract C; for each goal
G; in the clusters, where:

« the assumptions capture the domain properties related to

the environment in which the mission is deployed;

o the guarantees capture the properties associated with

the goal objectives and the corresponding context via
formulas of the form

G(ctx — obj) )

for a context ctr and an objective obj expressed, for
example, as a conjunction of robotic patterns.

Since contract assumptions and guarantees are expressed
by logic formulas, CROME checks for incompatibility and
inconsistency (i.e., emptiness of assumptions or guarantees)
by checking whether the logic formulas are satisfiable. More-
over, CROME performs a feasibility check to verify whether
contracts are well-formed, i.e., whether AN G # () holds. For
example, the contract C = (¢g, ¢4), where ¢, := G(env),
¢g = G(env) — (Fmove A Fmove), and env and
move are APs, is compatible and consistent. However, C is
not well-formed since ¢, A ¢, is infeasible. LTL satisfiability
checks can be reduced to model checking problems [44], [57].
We check the satisfiability of a formula ¢ by querying a model
checker for the validity of ¢ := —¢. If % is valid, then ¢ is
unsatisfiable. A counterexample invalidating v is a model, i.e.,
a satisfying trace, for ¢.

B. Contract-Based Goal Graph

A CGG, shown in Figure 3, is a graph T' = (T, ¥), where
each node v € T =T'U A is either a goal node -y € T" or an
operator node 6 € A, with T N A = (). Each goal node is the
formalization of a goal via a contract. Each operator node takes
a value in {||, A} and represents an operation (composition or
conjunction) between contracts. Each edge ¢ € ¥ can connect
a goal node in I to an operator node in A or two goal nodes.
In the former case, the edge is a connection link. Otherwise,
it is a refinement link.

Any goal node of the CGG can be realized to achieve a
controller. A realization of the root node covers the whole
mission but the synthesis problem could be infeasible or
intractable in practice. The decomposition of the goals via

the modularity of the CGG allows pointing out portions of
the mission that may be independently realizable.

1) Building the CGG via Composition and Conjunction:
CROME uses contract conjunction and composition to com-
bine the different goals and form the CGG. Composition and
conjunction produce more complex goals from simpler ones,
which are then connected to the CGG. However, composi-
tion demands that the resulting goal operate in environments
satisfying the assumptions of all the composing goals. On the
other hand, conjunction requires that the resulting goal operate
with environments that satisfy either (but not necessarily
both) of the assumptions of the original goals. CROME uses
contract conjunction to blend different scenarios that must be
both satisfied by the mission, while the scenarios are built
by composition of smaller contracts. More specifically, the
CGQG is built by computing, for each cluster, the composition
of the goals associated with the cluster (e.g., Co and Cs
in Figure 3). Goals can be interconnected to form complex
structures, where the guarantees of one (or more) goal are
used to discharge the assumptions of other goals. Such a
composition produces a new goal node (e.g., S in Figure 3),
which is the scenario supported by the goals in the cluster.
Finally, the overall mission specification M is compiled in
terms of the conjunction of all the mutually exclusive scenarios
(e.g., S§1 and S, in Figure 3).

2) Extending the CGG via Refinement from Library of
Goals: A library of goals is a collection of goals, each
formalized with a contract and labeled with a cost. CROME
can automatically extend a CGG by refining its leaf nodes
with goals chosen from a library of goals, while minimizing
the overall cost. Figure 3 shows how contracts Cy,Cs, and Cs
are refined by the library goals £, Lo, and L5. A refinement
link between a library goal £ = (a;,g;) and a leaf node
C = (ac,g.) is created if and only if £ < C. Lo is further
refined by library goal £;, while L5 refines two goal nodes
of the CGG, which are both corresponding to contract Cs.

3) Controller Synthesis: CROME checks the realizabil-
ity of each goal node of the CGG and, if it is realiz-
able, it produces a controller using reactive synthesis. In
Figure 3, goal Cs is refined by L5 and they can both be
realized with two controllers at different abstraction levels.
For example, let us assume that C3 requires as objective
Patroling(a, b, ¢), corresponding to the LTL formula ¢, =
GF a AN GF b A GF c. On the other hand, the library
goal objective is SequencedPatroling(a, x,y, z, ¢) correspond-
ing to ¢, = GF(a AF(z AF(y AF(z AF ¢)))). Further,
there exists a domain property of type inclusion between
SequencedPatroling(x,y, z) and Patroling(b), that is, ¢ =
G(F(x ANF(y AF 2))) — GF b. Given C3 = (¢, ¢,) and
L5 = (true, ¢,.), we have and L5 < Cs, since ¢ — frue and
or — (¥ — @) are valid formulas.

VII. CASE STUDY: URGENT CARE

We consider a mission performed by a service robot working
in an urgent care clinic, and consisting of several tasks.
Figure 4 shows the map of the clinic together with the contexts.
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Fig. 3: Example of CGG where some of the goal nodes are linked to a Mealy machine representing the controller synthesized

from the node.
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Fig. 4: Care clinic map showing the time, location, and identity
contexts (written in italics).

Time contexts (day, night) and identity contexts (urgent,
normal) capture the variability in the time of the day and type
of patient that needs attention. Location contexts (corridor,
entrance, pharmacy, medical-room, and care-center) denote
one or more physical locations on the map (A, B, C, D, E, F,
G, WAITING, ISOLATION, and CHARGING). Both during
the day and during the night, the robot must patrol the clinic.
By patroling we mean that the robot should recurrently visit all
the rooms (in any order) without letting any room unvisited.
To express this property we use the patroling pattern [2].

During the day, and when inside the pharmacy, the robot
must get the medicine, whenever asked to do so, and give it
to the client. It must also welcome new patients at the entrance
of the shop. Finally, it must always go and charge the battery
when the power level is low. CROME relies on the model
checker NuSMV [58] to perform all the checks in the CGG

and on Strix? to generate controllers via reactive synthesis.

Figure 5 shows the mission requirements formalized as
goals by the designer and the goals that are selected from
the library of goals by CROME to refine the mission re-
quirements. A goal is composed of (i) name, (ii) description,
(iii) context, and (iv) objective (Section 1V). For brevity, in
Figure 5, we have omitted the goal descriptions. For example
the name of the first goal is Patrolling, the context is
described by two atomic propositions, night and day, and
the objective is an instantiation of the patroling® pattern (i.e.,
instantiated on the AP care — center). We use multiple
Boolean propositions separated by comma to denote multiple
goals, each instantiated in a single context. Specifying Goal
I with context night,day is then equivalent to specifying
two separate goals for night and day, respectively. When the
context is omitted from a goal, then we imply that the goal
objectives must hold in all contexts. We also note that Goal
4 instantiates a property specification pattern, the recurrent
pattern,4 which also uses the scope between Q and R.

We observe that Goal 1 and Goal 3 are refined differently
according to the contexts specified by the designer. In Goal
1, patroling is achieved by patroling the corridor during the
night, while patroling the entrance and the pharmacy are
required during the day. Similarly, for Goal 3, the task of
welcoming a new patient is refined differently according to
the gravity of the symptoms where, in the severe cases, the
robot visits the isolation room while, in the normal cases, it
goes in the waiting room.

CROME produces a CGG with a total of 17 goals, 5 of
which are the identified scenarios and 11 are library goals that
can be reused to refine the leaves of the CGG. Figure 6 shows

Zhttps://strix.model.in.tum.de/
3http://roboticpatterns.com/pattern/sequencedpatrolling/
“http://ps-patterns.wikidot.com/recurrence- property-pattern
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GOAL 1 - Patrolling GOAL 2 - Serve pharmacy GOAL 3 - Patient Visit
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Fig. 5: Care clinic main goals specified by the designer connected via refinement to the goals selected from the library.

A
— Charge-battery || Patrolling(night)

— Charge-battery || Patrolling(day)
— Charge-battery || Patrolling(day) || Serve Pharmacy

— Charge-battery || Patrolling(day) || Welcome-patients(mild)

'— Charge-battery || Patrolling(day) || Welcome-patients(severe)

Fig. 6: Goals belonging to each identified scenario of the case
study.

the name of the goals associated to each of the five mutex-
contexts. The full example is available online.’> The root node
of the CGG can not be realized by the synthesizer, which runs
out of memory. However, every scenario of the CGG is realiz-
able with a maximum and minimum synthesis time of 962.98 s
and 24.59 s, respectively. On the other hand, individual nodes
can take up to 0.72 s to be realized into a controller. Overall,
this example shows how CROME facilitates the formalization
of mission requirements, can identify mission scenarios that
can be independently realizable, and can refine leaf goals from
a library of goals.

VIII. CONCLUSIONS

In this paper we introduced CROME, a design framework
for capturing and formalizing robotic mission requirements.
CROME facilitates the translation of informal requirements
in terms of goals by leveraging a set of specification patterns.
It then formalizes the goals in terms of assume-guarantee con-
tracts and leverages a novel, modular representation, namely, a

Shttps://github.com/pierg/cogomo/tree/master/results/ CROME

contract-based goal graph (CGG), to analyze the mission spec-
ification and detect inconsistencies. Given the CGG, CROME
can automatically refine the leaf nodes with goals from a
predefined library. It can automatically check the realizability
of the overall mission and synthesize a controller, if the
mission is realizable. Finally, if the mission is not realizable,
CROME can help debug the specification by identifying
subsets of requirements in terms of mission scenarios that
may be realized. Future work includes devising heuristics
to improve on the scalability of the clustering algorithm
and further experimentation, also in collaboration with our
industrial partners, to investigate the feasibility and usability
of the approach in practical and industrial contexts.
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