Be More and Be Merry: Enhancing Data and User Authentication in Collaborative Settings

Elena Pagnin
ISBN: 978-91-7597-774-4
Series number: 4455

Copyright © Elena Pagnin, 2018.

Technical report 157D
ISSN0346-718X

Department of Computer Science and Engineering
Chalmers University of Technology
SE-412 96 Gothenburg, Sweden
Phone: +46 (0)31-772 10 53

Author e-mail: elenap@chalmers.se, pagnin.elena@gmail.com

Printed by Chalmers Reproservice
Gothenburg, Sweden 2018
Abstract

Cryptography is often described as the science (or art) of keeping information secret to un-intended parties. But, how can we determine who is an intended party and who is not? Authentication is the branch of cryptography that aims at confirming the source of data or at proving the identity of a person. This Ph.D. thesis is a study of different ways to perform cryptographic authentication of data and users.

The main contributions are contained in the six papers appended to this thesis and cover the following research areas: (i) homomorphic authentication; (ii) server-aided verification of signatures; (iii) distance-bounding authentication; and (iv) biometric authentication. The investigation now is towards collaborative settings, that is, application scenarios where different and mutually distrustful entities work jointly for a common goal. The results presented in this thesis allow for secure and efficient authentication when more entities are involved, thus the title “be more and be merry”.

Concretely, the first two papers in the collection are on homomorphic authenticators and provide an in-depth study on how to enhance existing primitives with multi-key functionalities. In particular, the papers extend homomorphic signatures and homomorphic message authentication codes to support computations on data authenticated using different secret keys. The third paper explores signer anonymity in the area of server-aided verification and provides new secure constructions. The fourth paper is in the area of distance-bounding authentication and describes a generic method to make existing protocols not only authenticate direct-neighbors, but also entities located two-hop away. The last two papers investigate the leakage of information that affects a special family of biometric authentication systems and how to combine verifiable computation techniques with biometric authentication in order to mitigate known attacks.

Keywords: Homomorphic Signatures, Server-Aided Verification, Verifiable Computation, Distance-Bounding Authentication Protocols, Biometric Authentication.
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Part I

Thesis Summary
Introduction

The social nature of human beings renders communicating and storing information two essential needs for surviving. Knowing where to go, who people are, asking for clarifications and providing instructions is something we do everyday. In developed countries, the society has taken a digital approach: people ‘talk’ to each other in chats, e-mails or video-calls; and save information they want to ‘remember’ on smartphones or cloud back-ups. The migration to digital platforms has increased the demand for digital interaction and storage methods that achieve features similar to or better than face-to-face conversations and personal memory. Common concerns are: how can we be sure of the identity of our digital interlocutor, does someone else know what we are talking about; or what guarantees the stored data are always available to us only and not modified without us noticing? Cryptography addresses these and more concerns by keeping information secret to un-intended receivers and allowing secure communication in the presence of untrusted parties [1].

The Cryptographers’ World

My parents’ generation grew up having face-to-face as the most common way to communicate. For them it was clear who they were talking to and where and when the conversation was taking place. Thus, my parents could easily adjust the content and style of the conversation according to the circumstance. If they had to discuss something private or secret, they would ask to meet in a remote location, or in a place surrounded by people that had no interest in their secret. They would use letters or wired telephones to contact people who were far-away. In the first case, they would not know whether the letter reached its destination until they received a response (and recognized the sender’s handwriting); in the second case, they were extremely suspicious on who was listening inside the telephone line, but still they were happy they could recognize the interlocutor by hearing their voice. Important information was either learned by heart or written on a piece of paper they would hide somewhere safe to make sure no-one would access it.

My generation is quite different. We were born with modern computers and digital technologies. We are used to asynchronous communications via e-mail and to instant messaging in social networks. Our most common way of communicating is in virtual environments. In particular, we almost never see or hear our interlocutors in real time and have no way to determine when and where a piece of information is delivered or received. Regarding sensitive data, we may try to learn it by heart, but
it is so much easier and handier to store it on our smartphones, computers or directly in the cloud! Therefore, in contrast to my parents, I find it very hard to know for sure who I am writing to, to adjust the content and style of my conversations or to make sure no-one can find my secret data. However, I would still like to have the same guarantees as my parents had. This is what cryptography tries to achieve.

In a nutshell, the cryptographer’s world is looking at our digital world with some privacy-paranoid glasses, as figuratively depicted in Figure 1. In cryptography, the talking entity magically becomes Alice and has an urge to communicate highly sensitive information to another person, named Bob, who is located far, far away from her. Everyone around them turns into an evil being, Eve or Mallory according to the story, and is suspiciously interested in the content of Alice and Bob’s conversation. This setting is formalized in the concept of communication over an insecure channel.

Investigating how paranoid the cryptographers’ world can be is a Ph.D. on its own and falls outside the scope of this thesis. During my Ph.D., I regarded the cryptographers’ view of the world as fascinating and immersed myself in it with the objective to develop some tools that would render it a brighter reality. To this aim, I collect in this thesis new proposals for data and user authentication. Concretely, the presented contributions can be used to ensure Alice that she is talking to Bob and not to Eve, and that her data have not been modified by Mallory.

### The Main Security Goals of Cryptography

Cryptographic primitives and protocols are designed to maintain a desired set of security goals even under attempts at making them deviate from the expected functionality. We briefly describe the two most common security goals in the paragraphs below assuming that an entity called Alice wants to communicate with another entity called Bob in the presence of an undesired party called, generically, the adversary.

**Confidentiality.** This is the main idea people associate to the term “Cryptography”. In a nutshell, if a cryptographic scheme or protocol achieves confidentiality it means that Alice is able to send messages to Bob in such a way that only Bob can read the messages and no adversary is able to see the actual content of their communication. Encryption is the queen cryptographic primitive for confidentiality.

**Authentication.** This property can refer to both data and user authentication. In the case of user authentication, this functionality ensures that a certain
person, e.g., Alice, is who she claims to be. For message authentication, the goal is to provide some additional information that guarantees to Bob that the message he received was originated by Alice. In particular, no undesired third party should be able to impersonate Alice. Digital signatures and Message Authentication Codes (MAC) are the two knights cryptographic primitives that grant data authentication. Regarding user authentication, in this thesis we consider the case of distance-bounding and biometric protocols.

Confidentiality and authentication are the two main security goals of cryptography, however, there are other useful functionalities that cryptographic primitives and protocols can guarantee, such as: integrity \[9\], non-repudiation \[27\], controlled malleability \[44\], redactability \[24\], delegation \[61\], attribute-based confidentiality \[50\], proofs of knowledge \[76\], availability and proofs of work \[55\], and more. This Ph.D. thesis focuses on authentication and data integrity.

**Why Authentication?**

More than forty years ago, Diffie and Hellman flagged that authentication was perhaps the main barrier to the universal adoption of digital communications for sensitive data (e.g., business transactions) and that it constituted the heart of any system involving ‘contracts and billing’ \[37\]. These statements acted as a spring for the development of (asymmetric) cryptographic tools for user authentication as well as data authentication, integrity and non-repudiation.

My Ph.D. has authentication as main topic. The real reason for which I chose to devote these years of my life to studying and (hopefully) contributing to the area of authentication is that I believe that (public-key) encryption looses large part of its usefulness if it is not combined with some sort of authentication. For instance, if I had a sensitive conversation about my health condition, I would first make sure that my interlocutor is my doctor—and not some impostor sending fake news to me—and only secondly that the conversation is encrypted (thus intelligible only to the doctor and me). Having reliable and secure authentication has become even more relevant thanks to the technological development we have witnessed in the last decades. Nowadays, authentication is a fundamental step in services such as online banking, e-health, e-commerce, automatized border controls and many more. My Ph.D. goal was therefore to get acquainted with known ways to achieve data and user authentication, to propose new solutions and to extend existing ones to collaborative scenarios, where multiple entities want to contribute to a joint cause. The main results of my work are collected into this Ph.D. thesis.

**Thesis Overview**

This thesis collects the major results I obtained during my Ph.D. at Chalmers University of Technology. The title be more and be merry captures the core idea of my works: guaranteeing that certain cryptographic primitives and protocols remain secure even in enhanced environments that involve a number of entities larger than the standard one. This is the case of collaborative scenarios such as team-work activity or sensor networks.

The thesis is organized in two parts. The first part begins with a high-level introduction, some background notions and a brief summary of the results. It concludes with an outlook on directions for future work. The second part of the thesis is a
Thesis summary

A collection of six papers on data and user authentication in collaborative settings including sharing computation on data, taking over specific tasks, or enabling communication. Figure 2 displays connections among the published works I contributed to during my Ph.D. and groups them by topic.

Figure 2: Pie diagram of my publications during the Ph.D. Lines between papers display logical connections among the results contained therein.

In detail, Paper A [39] and Paper B [40] provide ways for authenticating computations on data generated by multiple users; Paper C [72] investigates how to improve the efficiency and anonymity in settings where the verification of signatures is offloaded to an untrusted server; [73, 74] propose a new authentication protocol that mitigates known attacks against the HB protocol [58]. Paper D [86] and [69] extend the notion of distance-bounding to a collaborative setting by relying on an untrusted linker for authenticating an out-of-reach entity. Paper E [68], Paper F [70], and [4, 71] address issues in biometric authentication protocols. Finally, [67] is my most recent work and falls outside the wide area of authentication. It considers the problem of privacy-preserving processing of outsourced data in the context of user-customised services and develops a new lightweight protocol for private and secure storage, computation and disclosure of users’ data.
Background

Cryptography is about communication in the presence of an adversary.

Goldwasser and Bellare

This section provides high-level and concise introductions to the four main areas of contributions of this thesis, namely: homomorphic signatures, server-aided verification, distance bounding authentication and biometric authentication. The reader is assumed to be familiar with basic concepts of public-key cryptography.

Homomorphic Signatures

Digital Signatures enable the holder of a secret key to sign messages in such a way that anyone in possession of the corresponding public verification key can determine the validity of a given message-signature pair. For security, it is required that the signature is unforgeable, i.e., no efficient adversary can forge a valid signature (unless the adversary knows the secret key).

Consider the use case of a school database for students’ grades. To prevent students from tampering with their results, each teacher uploads a grade together with a signature (for the student and the grade). The unforgeability property ensures that students cannot arbitrarily change their grades, however, it also limits the utility of the database. For instance, if the school director wants to check the average of the students’ grades on a certain subject, she would need to download all the grade-signature pairs related to the subject, check the authenticity of each grade and then compute the average on the (now certified) values. This procedure is quite inconvenient, since the grades need to be checked before computing the average, and has a high communication cost, due to the fact that all signed data need to be downloaded. A more desirable solution would allow the school director to download directly the average grade together with one signature attesting that the returned

Figure 3: Application scenario for homomorphic signature schemes: a database of signed grades.
value is the correct one according to the grades available in the school database, and digitally signed by the legitimate teacher (see Figure 3). Such a scheme would have somehow malleable signatures, i.e., signatures that support computation on authenticated data. This kind of schemes are called homomorphic signatures.

Homomorphic signature (HS) schemes enable the holder of a secret key to sign messages \( m_1, \ldots, m_n \) in such a way that anyone in possession of the corresponding signatures \( \sigma_1, \ldots, \sigma_n \) and a function \( f \) can produce a valid signature \( \sigma \) for the message \( y = f(m_1, \ldots, m_n) \). The key property of HS is succinctness: the size of the evaluated signature \( \sigma \) should be smaller than the concatenation \( \sigma_1, \ldots, \sigma_n \) and it is usually logarithmic in \( n \), the number of messages. In homomorphic settings the definition of unforgeability depends on the class of functions \( f \) supported by the scheme. For schemes that support only linear functions on a vector space, e.g., [43], unforgeability states that the adversary should not be able to derive a correct signature for a message (vector) which cannot be obtained as a linear combination of previously honestly signed messages. If we applied the same reasoning to linearly homomorphic signatures with messages in a field or to Fully Homomorphic Signature schemes (FHS), e.g., [16, 49], we would end up with a useless definition: given a pair \((m, \sigma)\) it is possible to generate a valid signature \( \sigma' \) for any message \( m' = f(m) \). Since \( f \) is any polynomial function, from a chosen \( m \) and its signature \( \sigma \) one can compute signatures for any message in the whole message space. A meaningful notion of unforgeability for FHS requires that the adversary should not be able to derive a valid signature \( \sigma^* \) for a value \( y^* \) that is not the correct output of \( f(m_1, \ldots, m_n) \) [39, 43, 49]. This notion is achieved thanks to labelled programs [43], as in FHS the signatures, the homomorphically evaluated signatures and the verification procedure all depend on the labels.

The unforgeability intuitions given in this section are approximations of the core meaning of the corresponding security notions. The formal definitions are quite elaborate and include several sub-cases (types of forgeries). We refer the readers to [16, 39, 43, 49] for the details.

In the school database scenario, using FHS to sign the grades solves the problem of computing statistics on the performance of students in each subject. However, FHS does not directly allow to perform computations on grades signed by different teachers, leaving open the following problem:

**How can we authenticate homomorphic computation of functions that involve data signed by different secret keys?**

To achieve this property we need to make the signature scheme not only homomorphic on the messages, but also ‘flexible’ enough to accommodate computations on data generated by different signers. The latter property is often referred to as multi-key. In **Paper A** [39], we address the above question and formalize the multi-key notion for FHS. Moreover, we provide concrete instantiations of schemes that are multi-key and homomorphic. In **Paper B** [40] we go one step further and investigate connections between single-key and multi-key homomorphic signatures.
Server-Aided Verification of Signatures

In the previous section, we mentioned how digital signature schemes have developed to support more and more advanced homomorphic properties. Computing on signed data, however, is not the only line of development for signature schemes. To cover the wide range of applications of this cryptographic primitive, other types of schemes have been proposed such as: ring signatures [13, 24, 72], group signatures [13, 24, 72], blind signatures [5, 11, 28], attribute-based signatures [53, 57], and structure preserving signatures [41, 83]. Despite the different aims, most signature schemes are designed around strong and well-established cryptographic assumptions that guarantee security at the cost of efficiency, especially in the verification process of signatures. There are three possible ways to enjoy both security and efficiency: (i) using a different hard problem to design a secure signature scheme, (ii) trying to speed-up inefficient algorithms exploiting clever ways of computing the necessary data, and (iii) off-loading heavy computations to a third party and efficiently verifying the returned result. The latter approach falls into the server-aided category of cryptographic schemes. Since in signatures schemes the large bulk of computation is usually in the verification procedure, the main line of research is for Server-Aided signature Verification (SAV) schemes [31, 45, 83, 85]. The aim of such schemes is to reduce the gap between the computational cost of the signing algorithm and the one of the verification algorithm in pairing-based schemes. There exist also work on server-aided signature generation, however in this case the focus is not on efficiency [8, 56].

Relying on a server to carry out expensive computations is a natural solution in applications where resource-constrained devices are required to perform computations above the device capacity. From this point of view, server-aided verification renders computationally heavy signatures accessible to a wide range of resource-limited devices (e.g., smartcards, small-battery smartphones) without affecting the device’s performance or battery life. The idea behind this solution is to replace the verification algorithm of a signature scheme with an interactive protocol between the computationally weak verifier and the computationally powerful but untrusted server (see Figure 4).

![Figure 4: Application scenario for server-aided verification: signed auctions.](image)

A bit more formally, SAV exploits the fact that the verification algorithm of any signature scheme can be split into two parts: a computationally expensive part (that includes most of the operations performed for the verification) and a lightweight equality-check part (see Figure 5). The aim is to replace the computationally expensive part with an interactive protocol that has the same functionality and is more efficient (at least in terms of computational cost for the delegator-verifier). Involving one more entity in the signature verification introduces new privacy and security concerns. There have been some attempts to provide a formal security framework for server-aided verification of signatures [31, 34, 35] and Paper C contributes to this line by proposing a more realistic security model and new SAV schemes that achieve stronger notions of security and privacy.
Distance-Bounding Authentication Protocols

Distance-Bounding Authentication Protocols (DBAP) \[5, 20\] are two-party interactive protocols that allow one entity (called the prover) to authenticate to a verifier under the following conditions: (1) the prover is legitimate and (2) the prover lies within a fixed radius from the verifier. The first condition is checked using a challenge-response approach: the verifier sends a (usually one-bit) challenge $c$, the prover computes the (usually one-bit) response $r$ using a secret key and some light-weight cryptographic tools. The second condition is checked by equipping the verifier with a clock and measuring the time elapsed between sending $c$ and receiving $r$. To prove its proximity to the verifier, the prover computes its $r$ immediately after receiving $c$. To increase accuracy, DBAPs run a series of rapid challenge-response exchanges between the verifier and the prover. Figure 6 depicts the setting of DBAPs. In a nutshell, distance-bounding authentication protocols blend cryptographic primitives with timing tools to achieve accurate authentication. This dual nature is motivated by real world needs: DBAPs represent the best mitigation against severe attacks such as the ones described below.

Contact-less debit-cards, credit-cards and smartcards in general were designed to bring together security and usability. The chip present in contact-less cards is able to carry out quite sophisticated cryptographic computations once it is brought to life by a magnetic field. In order to authorize the card functionality (e.g., small financial transactions) cardholders need to simply wave the card in front of a terminal machine (e.g., point-of-sale). Within a few seconds the smartcard and the terminal...
communicate with each other and determine whether the functionality (e.g., payment) was successful or not. Unfortunately, the most common contact-less EMV\textsuperscript{1} payment protocols (Visa’s payWave and MasterCard’s PayPass) have flaws and have been shown vulnerable to relay attacks\textsuperscript{13, 30, 38} that can be performed even with smartphones\textsuperscript{11}. Such attacks may lead to undesirable consequences including changing the amount being charged or the party to be paid. For instance, a businessman seated in a café with his contact-less credit card ‘safely’ put in his pocket, may be the victim of an attack where an antenna bridges the communication between a contact-less terminal in the jewellery shop next to the café and the businessman’s card. By relaying the communication through the antenna, the attacker in the shop may be able to pay the jewellery with the businessman’s money! Similar attacks have been setup to amplify the communication range of RFID car-keys and unlock cars, while the keys were not in their physical proximity\textsuperscript{11}.

Relay attacks are a special family of man-in-the-middle attacks where the attacker bridges communications between two parties (the victims). Concretely, the relay-attacker is in communication with both parties and merely relays messages between the victims without manipulating them or even necessarily reading them. What makes relay attacks so dangerous is that in order to tamper with the protocol the adversary does not need to know the details of the protocol or to break the underlying cryptographic functions, it simply relays messages. A quaint example of relay attack is the little girl playing against two chess masters\textsuperscript{33}. All the little girl needs to do is to challenge two Grandmasters at postal chess and relay moves between them. Without knowing the rules of the game, the little girl will win (or have a tie) in one of the two games.

The only way to distinguish a response that is being relayed from one that is directly sent by the card to the terminal is to measure how long it takes for the response to reach the terminal. As contact-less communication happens at most at the speed of light, accurate clocks would be able to detect a time difference that corresponds to half a meter space\textsuperscript{20}. Therefore, a protocol that combines light-weight cryptographic functions with physical time measurements represents the natural solution against relay attacks. The keyed cryptographic functions are used in a challenge-response framework to authenticate the prover (e.g., a contact-less smartcard) while the recorded round-trip-times of the communication provide an upper-bound on the maximal distance between the prover and the verifier (e.g., contact-less card reader). These are exactly the characteristics of distance-bounding protocols.

Brands and Chaum’s seminal work on distance-bounding\textsuperscript{20} was followed by a long series of proposals\textsuperscript{19, 51, 59, 73}. Paper D\textsuperscript{86} provides the first formal framework to describe the main classes of existing distance-bounding protocols and also puts forward a general method to extend traditional prover-verifier protocols to the three-participant setting of prover-linker-verifier (two-hop distance estimation).

**Biometric Authentication Protocols**

While distance-bounding protocols authenticate a user (the prover) via a device she holds, biometric-based authentication relies solely on the user’s human features. Biometric Authentication Protocols (BAP) allow quick, accurate and user-friendly authentication of people. In a nutshell, all you need to do is to provide the system with one biometric trait (e.g., your fingerprint or iris scan) and from that point

\textsuperscript{1}EMV stands for Europay, MasterCard, and Visa.
on the system is able to recognize you. In general, biometric traits are distinctive characteristics that are measurable and identify (almost) uniquely each individual. Therefore by measuring a fresh biometric template and comparing it with a reference, the system can recognize people and reject impostors claiming to be someone they are not. Common biometric credentials are: fingerprint, iris, and face shape.

Figure 7 provides a high-level intuition of the main aspects of biometric authentication. To give a concrete example, consider an access gate to a military facility. The gate is equipped with a sensor that scans the soldiers’ iris. The iris scan transforms the biometric trait into a digital credential that is compared to a stored biometric template for the soldier. Access will be granted only after the person has been recognized as an authorized soldier in the military facility.

Figure 7: Schematic explanation of how biometric authentication works. The user provides a biometric trait and an identity. The sensor extracts from the trait a biometric template \( b' \) for identity \( ID \). The system retrieves the reference template \( b \) corresponding to \( ID \) and performs a matching process. If \( b \) is close enough to \( b' \) (i.e., \( \Delta \) is small) the user is accepted, otherwise she is rejected.

Biometric authentication has become popular thanks to its usability and user-dependent nature, properties that cannot be achieved with classical authentication methods (e.g., passwords, distance-bounding). In particular, biometric authentication removes the need for users to memorize complicated, long passwords or to carry along special secret tokens. Moreover, biometric credentials are characteristic features naturally bound to the user’s body, are hard to steal, reproduce and to spoof. This very same advantageous property, however, raises serious security and privacy concerns in the case of a biometric trait being compromised (cloned, forged).

Unlike passwords or tokens, biometric credentials cannot be kept secret or hidden, and stolen biometrics cannot be revoked as easily. Compromised biometric credentials have an even stronger impact than spoofed passwords or stolen tokens. With a stolen biometric credential attackers can perform crimes such as identity theft and individual profiling and tracking. Moreover, from stolen biometrics traits one can learn sensitive information about the owners, including ethnicity, genetic information, medical diseases, and can use these data to compromise health records.

Motivated by the high sensitivity of biometric data, in the past years several privacy-preserving biometric authentication protocols have been proposed. Such protocols are designed to resist specific attack scenarios including the biometric reference recovery attack. In this attack, an unauthorized entity tries to recover the (plaintext) reference biometric template \( b \) for a target user \( ID \). A successful reference recovery attack has particularly harmful consequences: the knowledge of the raw credential \( b \) gives unauthorized access to any system that uses \( b \) as the
reference template for user ID and may additionally leak sensitive information about the user’s physical characteristics and genetics.

Privacy-preserving biometric authentication protocols make use of advanced cryptographic techniques (such as Oblivious Transfer and Homomorphic Encryption) and are based on a distributed setting, where several entities take part in the protocol. The main reason for this approach is to minimize the amount of information known by each entity.

Summary of Papers and Contributions

We hope this will inspire others to work in this fascinating area in which participation has been discouraged in the recent past by a nearly total government monopoly.

Diffie and Hellman, 1976

This section provides an overview of the main results of the papers included in Part II of this thesis. It also contains descriptions of my contributions to each work.

Multi-Key Homomorphic Authenticators

Problem statement and related work. Homomorphic authenticators enable a client to authenticate a large collection of data in such a way that any third party can generate a short authenticator vouching for the correctness of the output of some computation on the data and the authenticators. Previous works proposed Homomorphic signatures or homomorphic MAC schemes that could support computations of linear functions \[1\] or of more expressive polynomials \[15, 49\]. All the aforementioned schemes are however single-key, i.e., computations can only be performed on data generated with a single secret key. This characteristic limits the application range of homomorphic authenticators to non-collaborative settings as it prevents the correct authentication of any computation that requires input from entities with different secret keys.

Consider the earlier example of a school database. Homomorphic signatures enable teachers to upload signed grades and anyone else (e.g., the school director or the students’ parents) to check for the authenticity of simple statistics on the grades. Unforgeability ensures that the students cannot upload fake grades. Homomorphic signatures schemes, however, do not directly support authenticated statistics on grades generated with different secret keys. In particular, in our example it would not be possible to authenticate the outcome of computations that involve grades by different teachers. To achieve this property, the signature scheme would need to be homomorphic even among messages signed with different secret keys, in other words, be multi-key and homomorphic.
Contributions and their implications. In this paper, we introduce the notion of Multi-Key Homomorphic Authenticators (MK-HAs), a reasonable security model for this new primitive and two independent constructions. MK-HAs extend the existing notions of Homomorphic Signatures and Homomorphic Message Authentication Codes to support computations on data generated by different secret keys while relying on succinct authenticators, i.e., the size of the authenticators depends at most logarithmically on the total number of inputs to the computation. Our Multi-Key HS scheme is based on standard lattices and supports the evaluation of circuits of bounded polynomial depth. Our construction of a Multi-Key Homomorphic MAC is particularly efficient, it is based on pseudorandom functions and supports the evaluation of low-degree arithmetic circuits.

Statement of contributions. This paper is the result of a collaboration between Dario Fiore, Luca Nizzardo, Aikaterini Mitrokotsa and myself. We developed and formalized the new primitive and its security model during my visit at IMDEA funded by CryptoAction. I mainly worked on the Multi-Key Homomorphic MAC construction and its security proofs. In addition, I proposed adding the \( \mathbb{Z} \) component to the signatures of the Multi-Key HS scheme to mitigate a special family of forgeries.

Matrioska: A Compiler for Multi-Key Homomorphic Signatures

Problem statement and related work. This paper is a follow-up of our work on multi-key homomorphic authenticators \[39\]. Existing multi-key homomorphic signature schemes are ad-hoc adaptations of a single-key homomorphic signature \[39\] or derived by a generic construction that exploits strong, non-falsifiable cryptographic primitives such as SNARKs \[60\]. In particular, there is no formal study on the connections between multi-key and single-key HS schemes. This paper fills this gap and provides a generic compiler for constructing a secure multi-key variant of any (sufficiently expressive) single-key homomorphic signature scheme.

Contributions and their implications. In this paper, we establish formal connections between multi-key and single-key homomorphic signatures and build a (theoretical) bridge between these two primitives. In more details, we propose Matrioska: the first generic compiler that enhances any (sufficiently expressive) single-key HS with multi-key features under standard falsifiable assumptions only. The existence of this compiler implies that multi-key and single-key homomorphic signatures are equivalent (if they support evaluations of a special class of functions). Moreover, Matrioska can be used to define new multi-key HS schemes from any future proposal of a single-key homomorphic signature. The core of the Matrioska technique is to use the single-key homomorphic evaluation procedure in an original way that allows us to derive \( t \) signatures vouching for the authenticity of computations on an arbitrary number of signatures from \( t \) different signers. Our approach is completely different from the known ways to obtain multi-key HS schemes \[39, 41\].

Statement of contributions. This paper is the outcome of a joint work between Dario Fiore and myself. It is a natural follow-up to our paper on multi-key homomorphic authenticators \[39\] and dives in understanding the relation between
single- and multi-key homomorphic signatures. My contribution in this work was to
come up with the technical details that made the idea work correctly and securely.
All authors contributed equally to the paper.

Anonymous Server-Aided Verification of Signatures

**Problem statement and related work.** Since the introduction of server-
aided verification of signatures [8, 45, 64] there has been a constant development
towards more efficient schemes and more realistic security models. The basic secu-
rity notions for SAV are soundness and existential unforgeability [45]. Wu et al. [85]
address for the first time attack scenarios where a malicious signer colludes with the
server in order to tamper with the outcome of the server-aided verification. Chow
et al. [31] refine previous definitions and show that the enabler of many attacks to
previous SAV schemes is the absence of an integrity check on the results returned
by the server. Integrity is not the only concern when outsourcing computations:
how about the signer’s privacy?

**Contributions and their implications.** In this paper, we provide formal def-
initions for known and new realistic attack scenarios against server-aided verifica-
tion of signatures and propose three novel constructions of server-aided verification
schemes. Concretely, we present the first compiler that defines a single-round (give-
and-take) server-aided verification protocol for any signature given an appropriate
verifiable computation scheme. We make use of our compiler to define new SAV
schemes that are the first published proposals achieving existential unforgeability
and soundness against collusion simultaneously.

In addition, we are the first to consider the notions of signer anonymity and ex-
tended existential unforgeability for SAV. To give an idea on the importance of these
two attack scenarios consider the case of signed auctions, where bidders sign their
bids (messages) to avoid other people impersonating them. In this setting, signer
anonymity prevents a malicious server from distinguishing one signer from another.
As a consequence, the server cannot ‘keep out’ target bidders from the auction by
making their signatures appear invalid. We also provide an extension to the notion
of unforgeability that additionally captures the following attack scenario. Imagine
the adversary is a bidder taking part in the auction. In order to steer the price of
certain items the adversary could get control over the server used for the aided veri-
ification and prevent signatures of higher bids from verifying correctly. Our compiler
allows us to determine sufficient requirements on the signature scheme (and/or the
verifiable computation scheme) in order to achieve security and anonymity.

**Statement of contributions.** This paper is the result of a study on server-
aided verification of signatures started by Aiketerini Mitrokotsa and myself during
a visit at Keisuke Tanaka Sensei’s laboratory. Although Dario Fiore is not listed
among the authors, he provided me with important technical feedback on the work.
I am the main author of this work and developed all the results. This paper is
of special importance within my Ph.D. because it represents my ‘first step’ as an
independent researcher on the academic path.
Two-Hop Distance-Bounding Protocols: Keep your Friends Close

**Problem statement and related work.** Traditional distance-bounding authentication protocols aim to authenticate a resource-constrained prover to a (more powerful) verifier [20], [51], [59], [73], assuming that the prover lies within the communication range of the verifier. Albeit most DBAPs are designed for RFID tags, there are works that consider slightly more powerful provers and define public-key privacy-preserving distance-bounding [42], [52] and group distance-bounding [26].

The common factor to all protocols, however, remains that authentication is subjected to the location of the parties: all devices must lie within each others’ transmission range. While this requirement represents the main motivation for adopting distance-bounding authentication protocols as a countermeasure against relay attacks, it also limits their application scenarios. In particular, it is hard to directly employ traditional distance-bounding protocols in multiple access control scenarios, in ubiquitous computing environments and even to verify the proximity of a two-hop neighbor. Pagnin et al. [69] put forward the idea to extend DBAPs to two-hop neighbors, that is, when the prover and the verifier communicate through an in-between linker. However, a formal framework for constructing two-hop distance-bounding authentication from traditional DBAPs was missing.

**Contributions and their implications.** In this paper, we extend traditional distance-bounding authentication protocols to also authenticate two-hop neighbors, instead of adjacent devices only. This setting covers environments where the prover is out of the communication range of the verifier, but both parties lie in the proximity of the same untrusted entity, called the linker. We present an intuitive taxonomy of existing DBAPs and provide the first formal framework to extend any register-based protocol to additionally support the two-hop distance-bounding authentication. We also identify connections between attacks against the two-hop and the one-hop settings and implement five two-hop distance-bounding authentication protocols derived from the proposals in [19], [20], [51], [77] using our framework. Our experimental results demonstrate the correctness of our security analysis and the efficiency of our model.

**Statement of contributions.** This paper is the result of a collaboration started within the objective of a STINT grant awarded to Aikaterini Mitrokotsa and Gerhard Hancke. Anjia Yang is the first author, I am the corresponding author. My contributions in this work include the proposal of the taxonomy of existing distance-bounding authentication protocols, the development of the formalism and the description of the framework for generic extension of register-based DBAP to the two-hop setting. Additionally, I performed the formal security analysis.

On the Leakage of Information in Biometric Authentication

**Problem statement and related work.** User authentication via biometric credentials has become an increasingly popular way to authenticate people in highly sensitive services such as health care systems [53], but also in everyday tasks such as smartphone unlocking. If not implemented correctly, the wide adoption of these systems might raise severe concerns about the users’ privacy and security. Privacy-
preserving biometric authentication protocols are designed to mitigate dangerous threats including individual profiling, user tracking and leakage of sensitive information connected to biometric traits (e.g., healthcare data \cite{22, 23, 57}). The current framework for analyzing template security and privacy models distributed biometric authentication systems with internal adversaries \cite{80}. Among the described attacks there is also the so-called center search attack.

**Contributions and their implications.** In this paper, we provide a formal mathematical framework to analyze the implications of center search attacks against privacy-preserving biometric authentication systems. The standard center search attack is defined on binary strings. In this work, we generalize this efficient hill-climbing technique to vectors with components in $\mathbb{Z}_q$ for $q \geq 2$. As a consequence, certain families of biometric authentication protocols become naturally vulnerable to our biometric template recovery attack. The main implication of our attack is that, if successful, it will let the adversary learn susceptible users’ private data that can lead to disclosure of health condition and digital impersonation of the victim. However, not all is lost: one of the starting conditions for the attack to work is the knowledge of a biometric credential that is close enough to the target one. We investigated how to get such credentials in a theoretical way and showed that such a problem is equivalent to the set-covering problem which is known to be NP complete \cite{32}.

**Statement of contributions.** This work builds on a previous result by Abidin, Pagnin and Mitrokotsa \cite{4} and has been developed by me, Christos Dimitrakakis, Aysajan Abidin and Aikaterini Mitrokotsa. I am the main author of this paper. I developed the way to generalize Abidin’s attack to a larger setting, all the formal details and the proofs.

Revisiting Yasuda et al.’s Biometric Authentication Protocol: Are you Private Enough?

**Problem statement and related work.** Abidin, Pagnin and Mitrokotsa \cite{1} showed that Yasuda et al.’s privacy-preserving biometric authentication protocol \cite{87} is vulnerable to an ad-hoc biometric template recovery attack, and thus can no longer be considered fully privacy-preserving. Among the enablers of Abidin’s attack is the fact that the attacker is a malicious computational server. In this paper, we redeem Yasuda’s protocol and propose a mitigation to the aforementioned attack.

**Contributions and their implications.** In this paper, we put forward a generic strategy to transform privacy-preserving BAPs that are secure in the honest-but-curious model into schemes that can tolerate internal malicious attackers. The stronger security guarantee is derived by employing verifiable computation techniques during the matching process. Specifically, we define $\text{BFR} + \text{SHE}$, a biometric authentication protocol that essentially augments Yasuda et al.’s proposal \cite{87} with Backes et al.’s verifiable computation scheme \cite{6} and is no longer vulnerable to Abidin’s attack \cite{4}.

We remark that, $\text{BFR} + \text{SHE}$ is still affected by the unavoidable leakage of information inherent to BAPs that employ the Hamming distance in the matching process \cite{68}. However, for the leakage to actually happen, the adversary needs to
already hold a matching template, and \cite{68} shows that from a theoretical point of view finding a matching biometric template is an NP-hard problem.

**Statement of contributions.** This paper is the outcome of Jing Liu’s successful master thesis project under the supervision of Aikaterini Mitrokotsa and myself. I contributed with constant support for technical matters during the development of the master thesis and shaped up the results into a publishable paper.
Conclusions and Outlook

Our research isn’t finished and much is left to do
For instance, proving theorems completely in haiku

This Ph.D. thesis contributes to the body of knowledge in data and user authentication. It provides high-level explanations of four authentication methods and six state-of-the-art papers that investigate homomorphic signatures, server-aided signature verification, distance-bounding authentication and biometric authentication. This thesis brings in new constructions and aims to inspire further research.

Among the directions for future investigation that stem from the contributions of this thesis we highlight the following. Paper A and Paper B show how to construct multi-key homomorphic authenticators, but do not aim to give succinct instantiations. Constructing multi-key schemes with authenticators of size independent of the number of users involved in the computation is an open challenge, if one does not want to rely on strong cryptographic tools that are likely to be based on non-falsifiable assumptions (e.g., SNARKs as proposed in [60]). Other directions of research in this area include: combining authentication and confidentiality so that the entity who runs the homomorphic evaluation (e.g., the cloud) does not learn the data over which it computes; and developing context-hiding schemes that achieve privacy by revealing no non-trivial information about the computations’ inputs. Paper C raises awareness about the need for more efficient verifiable computation schemes for bilinear-pairing evaluation that would render a wide range of signature schemes accessible to resource-limited devices via server-aided verification techniques. Paper D opens up a new scene for distance-bounding authentication and therefore calls for creative application scenarios in two-hop and multi-hop settings. Finally, Paper E and Paper F address privacy concerns in biometric authentication and identify the need for new tools to achieve non-leaky biometric template matching.

In addition to the six papers collected in Part II during my Ph.D. I had several successful collaborations that resulted in the publications reported in the List of Publications at the beginning of this thesis. Figure 8 provides subway map inspired representation of my research work so far. Papers are represented as stations, and the four lines follow the paths of data/user privacy privacy, multi-key features, constrained settings and new attacks. The two, black, right-most stations in Figure 8 are outlooks of two on-going works that I describe in what follows.
Figure 8: A subway-style map of the papers I contributed to during my Ph.D. The works are organized by the time of publication (or due date) on the x axis, and the size of the supported collaborative setting on the y axis (starting from two users and increasing progressively). Connections between papers are represented as ‘subway lines’ between ‘stations’. The lines are named after the four main themes of my Ph.D. The Latin letters A-F refer to the corresponding papers appended to this thesis. Dashed lines lead to results currently under development and highlight directions for future work.

Paper **Succinct MKHE** in Figure 8 puts forward an original way to achieve fully succinct ciphertexts in multi-key additive homomorphic encryption. Exploiting the algebraic structure of some additive homomorphic encryption schemes, we define a new encryption scheme that is a hybrid of secret-key and public-key mechanisms. Our objective is to develop a scheme that supports linearly homomorphic computations on data encrypted by different users and has ciphertexts of constant-length. Paper **Signal+** investigates how to obtain secure asynchronous messaging under the presence of very powerful adversaries. The starting point is the widely deployed Signal protocol. We identify some weaknesses in the design of Signal and propose mitigations and improvements. Our two major goals are to change the trust assumptions of the Signal protocol and to develop a new approach to the ratchet mechanism that supports persistent entity authentication (partnering).

To conclude, I hope this thesis presents a pleasant tour in the land of data and user authentication. Authentication is only one side of the complex polyhedron of security goals in the cryptography world. I am confident that the authentication protocols and schemes we have now and will develop in the future will allow us to happily and safely collaborate in this digital Era even under the presence of malicious entities. Thus, I wish you all to be more and be merry!
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Abstract. Homomorphic authenticators (HAs) enable a client to authenticate a large collection of data elements $m_1, \ldots, m_t$ and outsource them, along with the corresponding authenticators, to an untrusted server. At any later point, the server can generate a short authenticator vouching for the correctness of the output $y$ of a function $f$ computed on the outsourced data, i.e., $y = f(m_1, \ldots, m_t)$. Recently researchers have focused on HAs as a solution, with minimal communication and interaction, to the problem of delegating computation on outsourced data. The notion of HAs studied so far, however, only supports executions (and proofs of correctness) of computations over data authenticated by a single user. Motivated by realistic scenarios (ubiquitous computing, sensor networks, etc.) in which large datasets include data provided by multiple users, we study the concept of multi-key homomorphic authenticators. In a nutshell, multi-key HAs are like HAs with the extra feature of allowing the holder of public evaluation keys to compute on data authenticated under different secret keys. In this paper, we introduce and formally define multi-key HAs. Secondly, we propose a construction of a multi-key homomorphic signature based on standard lattices and supporting the evaluation of circuits of bounded polynomial depth. Thirdly, we provide a construction of multi-key homomorphic MACs based only on pseudorandom functions and supporting the evaluation of low-degree arithmetic circuits. Albeit being less expressive and only secretly verifiable, the latter construction presents interesting efficiency properties.

Keywords. Homomorphic Signatures, Homomorphic Message Authentication.

1 Introduction

The technological innovations offered by modern IT systems are changing the way digital data is collected, stored, processed and consumed. As an example, think of an application where data is collected by some organizations (e.g., hospitals), stored and processed on remote servers (e.g., the Cloud) and finally consumed by other users (e.g., medical researchers) on other devices. On one hand, this computing paradigm is very attractive, particularly as data can be shared and exchanged by multiple users. On the other hand, it is evident that in such scenarios one may be concerned about security: while the users that collect and consume the data may trust each other (up to some extent), trusting the Cloud can be problematic for various reasons. More specifically, two main security concerns to be addressed are those about the privacy and authenticity of the data stored and processed in untrusted environments.

While it is widely known that privacy can be solved in such a setting using, e.g., homomorphic encryption [27], in this work we focus on the orthogonal problem of providing authenticity of data during computation. Towards this goal, our contribution is on advancing the study of homomorphic authenticators (HAs), a cryptographic primitive that has been the subject of recent work [9, 26, 30, 33].

Homomorphic Authenticators. Using an homomorphic authenticator (HA) scheme a user Alice can authenticate a collection of data items $m_1, \ldots, m_t$ using her secret key, and send the authenticated data to an untrusted server. The server can execute a program $P$ on the authenticated data and use a public evaluation key to generate a value $\sigma_{P,y}$ vouching for the correctness of $y = P(m_1, \ldots, m_t)$. Finally, a user Bob who is given the tuple $(P, y, \sigma_{P,y})$ and Alice’s verification key can use the authenticator to verify the authenticity of $y$ as output of the program $P$ executed on data authenticated by Alice. In other words, Bob can check that the server did not tamper with the computation’s result. Alice’s verification key can be either secret or public. In the former case, we refer to the primitive as homomorphic MACs [11, 26], while in the latter we refer to it as homomorphic signatures [9]. One of the attractive features of HAs is that the authenticator $\sigma_{P,y}$ is succinct, i.e., much shorter than $P$’s input size. This means that the server can execute a program on a huge amount of data and convince Bob of its correctness by sending him only a short piece of information. As discussed in previous work (e.g., [5, 26, 30]), HAs provide a nice solution, with minimal communication and interaction, to the problem of delegating computations on outsourced data, and thus can be preferable to verifiable computation (more details on this comparison appear in Section 1.1).

Our Contribution: Multi-Key Homomorphic Authenticators. Up to now, the notion of HAs has inherently been single-key, i.e., homomorphic computations...
are allowed only on data authenticated using the same secret key. This characteristic is obviously a limitation and prevents HA schemes from suiting scenarios where the data is provided (and authenticated) by multiple users. Consider the previously mentioned example of healthcare institutions which need to compute on data collected by several hospitals or even some remote-monitored patients. Similarly, it is often required to compute statistics for time-series data collected from multiple users e.g., to monitor usage data in smart metering, clinical research or to monitor the safety of buildings. Another application scenario is in distributed networks of sensors. Imagine for instance a network of sensors where each sensor is in charge of collecting data about air pollution in a certain area of a city, it sends its data to a Cloud server, and then a central control unit asks the Cloud to compute on the data collected by the sensors (e.g., to obtain the average value of air pollution in a large area).

A trivial solution to address the problem of computing on data authenticated by multiple users is to use homomorphic authenticators in such a way that all data providers share the same secret authentication key. The desired functionality is obviously achieved since data would be authenticated using a single secret key. This approach however has several drawbacks. The first one is that users need to coordinate in order to agree on such a key. The second one is that in such a setting there would be no technical/legal way to differentiate between users (e.g., to make each user accountable for his/her duties) as any user can impersonate all the other ones. The third and more relevant reason is that sharing the same key exposes the overall system to way higher risks of attacks and makes disaster recovery more difficult: if a single user is compromised the whole system is compromised too, and everything has to be reinitialized from scratch.

In contrast, this paper provides an innovative solution through the notion of multi-key homomorphic authenticators (multi-key HAs). This primitive guarantees that the corruption of one user affects the data of that user only, but does not endanger the authenticity of computations among the other (un-corrupted) users of the system. Moreover, the proposed system is dynamic, in the sense that compromised users can be assigned new keys and be easily reintegrated.

1.1 An Overview of Our Results

Our contribution is mainly threefold. First of all, we elaborate a suitable definition of multi-key HAs. Second, we propose the first construction of a multi-key homomorphic signature (i.e., with public verifiability) which is based on standard lattices and supports the evaluation of circuits of bounded polynomial depth. Third, we present a multi-key homomorphic MAC that is based only on pseudorandom functions and supports the evaluation of low-degree arithmetic circuits. In spite of being less expressive and only secretly verifiable, this last construction is way more efficient than the signature scheme. In what follows, we elaborate more on our results.

Multi-Key Homomorphic Authenticators: What are they? At a high level, multi-key HAs are like HAs with the additional property that one can execute a program $P$ on data authenticated using different secret keys. In multi-key HAs, Bob verifies using the verification keys of all users that provided inputs to $P$. These features make multi-key HAs a perfect candidate for applications where multiple users gather and outsource data. Referring to our previous examples, using multi-key HAs each sensor can authenticate and outsource to the Cloud the data it collects; the Cloud can compute statistics on the authenticated data and provide the central
control unit with the result along with a certificate vouching for its correctness.

An important aspect of our definition is a mechanism that allows the verifier to keep track of the users that authenticated the inputs of $\mathcal{P}$, i.e., to know which user contributed to each input wire of $\mathcal{P}$. To formalize this mechanism, we build on the model of labeled data and programs of Gennaro and Wichs [26] (we refer the reader to Section 1 for details). In terms of security, multi-key HAs allow the adversary to corrupt users (i.e., to learn their secret keys); yet this knowledge should not help the adversary in tampering with the results of programs which involve inputs of honest (i.e., uncorrupted) users only. Our model allows to handle compromised users in a similar way to what occurs with classical digital signatures: a compromised user could be banned by means of a certificate revocation, and could easily be re-integrated via a new key pair. Thinking of the sensor network application, if a sensor in the field gets compromised, the data provided by other sensors remains secure, and a new sensor can be easily introduced in the system with new credentials.

Finally, we require multi-key homomorphic authenticators to be succinct in the sense that the size of authenticators is bounded by some fixed polynomial in $(\lambda, n, \log t)$, where $\lambda$ is the security parameter, $n$ is the number of users contributing to the computation and $t$ is the total number of inputs of $\mathcal{P}$. Although such dependence on $n$ may look undesirable, we stress that it is still meaningful in many application scenarios where $n$ is much smaller than $t$. For instance, in the application scenario of healthcare institutions a few hospitals can provide a large amount of data from patients.

### A Multi-Key Homomorphic Signature for All Circuits.

After setting the definition of multi-key homomorphic authenticators, we proceed to construct multi-key HA schemes. Our first contribution is a multi-key homomorphic signature that supports the evaluation of boolean circuits of depth bounded by a fixed polynomial in the security parameter. The scheme is proven secure based on the small integer solution (SIS) problem over standard lattices [37], and tolerates adversaries that corrupt users non-adaptively. Our technique is inspired by the ones developed by Gorbunov, Vaikuntanathan and Wichs [30] to construct a (single-key) homomorphic signature. Our key contribution is on providing a new representation of the signatures that enables to homomorphically compute over them even if they were generated using different keys. Furthermore, our scheme enjoys an additional property, not fully satisfied by [30]: every user can authenticate separately every data item $m_i$ of a collection $m_1, \ldots, m_t$, and the correctness of computations is guaranteed even when computing on not-yet-full datasets. Although it is possible to modify the scheme in [30] for signing data items separately, the security would only work against adversaries that query the whole dataset. In contrast, we prove our scheme to be secure under a stronger security definition where the adversary can adaptively query the various data items, and it can try to cheat by pretending to possess signatures on data items that it never queried (so-called Type 3 forgeries). We highlight that the scheme in [30] is not secure under the stronger definition (with Type 3 forgeries) used in this paper, and we had to introduce new techniques to deal with this scenario. This new property is particularly interesting as it enables users to authenticate and outsource data items in a streaming fashion, without ever having to store the whole dataset. This is useful in applications where the dataset size can

---

2Here we mean that this process does not add more complications than the ones already existing for classical digital signatures (e.g., relying on PKI mechanisms).

3Precisely, our “core” scheme is secure against adversaries that make non-adaptive signing queries; this is upgraded to adaptive security via general transformations.
be very large or not fixed a priori.

A Multi-Key Homomorphic MAC for Low-Degree Circuits. Our second construction is a multi-key homomorphic MAC that supports the evaluation of arithmetic circuits whose degree $d$ is at most polynomial in the security parameter, and whose inputs come from a small number $n$ of users. For results of such computations the corresponding authenticators have at most size $s = (n + d)^d$. Notably, the authenticator’s size is completely independent of the total number of inputs of the arithmetic circuit. Compared to our multi-key homomorphic signature, this construction is only secretly verifiable (i.e., Bob has to know the secret verification keys of all users involved in the computation) and supports a class of computations that is less expressive; also its succinctness is asymptotically worse. In spite of these drawbacks, our multi-key homomorphic MAC achieves interesting features. From the theoretical point of view, it is based on very simple cryptographic tools: a family of pseudorandom functions. Thus, the security relies only on one-way functions. On the practical side, it is particularly efficient: generating a MAC requires only one pseudo-random function evaluation and a couple of field operations; homomorphic computations boil down to additions and multiplications over a multi-variate polynomial ring $\mathbb{F}_p[X_1, \ldots, X_n]$.

1.2 Related Work

Homomorphic MACs and Signatures. Homomorphic authenticators have received a lot of attention in previous work focusing either on homomorphic signatures (publicly verifiable) or on homomorphic MACs (private verification with a secret key). The notion of homomorphic signatures was originally proposed by Johnson et al. [33]. The first schemes that appeared in the literature were homomorphic only for linear functions [3, 13, 23] and found important applications in network coding and proofs of retrievability. Boneh and Freeman [9] were the first to construct homomorphic signatures that can evaluate more than linear functions over signed data. Their scheme could evaluate bounded-degree polynomials and its security was based on the hardness of the SIS problem in ideal lattices in the random oracle model. A few years later, Catalano et al. [16] proposed an alternative homomorphic signature scheme for bounded-degree polynomials. Their solution is based on multi-linear maps and bypasses the need for random oracles. More interestingly, the work by Catalano et al. [16] contains the first mechanism to verify signatures faster than the running time of the verified function. Recently, Gorbunov et al. [30] have proposed the first (leveled) fully homomorphic signature scheme that can evaluate arbitrary circuits of bounded polynomial depth over signed data. Some important advances have been also achieved in the area of homomorphic MACs. Gennaro and Wichs [26] have proposed a fully homomorphic MAC based on fully homomorphic encryption. However, their scheme is not secure in the presence of verification queries. More efficient schemes have been proposed later [3, 11, 12] that are secure in the presence of verification queries and are more efficient at the price of supporting only restricted homomorphisms. Finally, we note that Agrawal et al. [11] considered a notion of multi-key signatures for network coding, and proposed a solution which works for linear functions only. Compared to this work, our contribution shows a full-fledged framework for multi-key homomorphic authenticators, and provides solutions that address a more expressive class of computations.

\footnote{Note that $s$ can be bounded by $\text{poly}(n)$ for constant $d$, or by $\text{poly}(d)$ for constant $n$.}
Verifiable Computation. Achieving correctness of outsourced computations is also the aim of verifiable delegation of computation (VC) [6, 18, 20, 25, 29, 38]. In this setting, a client wants to delegate the computation of a function $f$ on input $x$ to an untrusted cloud-server. If the server replies with $y$, the client’s goal is to verify the correctness of $y = f(x)$ spending less resources than those needed to execute $f$. As mentioned in previous work (e.g., [26, 30]) a crucial difference between verifiable computation and homomorphic authenticators is that in VC the verifier has to know the input of the computation – which can be huge – whereas in HAs one can verify by only knowing the function $f$ and the result $y$. Moreover, although some results of verifiable computation could be re-interpreted to solve scenarios similar to the ones addressed by HAs, results based on VC would still present several limitations. For instance, using homomorphic authenticators the server can prove correctness of $y = f(x)$ with a single message, without needing any special encoding of $f$ from the delegator. Second, HAs come naturally with a composition property which means that the outputs of some computations on authenticated data (which is already authenticated) can be fed as input for follow-up computations. This feature is of particular interest to parallelize and distribute computations (e.g., MapReduce). Emulating this composition within VC systems is possible by means of certain non-interactive proof systems [7] but leads to complex statements and less natural realizations. A last advantage is that by using HAs, clients can authenticate various (small) pieces of data independently and without storing previously outsourced data. In contrast, most VC systems require clients to encode the whole input in ‘one shot’, and often such encoding can be used in a single computation only.

Multi-Client Verifiable Computation. Another line of work, closely related to ours is that on multi-client verifiable computation [17, 31]. This primitive, introduced by Choi et al. [17], aims to extend VC to the setting where inputs are provided by multiple users, and one of these users wants to verify the result’s correctness. Choi et al. [17] proposed a definition and a multi-client VC scheme which generalizes that of Gennaro et al. [25]. The solution in [17], however, does not consider malicious or colluding clients. This setting was addressed by Gordon et al. in [31], where they provide a scheme with stronger security guarantees against a malicious server or an arbitrary set of malicious colluding clients.

It is interesting to notice that in the definition of multi-client VC all the clients but the one who verifies can encode inputs independently of the function to be later executed on them. One may thus think that the special case in which the verifier provides no input yields a solution similar to the one achieved by multi-key HAs. However, a closer look at the definitions and the existing constructions of multi-client VC reveals three main differences. (1) In multi-client VC, in order to prove the correctness of an execution of a function $f$, the server has to wait a message from the verifier which includes some encoding of $f$. This is not necessary in multi-key HAs where the server can directly prove the correctness of $f$ on previously authenticated data with a single message and without any function’s encoding. (2) The communication between the server and the verifier is at least linear in the total number of inputs of $f$: this can be prohibitive in the case of computations on very large inputs (think of TBytes of data). In contrast, with multi-key HAs the communication between the server and the verifier is proportional only to the number of users, and depends only logarithmically on the total number of inputs. (3) In multi-client VC an encoding of one input can be used in a single computation. Thus, if a user wants to first upload data on the server to later execute many functions on
it, then the user has to provide as many encodings as the number of functions to be executed. In contrast, multi-key HAs allow one to encode (i.e., authenticate) every input only once and to use it for proving correctness of computations an unbounded number of times.

2 Preliminaries

We collect here the notation and basic definitions used throughout the paper.

**Notation.** The Greek letter $\lambda$ is reserved for the security parameter of the schemes. A function $\epsilon(\lambda)$ is said to be negligible in $\lambda$ (denoted as $\epsilon(\lambda) = \text{negl}(\lambda)$) if $\epsilon(\lambda) = \frac{1}{\lambda^c}$ for every constant $c > 0$. When a function can be expressed as a polynomial we often write it as $\text{poly}(\cdot)$. For any $n \in \mathbb{N}$, we refer to $[n] := \{1, \ldots, n\}$. Moreover, given a set $\mathcal{S}$, the notation $s \leftarrow \mathcal{S}$ stays for the process of sampling $s$ uniformly at random from $\mathcal{S}$.

**Definition 1.1** (Statistical Distance). Let $X, Y$ denote two random variables with support $\mathcal{X}, \mathcal{Y}$ respectively; the statistical distance between $X$ and $Y$ is defined as $\text{SD}(X, Y) := \frac{1}{2} \left( \sum_{u \in \mathcal{X} \cup \mathcal{Y}} \left| \Pr\{X = u\} - \Pr\{Y = u\} \right| \right)$. If $\text{SD}(X, Y) = \text{negl}(\lambda)$, we say that $X$ and $Y$ are statistically close and we write $X \approx_{\text{stat}} Y$.

**Definition 1.2** (Entropy [19]). The min-entropy of a random variable $X$ is defined as $H_{\infty}(X) := -\log \left( \max_x \Pr\{X = x\} \right)$. The (average-) conditional min-entropy of a random variable $X$ conditioned on a correlated variable $Y$ is defined as $H_{\infty}(X \mid Y) := -\log \left( \mathbb{E}_Y \left[ \max_x \Pr\{X = x \mid Y = y\} \right] \right)$. The optimal probability of an unbounded adversary guessing $X$ when given a correlated value $Y$ is $2^{-H_{\infty}(X \mid Y)}$.

**Lemma 1.1** ([19]). Let $X, Y$ be arbitrarily random variables where the support of $Y$ lies in $\mathcal{Y}$. Then $H_{\infty}(X \mid Y) \geq H_{\infty}(X) - \log(|\mathcal{Y}|)$.

3 Multi-Key Homomorphic Authenticators

In this section, we present our new notion of Multi-Key Homomorphic Authenticators (multi-key HAs). Intuitively, multi-key HAs extend the existing notions of homomorphic signatures [11] and homomorphic MACs [26] in such a way that one can homomorphically compute a program $\mathcal{P}$ over data authenticated using different secret keys. For the sake of verification, in multi-key HAs the verifier needs to know the verification keys of all users that provided inputs to $\mathcal{P}$. Our definitions are meant to be general enough to be easily adapted to both the case in which verification keys are public and the one where verification keys are secret. In the former case, we call the primitive multi-key homomorphic signatures whereas in the latter case we call it multi-key homomorphic MACs.

As already observed in previous work about HAs, it is important that an authenticator $\sigma_{\mathcal{P}, y}$ does not authenticate a value $y$ out of context, but only as the output of
a program $\mathcal{P}$ executed on previously authenticated data. To formalize this notion, we build on the model of labeled data and programs of Gennaro and Wichs [26]. The idea of this model is that every data item is authenticated under a unique label $\ell$. For example, in scenarios where the data is outsourced, such labels can be thought of as a way to index/identify the remotely stored data. A labeled program $\mathcal{P}$, on the other hand, consists of a circuit $f$ where every input wire $i$ has a label $\ell_i$. Going back to the outsourcing example, a labeled program is a way to specify on what portion of the outsourced data one should execute a circuit $f$. More formally, the notion of labeled programs of [26] is recalled below.

**Labeled Programs** [26]. A labeled program $\mathcal{P}$ is a tuple $(f, \ell_1, \ldots, \ell_n)$, such that $f : \mathcal{M}^n \rightarrow \mathcal{M}$ is a function of $n$ variables (e.g., a circuit) and $\ell_i \in \{0,1\}^*$ is a label for the $i$-th input of $f$. Labeled programs can be composed as follows: given $\mathcal{P}_1, \ldots, \mathcal{P}_t$ and a function $g : \mathcal{M}^t \rightarrow \mathcal{M}$, the composed program $\mathcal{P}^*$ is the one obtained by evaluating $g$ on the outputs of $\mathcal{P}_1, \ldots, \mathcal{P}_t$, and it is denoted as $\mathcal{P}^* = g(\mathcal{P}_1, \ldots, \mathcal{P}_t)$. The labeled inputs of $\mathcal{P}^*$ are all the distinct labeled inputs of $\mathcal{P}_1, \ldots, \mathcal{P}_t$ (all the inputs with the same label are grouped together and considered as a unique input of $\mathcal{P}^*$). Let $f_{ad} : \mathcal{M} \rightarrow \mathcal{M}$ be the identity function and $\ell \in \{0,1\}^*$ be any label. We refer to $\mathcal{I}_{\ell} = (f_{ad}, \ell)$ as the identity program with label $\ell$. Note that a program $\mathcal{P} = (f, \ell_1, \ldots, \ell_n)$ can be expressed as the composition of $n$ identity programs $\mathcal{P} = f(\mathcal{I}_{\ell_1}, \ldots, \mathcal{I}_{\ell_n})$.

**Using labeled programs to identify users.** In our notion of multi-key homomorphic authenticators, one wishes to verify the outputs of computations executed on data authenticated under different keys. A meaningful definition of multi-key HAs thus requires that the authenticators are not out of context also with respect to the set of keys that contributed to the computation. To address this issue, we assume that every user has an identity id in some identity space ID, and that the user’s keys are associated to id by means of any suitable mechanism (e.g., PKI).

Next, in order to distinguish among data of different users and to identify to which input wires a certain user contributed, we assume that the label space contains the set ID. Namely, in our model a data item is assigned a label $\ell := (id, \tau)$, where id is a user’s identity, and $\tau$ is a tag; this essentially identifies uniquely a data item of user id with index $\tau$. For compatibility with previous notions of homomorphic authenticators, we assume that data items can be grouped in datasets, and one can compute only on data within the same dataset. In our definitions, a dataset is identified by an arbitrary string $\Delta$.

**Definition 1.3** (Multi-Key Homomorphic Authenticator). A multi-key homomorphic authenticator scheme MKHAut consists of a tuple of PPT algorithms (Setup, KeyGen, Auth, Eval, Verify) satisfying the following properties: authentication correctness, evaluation correctness, succinctness and security. The five algorithms work as follows:

**Setup**$(1^\lambda)$. The setup algorithm takes as input the security parameter $\lambda$ and outputs some public parameters $pp$. These parameters include (at least) descriptions of a tag space $\mathcal{T}$, an identity space ID, the message space $\mathcal{M}$ and a set of admissible functions $\mathcal{F}$. Given $\mathcal{T}$ and ID, the label space of the scheme is defined as their cartesian product $L := ID \times \mathcal{T}$. For a labeled program $\mathcal{P} = (f, \ell_1, \ldots, \ell_t)$ with labels $\ell_i := (id_i, \tau_i) \in L$, we use id $\in \mathcal{P}$ as compact notation

---

Although considering the dataset notion complicates the definition, it also provides some benefits, as we illustrate later in the constructions. For instance, when verifying for the same program $\mathcal{P}$ over different datasets, one can perform some pre-computation that makes further verifications cheap.
for id ∈ \{id_1, \ldots, id_t\}. The pp are input to all the following algorithms, even when not specified.

**KeyGen(pp).** The key generation algorithm takes as input the public parameters and outputs a triple of keys (sk, ek, vk), where sk is a secret authentication key, ek is a public evaluation key and vk is a verification key which could be either public or private.\(^6\)

**Auth(sk, Δ, ℓ, m).** The authentication algorithm takes as input an authentication key sk, a dataset identifier Δ, a label ℓ = (id, τ) for the message m, and it outputs an authenticator σ.

**Eval(f, \{(σ_i, EKS_i)\}_{i \in [t]}) .** The evaluation algorithm takes as input a t-input function \( f: \mathcal{M}^t \rightarrow \mathcal{M} \), and a set \( \{(σ_i, EKS_i)\}_{i \in [t]} \) where each \( σ_i \) is an authenticator and each EKS\(_i\) is a set of evaluation keys.\(^7\)

**Verify(\mathcal{P}, Δ, \{vk_{id}\}_{id \in \mathcal{P}}, m, σ) .** The verification algorithm takes as input a labeled program \( \mathcal{P} = (f, \ell_1, \ldots, \ell_t) \), a dataset identifier Δ, the set of verification keys \( \{vk_{id}\}_{id \in \mathcal{P}} \) corresponding to those identities id involved in the program \( \mathcal{P} \), a message m and an authenticator σ. It outputs 0 (reject) or 1 (accept).

**Authentication Correctness.** Intuitively, a Multi-Key Homomorphic Authenticator has authentication correctness if the output of \( \text{Auth}(sk, Δ, ℓ, m) \) verifies correctly for m as the output of the identity program \( I_ℓ \) over the dataset \( Δ \). More formally, a scheme MKHAut satisfies authentication correctness if for all public parameters pp ← Setup(1\(^λ\)), any key triple \( (sk, ek, vk) ← \text{KeyGen}(pp) \), any label \( ℓ = (id, τ) \in \mathcal{L} \) and any authenticator \( σ ← \text{Auth}(sk, Δ, ℓ, m) \), we have \( \text{Verify}(I_ℓ, Δ, vk, m, σ) \) outputs 1 with all but negligible probability.

**Evaluation Correctness.** Intuitively, this property says that running the evaluation algorithm on signatures \( (σ_1, \ldots, σ_t) \) such that each \( σ_i \) verifies for \( m_i \) as the output of a labeled program \( P_i \) over the dataset \( Δ \), it produces a signature \( σ \) which verifies for \( f(m_1, \ldots, m_t) \) as the output of the composed program \( f(P_1, \ldots, P_t) \) over the dataset \( Δ \). More formally, let us fix the public parameters pp ← Setup(1\(^λ\)), a set of key triples \( \{(sk_{id}, ek_{id}, vk_{id})\}_{id \in \mathcal{I}} \) for some \( \mathcal{I} \subseteq \mathcal{ID} \), a dataset \( Δ \), a function \( g: \mathcal{M}^t \rightarrow \mathcal{M} \), and any set of program/message/authentica-tor triples \( \{(P_i, m_i, σ_i)\}_{i \in [t]} \) such that \( \text{Verify}(P_i, Δ, \{vk_{id}\}_{id \in \mathcal{P}_i}, m_i, σ_i) = 1 \) for all \( i \in [t] \). Let \( m^* = g(m_1, \ldots, m_t) \), \( \mathcal{P}^* = g(P_1, \ldots, P_t) \), and \( σ^* = \text{Eval}(g, \{(σ_i, EKS_i)\}_{id \in \mathcal{P}_i}) \) where EKS\(_i\) = \( \{ek_{id}\}_{id \in \mathcal{P}_i} \). Then, \( \text{Verify}(\mathcal{P}^*, Δ, \{vk_{id}\}_{id \in \mathcal{P}^*}, m^*, σ^*) = 1 \) holds with all but negligible probability.

**Succinctness.** A multi-key HA is said to be succinct if the size of every authenticator depends only logarithmically on the size of a dataset. However, we allow authenticators to depend on the number of keys involved in the computation. More formally, let pp ← Setup(1\(^λ\)), \( \mathcal{P} = (f, \ell_1, \ldots, \ell_t) \) with \( \ell_i = (id_i, τ_i) \), \( \{(sk_{id}, ek_{id}, vk_{id}) ← \text{KeyGen}(pp)\}_{id \in \mathcal{P}} \), and \( σ_i ← \text{Auth}(sk_{id}, Δ, ℓ_i, m_i) \) for all \( i \in [t] \). A multi-key HA is said to be succinct if there exists a fixed polynomial \( p \) such that \( |σ| = p(λ, n, \log t) \) where \( σ = \text{Eval}(g, \{(σ_i, ek_{id})\}_{id \in [t]}) \) and \( n = |\{id \in \mathcal{P}\}| \).

\(^6\)As mentioned earlier, the generated triple \( (sk, ek, vk) \) will be associated to an identity \( id \in \mathcal{ID} \).

\(^7\)When this connection becomes explicit, we will refer to \( (sk, ek, vk) \) as \( (sk_{id}, ek_{id}, vk_{id}) \).
Remark 1.1. Succinctness is one of the crucial properties that make multi-key HAs an interesting primitive. Without succinctness, a trivial multi-key HA construction is the one where \( \text{Eval} \) outputs the concatenation of all the signatures (and messages) given in input, and the verifier simply checks each message-signature pair and re-computes the function by himself. Our definition of succinctness, where signatures can grow linearly with the number of keys but logarithmically in the total number of inputs, is also non-trivial, especially when considering settings where there are many more inputs than keys (in which case, the above trivial construction would not work). Another property that can make homomorphic signatures an interesting primitive is privacy—context-hiding—as considered in prior work. Intuitively, context-hiding guarantees that signatures do not reveal information on the original inputs. While we leave the study of context-hiding for multi-key HAs for future work, we note that a trivial construction that is context-hiding but not succinct can be easily obtained with the additional help of non-interactive zero-knowledge proofs of knowledge: the idea is to extend the trivial construction above by requiring the evaluator to generate a NIZK proof of knowledge of valid input messages and signatures that yield the public output. In this sense, we believe that succinctness is the most non-trivial property to achieve in homomorphic signatures, and this is what we focus on in this work.

Security. Intuitively, our security model for multi-key HAs guarantees that an adversary, without knowledge of the secret keys, can only produce authenticators that were either received from a legitimate user, or verify correctly on the results of computations executed on the data authenticated by legitimate users. Moreover, we also give to the adversary the possibility of corrupting users. In this case, it must not be able to cheat on the outputs of programs that get inputs from uncorrupted users only. In other words, our security definition guarantees that the corruption of one user affects the data of that user only, but does not endanger the integrity of computations among the other (uncorrupted) users of the system. We point out that preventing cheating on programs that involve inputs of corrupted users is inherently impossible in multi-key HAs, at least if general functions are considered. For instance, consider an adversary who picks the function \( (x_1 + x_2 \mod p) \) where \( x_1 \) is supposed to be provided by user Alice. If the adversary corrupts Alice, it can use her secret key to inject any input authenticated on her behalf and thus bias the output of the function at its will.

The formalization of the intuitions illustrated above is more involved. For a scheme \( \text{MKHAut} \) we define security via the following experiment between a challenger \( C \) and an adversary \( A \): \( \text{HomUF-CMA}_{\text{MKHAut}}(\lambda) \):

\section*{Setup.} \( C \) runs Setup(\( \lambda \)) to obtain the public parameters \( pp \) that are sent to \( A \).

\section*{Authentication Queries} \( A \) can adaptively submit queries of the form \((\Delta, \ell, m)\), where \( \Delta \) is a dataset identifier, \( \ell = (id, \tau) \) is a label in \( \text{ID} \times \text{T} \) and \( m \in \mathcal{M} \) are messages of his choice. \( C \) answers as follows:

\begin{itemize}
  \item If \((\Delta, \ell, m)\) is the first query for the dataset \( \Delta \), \( C \) initializes an empty list \( L_\Delta = \emptyset \) and proceeds as follows.
  \item If \((\Delta, \ell, m)\) is the first query with identity \( id \), \( C \) generates keys \((sk_id, ek_id, vk_id) \equiv \text{KeyGen}(pp)\) (that are implicitly assigned to identity \( id \)), gives \( ek_id \) to \( A \) and proceeds as follows.
  \item If \((\Delta, \ell, m)\) is such that \((\ell, m) \notin L_\Delta \), \( C \) computes \( \sigma_\ell \equiv \text{Auth}(sk_id, \Delta, \ell, m) \) (note that \( C \) has already generated keys for the identity \( id \)), returns \( \sigma_\ell \) to \( A \), and updates the list \( L_\Delta \leftarrow L_\Delta \cup (\ell, m) \).
\end{itemize}
• If $(\Delta, \ell, m)$ is such that $(\ell, \cdot) \in L_\Delta$ (which means that the adversary had already made a query $(\Delta, \ell, m')$ for some message $m'$), then $C$ ignores the query.

**Verification Queries** $A$ is also given access to a verification oracle. Namely, the adversary can submit a query $(P, \Delta, m, \sigma)$, and $C$ replies with the output of $\text{Verify}(P, \Delta, \{vk_{id}\}_{id \in P}, m, \sigma)$.

**Corruption** The adversary has access to a corruption oracle. At the beginning of the game, the challenger initialises an empty list $L_{\text{corr}} = \emptyset$ of corrupted identities; during the game, $A$ can adaptively query identities $id \in \text{ID}$. If $id \notin L_{\text{corr}}$, then $C$ replies with the triple $(sk_{id}, ek_{id}, vk_{id})$ (that is generated using KeyGen if not done before) and updates the list $L_{\text{corr}} \leftarrow L_{\text{corr}} \cup id$. If $id \in L_{\text{corr}}$, then $C$ replies with the triple $(sk_{id}, ek_{id}, vk_{id})$ assigned to id before.

**Forgery** In the end, $A$ outputs a tuple $(P^*, \Delta^*, m^*, \sigma^*)$. The experiment outputs 1 if the tuple returned by $A$ is a forgery (defined below), and 0 otherwise.

**Definition 1.4** (Forgery). Consider an execution of $\text{HomUF-CMA}_{\text{MKHAut}}(\lambda)$ where $(P^*, \Delta^*, m^*, \sigma^*)$ is the tuple returned by the adversary in the end of the experiment, with $P^* = (f^*, \ell_1^*, \ldots, \ell_l^*)$. This is a forgery if $\text{Verify}(P^*, \Delta^*, \{vk_{id}\}_{id \in P^*}, m^*, \sigma^*) = 1$, for all $id \in P^*$ we have that $id \notin L_{\text{corr}}$ (i.e., no identity involved in $P^*$ is corrupted), and either one of the following properties is satisfied:

**Type 1:** $L_{\Delta^*}$ has not been initialized during the game (i.e., the dataset $\Delta^*$ was never queried).

**Type 2:** For all $i \in [l]$, $\exists (\ell^*_i, m_i) \in L_{\Delta^*}$, but $m^* \neq f^*(m_1, \ldots, m_l)$ (i.e., $m^*$ is not the correct output of $P^*$ when executed over previously authenticated messages).

**Type 3:** There exists a label $\ell^*$ such that $(\ell^*, \cdot) \notin L_{\Delta^*}$ (i.e., $A$ never made a query with label $\ell^*$).

We say that a HA scheme $\text{MKHAut}$ is secure if for every PPT adversary $A$, its advantage $\text{Adv}_{\text{HomUF-CMA}_{\text{MKHAut}}(\lambda)}^{\text{MKHAut}} = \Pr[\text{HomUF-CMA}_{\text{MKHAut}}(\lambda) = 1]$ is negligible.

**Remark 1.2** (Comparison with previous security definitions). Our security notion can be seen as the multi-key version of the one proposed by Gennaro and Wichs in [26] (in their model our Type 3 forgeries are called “Type 1” as they do not consider multiple datasets). We point out that even in the special case of a single key, our security definition is stronger than the ones used in previous work [11, 13, 23, 31] (with the only exception of [26]). The main difference lies in our definition of Type 3 forgeries. The intuitive idea of this kind of forgeries is that an adversary who did not receive an authenticated input labeled by a certain $\ell^*$ cannot produce a valid authenticator for the output of a computation which has $\ell^*$ among its inputs. In [21, 31], these forgeries were not considered at all, as the adversary is assumed to query the dataset always in full. Other works [11, 13, 23] consider a weaker Type 3 notion, which deals with the concept of “well defined programs”, where the input wire labeled by the missing label $\ell^*$ is required to “contribute” to the computation (i.e., it must change its outcome). The issue with such a Type 3 definition is that it may not be efficient to test if an input contributes to a function, especially if the admissible functions are general circuits. In contrast our definition above is simpler and efficiently testable since it simply considers a Type 3 forgery one where the labeled program $P^*$ involves an un-queried input.
Multi-Key Homomorphic Signatures. As previously mentioned, our definitions are general enough to be easily adapted to either case in which verification is secret or public. The only difference is whether the adversary is allowed to see the verification keys in the security experiment. When the verification is public, we call the primitive multi-key homomorphic signatures. More formally:

**Definition 1.5** (Multi-Key Homomorphic Signatures). A multi-key homomorphic signature is a multi-key homomorphic authenticator in which verification keys are also given to the adversary in the security experiment.

Note that making verification keys public also allows to slightly simplify the security experiment by removing the verification oracle (the adversary can run the verification by itself). In the sequel, when referring to multi-key homomorphic signatures we adapt our notation to the typical one of digital signatures, namely we denote $\text{Auth}(sk, \Delta, \ell, m)$ as $\text{Sign}(sk, \Delta, \ell, m)$, and call its outputs signatures.

Non-Adaptive Corruption Queries. In our work, we consider a relaxation of the security definition in which the adversaries ask for corruptions in a non-adaptive way. More precisely, we say that an adversary $A$ makes non-adaptive corruption queries if for every identity $id$ asked to the corruption oracle, $id$ was not queried earlier in the game to the authentication oracle or the verification oracle. For this class of adversaries, it is easy to see that corruption queries are essentially of no help as the adversary can generate keys on its own. More precisely, the following proposition holds (see the full version [22] for the proof).

**Proposition 1.1.** MKHAut is secure against adversaries that do not make corruption queries if and only if MKHAut is secure against adversaries that make non-adaptive corruption queries.

Weakly-Adaptive Secure multi-key HAs. In our work, we also consider a weaker notion of security for multi-key HAs in which the adversary has to declare all the queried messages at the beginning of the experiment. More precisely, we consider a notion in which the adversary declares only the messages and the respective tags that will be queried, for every dataset and identity, without, however, needing to specify the names of the datasets or of the identities. In a sense, the adversary $A$ is adaptive on identities and dataset names, but not on tags and messages. The definition is inspired by the one, for the single-key setting, of Catalano et al. [16].

To define the notion of weakly-adaptive security for multi-key HAs, we introduce here a new experiment Weak-HomUF-CMA$_A$$_{MKHAut}$, which is a variation of experiment HomUF-CMA$_A$$_{MKHAut}$ (Definition [3]) as described below.

**Definition 1.6** (Weakly-Secure Multi-Key Homomorphic Authenticators). In the security experiment Weak-HomUF-CMA$_A$$_{MKHAut}$, before the setup phase, the adversary $A$ sends to the challenger $C$ a collection of sets of tags $T_{i,k} \subseteq T$ for $i \in [Q_{id}]$ and $k \in [Q_{\Delta}]$, where $Q_{id}$ and $Q_{\Delta}$ are, respectively, the total numbers of distinct identities and datasets that will be queried during the game. Associated to every set $T_{i,k}$, $A$ also sends a set of messages $\{m_{\tau}\}_{\tau \in T_{i,k}}$. Basically the adversary declares, prior to key generation, all the messages and tags that it will query later on; however $A$ is not required to specify identity and dataset names. Next, the adversary receives the public parameters from $C$ and can start the query-phase. Verification queries are handled as in HomUF-CMA$_A$$_{MKHAut}$. For authentication queries, $A$ can adaptively submit pairs $(id, \Delta)$ to $C$. The challenger then replies with a set of authenticators.
we present a scheme. An analogous security definition of weakly-secure multi-key homomorphic signatures is trivially obtained by removing a verification oracle.

In the full version of this paper, we present two generic transformations that turn weakly secure multi-key homomorphic authenticator schemes into adaptive secure ones. Our first transformation holds in the standard model and works for schemes in which the tag space $T$ has polynomial size, while the second one avoids this limitation on the size of $T$ but holds in the random oracle model.

4 Our Multi-Key Fully Homomorphic Signature

In this section, we present our construction of a multi-key homomorphic signature scheme that supports the evaluation of arbitrary circuits of bounded polynomial depth. The scheme is based on the $SIS$ problem on standard lattices, a background of which is provided in the next section. Precisely, in Section 4.2 we present a scheme that is weakly-secure and supports a single dataset. Later, in Section 4.3 we discuss how to extend the scheme to handle multiple datasets, whereas the support of adaptive security can be obtained via the applications of our transformations as shown in [22].

4.1 Lattices and Small Integer Solution Problem

We recall here notation and some basic results about lattices that are useful to describe our homomorphic signature construction.

For any positive integer $q$ we denote by $\mathbb{Z}_q$ the ring of integers modulo $q$. Elements in $\mathbb{Z}_q$ are represented as integers in the range $(-\frac{q-1}{2}, \frac{q-1}{2}]$. The absolute value of any $x \in \mathbb{Z}_q$ (denoted with $|x|$) is defined by taking the modulus $q$ representative of $x$ in $(-\frac{q-1}{2}, \frac{q-1}{2}]$, i.e., take $y = x \mod q$ and then set $|x| = |y|$ in $[0, \frac{q}{2}]$. Vectors and matrices are denoted in bold. For any vector $u := (u_1, \ldots, u_n) \in \mathbb{Z}_q^n$, its infinity norm is $\|u\|_\infty := \max_{i \in [n]} |u_i|$, and similarly for a matrix $A := [a_{i,j}] \in \mathbb{Z}_q^{n \times m}$ we write $\|A\|_\infty := \max_{i \in [n], j \in [m]} |a_{i,j}|$.

The Small Integer Solution Problem (SIS). For any integer parameters $n, m, q$ and $\beta$, the $SIS(n, m, q, \beta)$ problem provides to an adversary $A$ a uniformly random matrix $A \in \mathbb{Z}_q^{n \times m}$, and requires $A$ to find a vector $u \in \mathbb{Z}_q^n$ such that $u \neq 0$, $\|u\|_\infty \leq \beta$, and $A \cdot u = 0$. More formally,

\begin{definition}[SIS \cite{GGH+08}] Let $\lambda \in \mathbb{N}$ be the security parameter. For values $n = n(\lambda), m = m(\lambda), q = q(\lambda), \beta = \beta(\lambda)$, defined as functions of $\lambda$, the $SIS(n, m, q, \beta)$ hardness assumption holds if for any PPT adversary $A$ we have

\[ \Pr \left[ A \cdot u = 0 \land u \neq 0 \land \|u\|_\infty \leq \beta : A \leftarrow \mathbb{Z}_q^{n \times m}, u \leftarrow A(1^\lambda, A) \right] \leq \negl(\lambda). \]

\end{definition}

For standard lattices, the $SIS$ problem is known to be as hard as solving certain worst-case instances of lattice problems \cite{GHS+03, GHS08, CG+11, GHS11}, and is also implied by the hardness of learning with error (we refer any interested reader to the cited papers for the technical details about the parameters).

In our paper, we assume that for any $\beta = 2^{\poly(\lambda)}$ there are some $n = \poly(\lambda), q = 2^{\poly(\lambda)}$, with $q > \beta$, such that for all $m = \poly(\lambda)$ the $SIS(n, m, q, \beta)$ hardness assumption holds. This parameters choice assures that hardness of worst-case lattice problems holds with sub-exponential approximation factors.
Trapdoors for Lattices. The SIS problem is hard to solve for a random matrix $A$. However, there is a way to sample a random $A$ together with a trapdoor such that SIS becomes easy to solve for that $A$, given the trapdoor. Additionally, it has been shown that there exist “special” (non random) matrices $G$ for which SIS is easy to solve as well. The following lemma summarizes the above known results (similar to a lemma in [11]):

**Lemma 1.2 ([3, 12, 25, 37]).** There exist efficient algorithms TrapGen, SamPre, Sam such that the following holds: given integers $n \geq 1$, $q \geq 2$, there exist some $m^* = m^*(n, q) = O(n \log q)$, $\beta_{sam} = \beta_{sam}(n, q) = O(n \sqrt{\log q})$ such that for all $m \geq m^*$ and all $k$ (polynomial in $n$) we have:

1. Sam$(1^m, 1^k, q) \rightarrow U$ samples a matrix $U \in \mathbb{Z}_q^{m \times k}$ such that $\|U\|_{\infty} \leq \beta_{sam}$ (with probability 1).

2. For $(A, td) \leftarrow \text{TrapGen}(1^n, 1^m, q)$, $A' \leftarrow \mathbb{Z}_q^{m \times m}$, $U \leftarrow \text{Sam}(1^m, 1^k, q)$, $V := AU$, $V' \leftarrow \mathbb{Z}_q^{k \times k}$, $U' \leftarrow \text{SamPre}(A, V')$, we have the following statistical indistinguishability (negligible in $n$) $A \overset{\text{stat}}{\approx} A'$ and $(A, td, U, V) \overset{\text{stat}}{\approx} (A, td, U', V')$ and $U' \leftarrow \text{SamPre}(A, V', td)$ always satisfies $AU = V'$ and $\|U'\|_{\infty} \leq \beta_{sam}$.

3. Given $n, m, q$ as above, there is an efficiently and deterministically computable matrix $G \in \mathbb{Z}_q^{n \times m}$ and a deterministic polynomial-time algorithm $G^{-1}$ that on input $V \in \mathbb{Z}_q^{n \times k}$ (for any integer $k$) outputs $R = G^{-1}(V)$ such that $R \in \{0, 1\}^{m \times k}$ and $GR = V$.

### 4.2 Our Multi-Key Homomorphic Signature for Single Dataset

In this section, we present our multi-key homomorphic signature that supports the evaluation of boolean circuits of bounded polynomial depth. Our construction is inspired by the (single-key) one of Gorbunov et al. [30], with the fundamental difference that in our case we enable computations over data signed using different secret keys. Moreover, our scheme is secure against Type 3 forgeries. We achieve this via a new technique which consists into adding to every signature a component that specifically protects against this type of forgeries. We prove the scheme to be weakly-secure under the SIS hardness assumption.

**Parameters.** Before describing the scheme, we discuss how to set the various parameters involved. Let $A$ be the security parameter, and let $d = d(\lambda) = \text{poly}(\lambda)$ be the bound on the depth of the circuits supported by our scheme. We define the set of parameters used in our scheme $\text{Par} = \{n, m, q, \beta_{SIS}, \beta_{\text{max}}, \beta_{\text{init}}\}$ in terms of $\lambda, d$ and of the parameters required by the trapdoor algorithm in Lemma 1.2: $m^*, \beta_{sam}$, where $m^* = m^*(n, q) = O(n \log q)$ and $\beta_{sam} = O(n \sqrt{\log q})$. More precisely, we set: $\beta_{\text{max}} := 2^{\omega(\log \lambda)}d$; $\beta_{SIS} := 2^{\omega(\log \lambda)}\beta_{\text{max}}$: $n = \text{poly}(\lambda)$; $q = O(2^{\text{poly}(\lambda)}) > \beta_{SIS}$ is a prime (as small as possible) so that the SIS$(n, m', q, \beta_{SIS})$ assumption holds for all $m' = \text{poly}(\lambda)$; $m = \max\{m^*, n \log q + \omega(\log(\lambda))\}$ = poly$(\lambda)$ and, finally, $\beta_{\text{init}} := \beta_{sam} = \text{poly}(\lambda)$. 
**Construction.** The PPT algorithms (Setup, KeyGen, Sign, Eval, Verify) which define our construction of Multi-key Homomorphic Signatures work as follows:

**Setup(1^λ).** The setup algorithm takes as input the security parameter λ and generates the public parameters pp which include: the bound on the circuit depth d (which defines the class F of functions supported by the scheme, i.e., boolean circuits of depth d), the set Par = \{n, m, q, β_{SGS}, β_{max}, β_{init}\}, the set \(U = \{U \in \mathbb{Z}_q^{n \times m} : \|U\|_\infty \leq β_{max}\}\), the set \(V = \{V \in \mathbb{Z}_q^{n \times m}\}\), descriptions of the message space \(M = \{0, 1\}\), the tag space \(T = \{T\}\), and the identity space ID = \{C\}, for integers T, C ∈ N. In this construction, the tag space is of polynomial size, i.e., \(T = \text{poly}(\lambda)\) while the identity space is essentially unbounded, i.e., we set \(C = 2^\lambda\). Also recall that \(T\) and ID immediately define the label space \(L = \text{ID} \times T\). The final output is \(pp = \{d, \text{Par}, U, V, M, T, \text{ID}\}\). We assume that these public parameters pp are input of all subsequent algorithms, and often omit them from the input explicitly.

**KeyGen(pp).** The key generation algorithm takes as input the public parameters pp and generates a key-triple (sk, ek, vk) defined as follows. First, it samples \(T\) random matrices \(V_1, \ldots, V_T \sim \mathcal{V}\). Second, it runs \((A, td) \leftarrow \text{TrapGen}(1^n, 1^m, q)\) to generate a matrix \(A \in \mathbb{Z}_q^{n \times m}\) along with its trapdoor td. Then, it outputs \(sk = (td, A, V_1, \ldots, V_T)\), ek = \((A, V_1, \ldots, V_T)\). Note that it is possible to associate the key-triple to an identity id ∈ ID, when we need to stress this explicitly we write \((sk_{id}, ek_{id}, vk_{id})\). We also observe that the key generation process can be seen as the combination of two independent sub-algorithms \(\text{KeyGen}_1\) and \(\text{KeyGen}_2\), where \(\{V_1, \ldots, V_T\} \leftarrow \text{KeyGen}_1(pp)\) and \((A, td) \leftarrow \text{KeyGen}_2(pp)\).

**Sign(sk, ℓ, m).** The signing algorithm takes as input a secret key sk, a label \(\ell = (id, \tau)\) for the message m and it outputs a signature \(\sigma := (m, z, l, U_{id}, Z_{id})\) where \(l = \{id\}\). U_{id} is generated as \(U_{id} \leftarrow \text{SamPre}(A, V_{\ell - mG}, td)\) (using the algorithm \(\text{SamPre}\) from Lemma 4). Each of the two latter terms are responsible for protection against Type 3 forgeries. Although they are redundant for fresh signatures, their value will become different from \((m, U_{id})\) during homomorphic operations, as we clarify later on. More generally, in our construction signatures are of the form \(\sigma := (m, z, l, \{U_{id}\}_{id \in l}, \{Z_{id}\}_{id \in l})\) with \(l \subseteq \text{ID}\) and \(U_{id}, Z_{id} \in U, \forall id \in l\).

**Eval(f, \{(σ_i, EKS_i)\}_{i \in [t]}).** The evaluation algorithm takes as input a t-input function \(f : \mathcal{M} \rightarrow \mathcal{M}\) and a set of pairs \(\{(σ_i, EKS_i)\}_{i \in [t]}\) where each \(σ_i\) is a signature and each \(EKS_i\) is a set of evaluation keys. In our description below we treat \(f\) as an arithmetic circuit over \(\mathbb{Z}_q\) consisting of addition and multiplication gates.\(^8\) Therefore, we only describe how to evaluate homomorphically a fan-in-2 addition (resp. multiplication) gate as well as a unary multiplication-by-constant gate. Let \(g\) be a fan-in-2 gate with left input \(σ_L := (m_L, z_L, l_L, U_L, Z_L)\) and right input \(σ_R := (m_R, z_R, l_R, U_R, Z_R)\). To generate the signature \(\sigma := (m, z, l, U, Z)\) on the gate’s output one proceeds as follows. First set \(l = l_L \cup l_R\). Second, “expand” \(U_L := \{U_{id}\}_{id \in l_L}\) as:

---

\(^8\)This splitting will be used to extend our multi-key homomorphic signature scheme from supporting a single dataset to support multiple datasets. This extension holds in the standard model and is described in Section 4.3.

\(^9\)We point out that considering \(f\) as an arithmetic circuit over \(\mathbb{Z}_q\) is enough to describe any boolean circuits consisting of NAND gates as \(\text{NAND}(m_1, m_2) = 1 - m_1 \cdot m_2\) holds for \(m_1, m_2 \in \{0, 1\}\).
The verification algorithm takes as input a labeled presentation. In a first case, the noise parameter becomes independent of $id$ for all $id \in I$. Multiplication by constant gate.

Letting $g$ and $Z$ be a multiplication by a constant $a$ or, alternatively, $U^A = U^R \cdot G^{-1}(U_L)$, which is independent of $a$’s size.

Next, depending on whether $g$ is an addition or multiplication gate one proceeds as follows.

**Addition gate.** If $g$ is additive, compute $m = m_L + m_R$, $z = z_L + z_R$, $U = \sum_{id \in I} A_{id} U^A_{id} + m_L G$, set

$$U = \{(U^A_{id})_{id \in I} := \{(U^A_{id} + U^R_{id})_{id \in I} and Z = \{(Z_{id})_{id \in I} := \{(Z^A_{id} + Z^R_{id})_{id \in I}\}.$$

If we refer to $\beta_L$ and $\beta_R$ as $\|U^A_{id}\|_\infty := \max\{\|U^R_{id}\|_\infty : id \in I\}$ and $\|U^A_{id}\|_\infty := \max\{\|U^R_{id}\|_\infty : id \in I\}$ respectively, then for any fan-in-2 addition gate it holds $\beta := \|U\|_\infty = \beta_L + \beta_R$. The same noise growth applies to $Z$.

**Multiplication gate.** If $g$ is multiplicative, compute $m = m_L \cdot m_R$, $z = z_L + z_R$, define $V_L = \sum_{id \in I} A_{id} U^A_{id} + m_L G$, set

$$U = \{(U^A_{id})_{id \in I} := \{(m_R U^A_{id} + U^R_{id} \cdot G^{-1}(V_L)_{id \in I}\}$$

and $Z = \{(Z_{id})_{id \in I} := \{(Z^A_{id} + Z^R_{id})_{id \in I}\}$. Letting $\beta_L$ and $\beta_R$ as defined before, then for any fan-in-2 multiplication gate it holds $\beta := \|U\|_\infty = |m_R| \beta_L + |m_R| \beta_R$, while the noise growth of $Z$ is the same as in the addition gate.

**Multiplication by constant gate.** Let $g$ be a unary gate representing $a$ a constant $a \in \mathbb{Z}_q$, and let its single input signature be $\sigma_a := (m_R, R, z, l, U, Z)$. The output $\sigma := (m, z, l, U, Z)$ is obtained by setting $m = a \cdot m_R$, $z = z_R$, $l = l_R$, $Z = Z_R$, and $U = \{(U^A_{id})_{id \in I} := \{(U^A_{id} + U^R_{id} \cdot G^{-1}(A \cdot G)_{id \in I}\}$, where, for all $id \in I$, $U^{id} = a \cdot U^{id}$, while the noise parameter becomes $\beta := \|U\|_\infty = |a| \beta_L$ (thus $a$ needs to be small), whereas in the second case it holds $\beta := \|U\|_\infty \leq m \beta_L$, which is independent of $a$’s size.

$\text{Verify}(P, \{vk_{id}\}_{id \in P}, m, \sigma)$. The verification algorithm takes as input a labeled program $P = (f, \ell_1, \ldots, \ell_n)$, the set of the verification keys $\{vk_{id}\}_{id \in P}$ of users involved in the program $P$, a message $m$ and a signature $\sigma = (m, z, l, U, Z)$. It then performs three main checks and outputs 0 if at least one check fails, otherwise it returns 1.

Firstly, it checks if the list of identities declared in $\sigma$ corresponds to the ones in the labels of $P$:

$$l = \{id : id \in P\} \quad (1)$$

Secondly, from the circuit $f$ (again seen as an arithmetic circuit) and the values $\{V^{L_1}, \ldots, V^{L_n}\}$ contained in the verification keys, it computes two values $V^+$ and $V^+$ proceeding gate by gate as follows. Given as left and right input matrices $V^{L_1}, V^{L_1^+}$ (resp. $V^{R_1}, V^{R_1^+}$), at every addition gate one computes

$$U^L_{id} = \begin{cases} 0 & \text{if } id \in l \\ U^R_{id} & \text{if } id \notin l \end{cases}, \quad \forall id \in I.$$
\[ V^* = V^*_U + V^*_R \text{ (resp. } V^+ = V^+_U + V^+_R) \]; at every multiplication gate one computes \( V^* = V^*_G^{-1}V^*_U \) (resp. \( V^+ = V^+_G^{-1}V^+_U \)). Every gate representing a multiplication by a constant \( a \in \mathbb{Z}_q \), on input \( V^*_R \) (resp. \( V^+_R \)) outputs \( V^* = a \cdot V^*_R \) (resp. \( V^+ = V^+_R \)). Note that the computation of \( V^+ \) is essentially the computation of a linear function \( V^+ = \sum_{i=1}^{t} \gamma_i \cdot V_{\ell_i} \), for some coefficients \( \gamma_i \) that depend on the structure of the circuit \( f \).

Thirdly, the verification algorithm parses \( U = \{U_{id}\}_{id \in I} \) and \( Z = \{Z_{id}\}_{id \in I} \) and checks:

\[ \|U\|_\infty \leq \beta_{\text{max}} \quad \text{and} \quad \|Z\|_\infty \leq \beta_{\text{max}} \quad (2) \]

\[ \sum_{id \in I} A_{id} U_{id} + m \cdot G = V^* \quad (3) \]

\[ \sum_{id \in I} A_{id} Z_{id} + z \cdot G = V^+ \quad (4) \]

Finally, it is worth noting that the computation of the matrices \( V^* \) and \( V^+ \) can be precomputed (or performed offline), prior to seeing the actual signature \( \sigma \). In the multiple dataset extension of Section 30 this precomputation becomes particularly beneficial as the same \( V^* \), \( V^+ \) can be re-used every time one wants to verify for the same labeled program \( P \) (i.e., one can verify faster, in an amortized sense, than that of running \( f \)).

In the following paragraphs, we analyse succinctness and security of the proposed construction; for what regards correctness we just give an intuition and refer the interested reader to the full version of this paper available in [22].

**Noise Growth and Succinctness.** First we analyse the noise growth of the components \( U, Z \) in the signatures of our MKHSig construction. In particular we need to show that when starting from “fresh” signatures, in which the noise is bounded by \( \beta_{\text{init}} \) and we apply an admissible circuit, then one ends up with signatures in which the noise is within the allowable amount \( \beta_{\text{max}} \).

An analysis similar to the one of Gorbunov et al. [30] is applicable also to our construction whenever the admissible functions are boolean circuits of depth \( d \) composed only of NAND gates.

Let us first consider the case of the \( U \) component of the signatures. At every NAND gate, if \( \|U_L\|_\infty, \|U_R\|_\infty \leq \beta \), the noise of the resulting \( U \) is at most \((m+1)\beta\). Therefore, if the circuit has depth \( d \), the noise of the matrix \( U \) at the end of the evaluation is bounded by \( \|U\|_\infty \leq \beta_{\text{init}} \cdot (m+1)^d \leq 2^{O(d \log \lambda)} \cdot d \leq \beta_{\text{max}} \). For what regards the computation performed over the matrices \( Z \), we observe that we perform only additions (or identity functions) over them. This means that at every gate of any \( f \), the noise in the \( Z \) component at most doubles. Given that we consider depth-\( d \) circuits we have that \( \|Z\|_\infty \leq \beta_{\text{init}} \cdot 2^d \leq 2^{O(d \log \lambda)} + d \leq \beta_{\text{max}} \). Finally, by inspection one can see that the size of every signature \( \sigma \) on a computation’s output involving \( n \) users is at most \((1 + 2^d + n \lambda + 2n \beta_{\text{max}}) \) that is \( O(n \cdot p(\lambda)) \) for some fixed polynomial \( p(\cdot) \).

**Authentication Correctness.** This is rather simple and follows from the noise growth property mentioned above and by observing that equation \( A_{id} U_{id} + m G = V^* = V^* \) holds by construction.

**Evaluation Correctness.** Evaluation correctness follows from two main facts: the noise growth mentioned earlier, and the preservation of the invariant \( \sum_{id \in I} A_{id} U_{id} \)
+ mG) = V^* . At every gate, it is easy to see that the expansion of U still preserves the invariant for both left and right inputs. For additive gates, assuming validity of the inputs, i.e., $V_L = \sum_{\text{id}} A_{\text{id}} U_{\text{id}}^m + m_G$ (and similarly $V_R$) and by construction of $U_{\text{id}} = U_{\text{id}}^m + U_{\text{id}}^{id}$, one obtains $\sum_{\text{id}} A_{\text{id}} U_{\text{id}} + (m + m_G)G = V_L + V_R = V^*$. For what regards multiplicative gates, by construction of every $U_{\text{id}}$ we obtain $\sum_{\text{id}} A_{\text{id}} U_{\text{id}} + mG := \sum_{\text{id}} A_{\text{id}}(m_{\text{id}} U_{\text{id}}^m + U_{\text{id}}^{id} G^{-1}(V_L)) + (m + m_G)G$. Grouping by $m_{\text{id}}$ and applying the definition of $V_L$, the equation can be rewritten as $m_{\text{id}} V_L + \left(\sum_{\text{id}} A_{\text{id}} U_{\text{id}}^{id}\right) G^{-1}(V_L)$. If now we write $m_{\text{id}} V_L$ as $m_{\text{id}}GG^{-1}(V_L)$ and we group by $G^{-1}(V_L)$, we get $\left(\sum_{\text{id}} A_{\text{id}} U_{\text{id}}^{id}\right) + m_{\text{id}} G G^{-1}(V_L) = V^*$, where the last equation follows from the definitions of $V_R$ and $V^*$. Correctness of computations over the matrices $Z$ is quite analogous.

**Security.** The following theorem states the security of the scheme MKHSig.

**Theorem 1.1.** If the SIS(n, m · Q_{id}, q, \beta_{SIS}) hardness assumption holds, MKHSig = (Setup, KeyGen, Sign, Eval, Verify) is a multi-key homomorphic signature weakly-adaptive secure against adversaries that make signing queries involving at most $Q_{id}$ different identities and that make non-adaptive corruption queries.

*Proof.* Note that we can deal with corruptions via our generic result of Proposition 1.1. Therefore it is sufficient to prove the security against adversaries that make no corruptions. Moreover, since this scheme works for a single dataset note that Type 1 forgeries cannot occur.

For the proof let us recall how the weakly-adaptive security experiment (Definition 1.1) works for our multi-key homomorphic signature scheme MKHSig. This is a game between an adversary $\mathcal{A}$ and a challenger $\mathcal{C}$ that has four main phases:

1. $\mathcal{A}$ declares an integer $Q$ representing the number of different identities that it will ask in the signing queries. Moreover, for every $i \in [Q]$ $\mathcal{A}$ sends to $\mathcal{C}$ a set $T_i \subseteq T := \{\tau_1, \ldots, \tau_T\}$ and a set of pairs $\{(m_{\tau_i}, \tau_i)\}_{\tau_i \in T_i}$.

2. $\mathcal{C}$ runs $\text{Setup}(1^l)$ to obtain the public parameters and sends them to $\mathcal{A}$.

3. $\mathcal{A}$ adaptively queries identities $id_1, \ldots, id_Q$. When $\mathcal{C}$ receives the query $id_i$ it generates a key-triple $(sk_{id_i}, ek_{id_i}, vk_{id_i})$ by running $\text{KeyGen}(pp)$, and for all labels $\ell = (id_i, \tau)$ such that $\tau \in T_i$ it runs $\sigma_{\ell} \leftarrow \text{Sign}(sk_{id_i}, \ell, m_{\tau_i})$. Then $\mathcal{C}$ sends to $\mathcal{A}$ the public keys $vk_{id_i} := (A_{id_i}, \{V_\ell\}_{\tau \in T})$ and $ek_{id_i} := (A_{id_i},)$, and the signatures $\{\sigma_{\ell}\}_{\tau_i \in T_i}$.

4. The adversary produces a forgery consisting of a labeled program $P^* = (f^*, \ell^*_1, \ldots, \ell^*_T)$ where $f^* \in F^*, f^* : M^l \rightarrow M$, a message $m^*$ and a signature $\sigma^*$. $\mathcal{A}$ wins the non-adaptive security game if $\text{Verify}(P^*, \{vk_{id}\}_{id \in P^*}, m^*, \sigma^*) = 1$ and one of the following conditions holds:

**Type 2 Forgery:** there exist messages $m_{\ell^*_1}, \ldots, m_{\ell^*_T}$ s.t. $m^* \neq f^*(m_{\ell^*_1}, \ldots, m_{\ell^*_T})$ (i.e., $m^*$ is not the correct output of $P^*$ when executed over previously signed messages).

**Type 3 Forgery:** there exists at least one label $\ell^* = (id^*, \tau^*)$ that was not queried by $\mathcal{A}$. 
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Consider a variation of the above game obtained modifying phase \[3\) as follows:

\[3\) C picks an instance \(A \in \mathbb{Z}_q^{n \times m'}\) of the SIS\((n, m', q, \beta_{\text{SI}})\) problem for \(m' = m \cdot Q = \text{poly}(A)\), and parse \(A := (A_{id_1}, \ldots, A_{id_2}) \in \mathbb{Z}_q^{n \times m'}\) as the concatenation of \(Q\) different blocks of \(n \times m\) matrices.

Next, when \(C\) receives the \(r\)-th query \(id_r\) from \(A\), it does the following:

- it samples a matrix \(U_{id_r, r} \in \mathcal{U}\) such that \(\|U_{id_r, r}\| \leq \beta_{\text{init}}\);
- for all \(\ell := (id_r, r)\) with \(r \in \mathcal{T}_r\), \(C\) computes \(V_\ell = A_{id_r}U_{id_r, r} + m_r \cdot G\);
- for all \(\ell := (id_r, r)\) with \(r \notin \mathcal{T}_r\), \(C\) computes \(V_\ell = A_{id_r}U_{id_r, r} + b_{i, r} \cdot G\), where \(b_{i, r} \in \{0, 1\}\).
- \(C\) sends to \(A\) the public keys \(vk_{id_r} := (A_{id_r}, \{V_\ell\}_{\ell \in \mathcal{T}})\) and the signatures \(ek_{id_r} := (A_{id_r})\), along with signatures \(\sigma_i = (m_r, m_r, 1 : = (id_i), U_{id_i, r}, U_{id_i, r})\).

Clearly, if \(A\) is a uniformly random matrix so is each block \(\{A_{id_r}\}_{id_r} \in \mathcal{Q}\).

Due to point (2) of Lemma \[3\), since \((A_{id_r}, U_{id_r, r})\) is statistically indistinguishable from a random matrix, all the matrices \(V_\ell\) generated in \([3]\) are statistically close to the ones generated in \([3]\). Thus, the two games are statistically indistinguishable.

At this point we show that for every PPT adversary \(A\) which produces a forgery in the modified game we can construct a PPT algorithm \(B\) that solves the SIS\((n, m \cdot Q, q, \beta_{\text{SI}})\) problem. \(B\) receives an SIS instance \(A := (A_{id_1}, \ldots, A_{id_2}) \in \mathbb{Z}_q^{n \times m'Q}\) and simulates the modified game to \(A\) by acting exactly as the challenger \(C\) described above. Then, once \(A\) outputs its forgery, according to the forgery’s type, \(B\) proceeds as described below.

**Type 2 Forgeries.** Let \((\mathcal{P}^* := (f^*, \ell_1^*, \ldots, \ell_t^*), m^*, \sigma^* := (m^*, z^*, l^*, U^*, Z^*))\) be a Type 2 forgery produced by \(A\) in the modified game. Moreover let \(\sigma = (m, z, l, U, Z)\) be the signature obtained by honestly applying \(\text{Eval}\) to the signatures corresponding to labels \(\ell_1^*, \ldots, \ell_t^*\) that were given to \(A\). Parse \(U := \{U_{id}\}_{id \in \mathcal{P}^*}\) and notice that by the correctness of the scheme we have that \(m = f^*(m_{\ell_1^*}, \ldots, m_{\ell_t^*})\), \(l = \{id : id \in \mathcal{P}^*\}\), and \(\sum_{id \in \mathcal{P}^*} A_{id}U_{id} + m \cdot G = V^*\). Moreover, by definition of Type 2 forgery recall that \(m^* \neq f^*(m_{\ell_1^*}, \ldots, m_{\ell_t^*})\) and that the tuple satisfies verification. In particular, satisfaction of check \([3]\) implies that \(l = l^*\), while check \([3]\) means \(\sum_{id \in \mathcal{P}^*} A_{id}U_{id} + m^* \cdot G = V^*\). Combining the two equations above we obtain \(\sum_{id \in \mathcal{P}^*} A_{id}U_{id} = m \cdot G\), where \(m = m - m^* \neq 0\) and, for all \(id \in l, U_{id} = U_{id}^* - U_{id} \in U\) such that \(\|U_{id}\|_\infty \leq \beta_{\max}\). Notice that there must exist at least one \(id \in l\) for which \(U_{id} \neq 0\).

Moreover, for all \(id \in \{id_1, \ldots, id_2\} \setminus l\), define \(\tilde{U}_{id} = 0\) and set \(\tilde{U} = \begin{pmatrix} \tilde{U}_{id_1} \\ \vdots \\ \tilde{U}_{id_2} \end{pmatrix} \in \mathbb{Z}_q^{m'Q \times m}\). Then, we have \(A\tilde{U} = \tilde{m} \cdot G\).

Next \(B\) samples \(r \in \{0, 1\}^{mQ}\), sets \(s = Ar \in \mathbb{Z}_q^m\), and computes \(r' = G^{-1}(\tilde{m}^{-1} \cdot s)\), so that \(r' \in \{0, 1\}^m\) and \(\tilde{m} \cdot Gr' = s\). Finally, \(B\) outputs \(u = \tilde{U}r' - r \in \mathbb{Z}^{mQ}\). We conclude the proof by claiming that the vector \(u\) returned by \(B\) is a solution of the SIS problem for the matrix \(A\). To see this observe that

\[A(\tilde{U}r' - r) = (A\tilde{U})r' - Ar = \tilde{m} \cdot G \cdot G^{-1}(\tilde{m}^{-1} \cdot s) - s = 0\]

and \(\|u\|_\infty \leq (2m + 1) \beta_{\max} \leq \beta_{\text{SI}}\).

It remains to show that \(u \neq 0\). We show that this is the case (i.e., \(\tilde{U}r' \neq r\)) with overwhelming probability by using an entropy argument (the same argument used in \([3]\)). In particular, this holds for any (worst case) choice of \(A, \tilde{U}, \tilde{m}, \) and
only based on the random choice of \( r \in \{0,1\}^{mQ\lambda} \). The intuition is that, even if \( r' \in G^{-1}(sm^{-1}) \) depends on \( s = Ar \), \( s \) is too small to reveal much information about the random \( r \). More precisely, we have that \( H_\infty(r | Ar) \geq H_\infty(r | Ar) \) because \( r' \) is chosen deterministically based on \( s = Ar \). Due to the Lemma \[1\] we have that \( H_\infty(r | Ar) \geq H_\infty(r) - \log(|S|) \), where \( S \) is the space of all possible \( s \). Since \( s \in Z_q^n \), \(|S| = q^n\), and then \( \log(|S|) = \log(q^n) = \log((2^{\log q})^n) = n \log q \). Regarding \( H_\infty(r) \), since \( H_\infty(X) := -\log(\max_x Pr[X = x]) \), we have \( H_\infty(r) = -\log(2^{-mq^2}) = mq \geq m \). Then, \( H_\infty(r | Ar) \geq H_\infty(r) - \log(S) \geq m - n \log q \geq \omega(\log \lambda) \). Since we know that for random variables \( X,Y \), the optimal probability of an unbounded adversary guessing \( X \) given the correlated value \( Y \) is \( 2^{-H_\infty(X|Y)} \), then \( Pr[r = Ur] \leq 2^{-H_\infty(r|Ar)} \leq 2^{-\omega(\log \lambda)} = \text{neg}(\lambda) \).

**Type 3 Forgery.** Let \( (P^* := (f^*, r^1, \ldots, r^e), m^*, \sigma^* := (m^*, z^*, l^*, U^*, Z^*)) \) be a Type 3 forgery produced by \( A \) in the modified game such that there exists (at least) one label \( \ell^* \in (id^*, \sigma^*) \) such that \( id^* \neq id \) but \( \sigma^* \notin T \). Actually, without loss of generality we can assume that there is exactly one of such labels; if this is not the case, one could indeed redefine another adversary that makes more queries until it misses only this one. Note that for such a tag \( \sigma^* \neq T \), \( B \) simulated \( V_{id^*, \tau^*} = AU_{id^*, \tau^*} + b_{id^*, \tau^*} g \) for a randomly chosen bit \( b_{id^*, \tau^*} \in \{0,1\} \), that is perfectly hidden from \( A \).

By definition of Type 3 forgery, the tuple passes verification, and in particular check \( \[3\] \sum_{id \in T} A_{id} Z_{id} + z^* \cdot G = V^+ = \sum_{i=1}^{\ell^* d_i} \gamma_i \cdot V_{\ell^* d_i} \) where the right hand side of the equation holds by construction of the verification algorithm. Moreover, let \( \sigma = (m, z, l, U, Z) \) be the signature obtained by honestly applying \( \text{Eval} \) to the signatures corresponding to labels \( \ell^1, \ldots, \ell^e \); in particular for the specific, missing, label \( \ell^* \), \( B \) uses the values \( U_{id^*, \tau^*}, b_{id^*, \tau^*} \) used to simulate \( V_{id^*, \tau^*} \). Parsing \( Z := \{Z_{id}\}_{id \in T} \), notice that by correctness it holds \( l = \{id : id \in P^*\} \) and \( \sum_{id \in T} A_{id} Z_{id} + z \cdot G = V^+ \) where \( z = \sum_{i=1}^{d_i} \gamma_i m_i + \gamma_{id^*, \tau^*} \). Now, the observation is that every \( \gamma_i \leq 2^d < q \), i.e., \( \gamma_i \equiv 0 \mod q \). Since \( b_{id^*, \tau^*} \) is random and perfectly hidden to \( A \) we have that with probability \( 1/2 \) it holds \( z \neq z^* \).

Thus, if \( z \neq z^* \), \( B \) combines the equalities on \( V^+ \) to come up with an equation \( \sum_{id \in T} A_{id} \hat{Z}_{id} = \hat{z} \cdot G \) where \( \hat{z} = z - z^* \equiv 0 \mod q \) and, for all \( id \in T \), \( \hat{Z}_{id} = Z_{id} - Z_{id} \in U \) such that \( ||\hat{Z}_{id}||_\infty \leq \beta_{\text{max}} \).

Finally, using the same technique as in the case of Type 2 forgeries, \( B \) can compute a vector \( u \) that is a solution of \( \text{SIS} \) with overwhelming probability, i.e., \( Au = 0 \). Therefore, we have proven that if an adversary \( A \) can break the MKHSig scheme with non negligible probability, then \( C \) can use such an \( A \) to break the \( \text{SIS} \) assumption for \( A \) with non negligible probability as well.

\[\Box\]

**A Variant with Unbounded Tag Space in the Random Oracle Model.** In this section, we show that the construction of multi-key homomorphic signatures of Section \[4\] can be easily modified in order to have short public keys and to support an unbounded tag space \( T = \{0,1\}^* \). Note that once arbitrary tags are allowed, the scheme also allows to handle multiple datasets for free. In fact, one can always extend tags to include the dataset name, i.e., simply redefine each tag \( r \) as consisting of two substrings \( \tau = (\Delta, \tau^r) \) where \( \Delta \) is the dataset name and \( \tau^r \) the actual tag. The idea of modifying the scheme to support an unbounded tag space is simple and was also suggested in \[8\] for their construction. Instead of sampling matrices

\[^{10}\text{It is easy to see that the case in which } id^* \text{ is new would imply the generation of a new } A_{id^*}, \text{ which would make the verification equations hold with negligible probability (over the random choice of } A_{id^*}).\]
\{V_{id,1}, \ldots, V_{id,T}\} in KeyGen, one can just choose a random string \(r_{id} \in \{0,1\}^\lambda\) and define every \(V_{id,\tau} := H(r_{id, \tau})\) where \(H : \{0,1\}^* \rightarrow \mathcal{V}\) is a hash function chosen in Setup (modeled as a random oracle in the proof). In all the remaining algorithms, every time one needs \(V_{id,\tau}\), this is obtained using \(H\).

For this modified scheme, we also provide an idea of how the security proof of Theorem 4.3 has to be modified to account for these changes. The main change is the simulation of hash queries, which is done as follows.

Before phase \([1]\), where \(A\) declares its queries, \(B\) simply answers every query \(H(r, \tau)\) with a randomly chosen \(V \in \mathcal{V}\). Afterwards, once \(A\) has declared all its queries, \(B\) chooses \(r_{id,1}, \ldots, r_{id,T} \in \{0,1\}^\lambda\) and programs the random oracle so that, for all \(\tau \in \mathcal{T}_i\), \(H(r_{id, \tau}) = V_{id,\tau}\) where \(V_{id,\tau}\) is the same matrix generated in the phase \([3]\) of the modified game. On the other hand, for all \(\tau \notin \mathcal{T}_i\), \(H(r_{id, \tau}) = V_{id,\tau}\) where \(V_{id,\tau} = A_{id}U_{id,\tau} + b_{i,\tau}G\) for a randomly chosen \(U_{id,\tau} \in \mathbb{F}\). All other queries \(H(r, \tau)\) where \(r \neq r_{id, \tau}, \forall i \in [Q]\) are answered with random \(V \in \mathcal{V}\). With this simulation, it is not hard to see that, from \(A\)'s forgery \(B\) can extract a solution for SIS (except for some negligible probability that \(A\) guesses one of \(r_{id, \tau}\) before seeing it).

### 4.3 From a Single Dataset to Multiple Datasets

In this section, we present a generic transformation to convert a single-dataset \(\text{MKHSig}\) scheme into a scheme that supports multiple datasets. The intuition behind this transformation is similar to the one employed in [10] and implicitly used in [13, 14], except that here we have to use additional techniques to deal with the multi-key setting. We combine a standard signature scheme \(\text{NH.Sig}\) (non-homomorphic) with a single dataset multi-key homomorphic signature scheme \(\text{MKHSig}\). The idea is that for every new dataset \(\Delta\), every user generates fresh keys of the multi-key homomorphic scheme \(\text{MKHSig}\) and then uses the standard signature scheme \(\text{NH.Sig}\) to sign the dataset identifier \(\Delta\) together with the generated public key. More precisely, in our transformation we assume to start with (single-dataset) multi-key homomorphic signature schemes in which the key generation algorithm can be split into two independent algorithms: \(\text{KeyGen}_1\) that outputs some public parameters related to the identity \(id\), and \(\text{KeyGen}_2\) which outputs the actual keys. Differently than [10], in our scheme the signer does not need to sign the whole dataset at once, nor has to fix a bound \(N\) on the dataset size (unless such a bound is already contained in \(\text{MKHSig}\)).

In more details, let \(\text{NH.Sig} = (\text{NH.KeyGen}, \text{NH.Sign}, \text{NH.Verify})\) be a standard (non-homomorphic) signature scheme, and let \(\text{MKHSig}' = (\text{Setup}', \text{KeyGen}', \text{Sign}', \text{Eval}', \text{Verify}')\) be a single-dataset multi-key homomorphic signature scheme. We construct a multi-dataset multi-key homomorphic signature scheme \(\text{MKHSig} = (\text{Setup}, \text{KeyGen}, \text{Sign}, \text{Eval}, \text{Verify})\) as follows.

**Setup(1^\lambda)**. The setup algorithm samples parameters of the single-dataset multi-key homomorphic signature scheme, \(pp' \leftarrow \text{Setup}'(1^\lambda)\), together with a description of a PRF \(F : K \times \{0,1\}^* \rightarrow \{0,1\}^\rho\), and outputs \(pp = (pp', F)\).

**KeyGen(pp)**. The key generation algorithm runs \(\text{NH.KeyGen}\) to get \((pk_{id}^{NH}, sk_{id}^{NH})\), a pair of keys for the standard signature scheme. In addition, it runs \(\text{KeyGen}_1\) to generate user-specific public parameters \(pp_{id}\), and chooses a seed \(K_{id}\) for the PRF \(F\). The final output is the vector \((sk_{id}, ek_{id}, vk_{id})\): where \(sk_{id} = (sk_{id}^{NH}, K_{id})\), \(ek_{id} = (pp_{id})\) and \(vk_{id} = (pk_{id}^{NH}, pp_{id})\).
The signing algorithm proceeds as follows. First it samples the keys of the single-dataset multi-key homomorphic signature scheme by feeding randomness $F_{K_{\Delta}}(\Delta)$ to $\text{KeyGen}_2$, i.e., it runs $\text{KeyGen}_2(pp; F_{K_{\Delta}}(\Delta))$ to obtain the keys $(sk_{\Delta}^a, ek_{\Delta}^a, vk_{\Delta}^a)$. The algorithm then runs $\sigma' \leftarrow \text{Sign}(sk_{\Delta}^a, \ell, m)$, and uses the non-homomorphic scheme to sign the concatenation of the public key $vk_{\Delta}^a$ and the dataset identifier $\Delta$, i.e., $\sigma_{\Delta}^a \leftarrow \text{NH.} \text{Sign}(sk_{\Delta}^{NH}, vk_{\Delta}^{NH}|\Delta)$. The output is the tuple $\sigma := (1 = \{id\}, \sigma', \text{par}_{\Delta})$ where $\text{par}_{\Delta} = ((ek_{\Delta}^a, vk_{\Delta}^a, \sigma_{\Delta}^a))$.

Note that the use of the PRF allows every signer (having the same $K_{\Delta}$) to generate the same keys of the scheme $\text{MKHSig}'$ on the same dataset $\Delta$.

$\text{Eval}(f, \{(\sigma_i, \text{EKS}_i)\}_{i \in [t]})$. For each $i \in [t]$, the algorithm parses every signature as $\sigma_i := (l_i, \sigma'_i, \text{par}_{\Delta_i})$ with $\text{par}_{\Delta_i} = \{ek_{id}^a, vk_{id}^a, \sigma_{id}^a\}_{id \in l_i}$, and sets $\text{EKS}'_i = \{ek_{id}^a\}_{id \in l_i}$. It computes $\sigma' \leftarrow \text{Eval'}(f, \{(\sigma'_i, \text{EKS'}_i)\}_{i \in [t]})$, defines $l = \cup_{i=1}^t l_i$ and $\text{par}_{\Delta} = \cup_{i=1}^t \text{par}_{\Delta_i}$. The final output is $\sigma := (l, \sigma', \text{par}_{\Delta})$.

$\text{Verify}(P, \Delta, \{vk_{id}\}_{id \in P}, m, \sigma)$. The verification algorithm begins by parsing the verification keys as $vk_{id} := (pk_{id}^{NH}, pp_{id})$ for each $id \in l$, and also the signature as $\sigma = (l, \sigma', \text{par}_{\Delta})$ with $\text{par}_{\Delta} = \{(ek_{id}^a, vk_{id}^a, \sigma_{id}^a)\}_{id \in l}$. Then, it proceeds with two main steps. First, for each $id \in l$, it verifies the standard signature $\sigma_{id}^a$ on the public key of the single-dataset multi-key homomorphic scheme and the given dataset, i.e., it checks whether $\text{NH.} \text{Verify}(pk_{id}^{NH}, vk_{id}^a|\Delta, \sigma_{id}^a) = 1, \forall id \in l$. If at least one of the previous equations is not satisfied, the algorithm returns $0$, otherwise it proceeds to the second check and returns the output of $\text{Verify'}(P, \{pp_{id}, vk_{id}^a\}_{id \in P}, m, \sigma')$.

**Authentication Correctness.** Correctness of the scheme substantially follows from the correctness of the regular signature scheme $\text{NH.Sig}$, the single-dataset multi-key homomorphic scheme $\text{MKHSig}'$ and the PRF $F$.

**Evaluation Correctness.** Evaluation correctness follows directly from the correctness of the evaluation algorithm $\text{Eval'}$ of the single-dataset $\text{MKHSig}$ scheme, the correctness of $\text{NH.Sig}$ and of the PRF.

**Security.** Intuitively, the security of the scheme follows from two main observations. First, no adversary is able to fake the keys of the single-dataset multi-key homomorphic signature scheme, due to the security of the standard signature scheme and the property of pseudo-random functions. Secondly, no adversary can tamper with the results of $\text{Eval}$ for a specific dataset as this would correspond to breaking the security of the single-dataset $\text{MKHSig}'$ scheme.

**Theorem 1.2.** If $F$ is a secure pseudo-random function, $\text{NH.Sig}$ is an unforgeable signature scheme and $\text{MKHSig}'$ is a secure single-dataset multi-key homomorphic signature scheme, then the $\text{MKHSig}$ scheme for multiple datasets described in Section 11 is secure against adversaries that make static corruptions of keys and produce forgeries as in Definition 12.

The full proof of Theorem 12 is given in [22].

5 **Our Multi-Key Homomorphic MAC from OWFs**

In this section, we describe our construction of a multi-key homomorphic authenticator with private verification keys and supporting the evaluation of low-degree

---

11 Here we assume that a $p$-bits string is sufficient, otherwise it can always be stretched using a PRG.
arithmetic circuits. More precisely, for a computation represented by an arithmetic circuit of degree \( d \) and involving inputs from \( n \) distinct identities, the final authenticator has size \( \binom{n+d}{d} \), that is bounded by \( \text{poly}(n) \) (for constant \( d \)) or by \( \text{poly}(d) \) (for constant \( n \)). Essentially, the authenticators of our scheme grow with the degree of the circuit and the number of distinct users involved in the computation, whereas their size remains independent of the total number of inputs / users. This property is particularly desirable in contexts that involve a small set of users each of which contributes with several inputs.

Although our multi-key homomorphic MAC supports less expressive computations than our homomorphic signatures of Section 3, the scheme comes with two main benefits. First, it is based on a simple, general assumption: it relies on pseudo-random functions and thus is secure only assuming existence of one-way functions (OWF). Second, the scheme is very intuitive and efficient: fresh MACs essentially consist only of two \( \mathbb{F} \) field elements (where \( p \) is a prime of \( \lambda \) bits) and an identity identifier; after evaluation, the authenticators consist of \( \binom{n+d}{d} \) elements in \( \mathbb{F} \), and homomorphic operations are simply additions and multiplications in the multi-variate polynomial ring \( \mathbb{F}[X_1, \ldots, X_n] \).

We describe the five algorithms of our scheme \text{MKHMac} below. We note that our solution is presented for single data set only. However, since it admits labels that are arbitrarily long strings it is straight-forward to extend the scheme for handling multiple data sets: simply redefine each tag \( \tau \) as consisting of two substrings \( \tau = (\Delta, \tau') \) where \( \Delta \) is the dataset name and \( \tau' \) the actual tag.

**Setup\((\mathcal{M})\)**. The setup algorithm generates a \( \lambda \)-bit prime \( p \) and let the message space be \( \mathcal{M} := \mathbb{F}_p \). The set of identities is \( \text{ID} = \{ \mathcal{C} \} \) for some integer bound \( \mathcal{C} \in \mathbb{N} \), while the tag space consists of arbitrary binary strings, i.e., \( \mathcal{T} = \{0,1\}^* \). The set \( \mathbb{F} \) of admissible functions is made up of all arithmetic circuits whose degree \( d \) is bounded by some polynomial in the security parameter. The setup algorithm outputs the public parameters \( pp \) which include the descriptions of \( \mathcal{M}, \text{ID}, \mathcal{T}, \mathbb{F} \) as in Section 3, as well as the description of a PRF family \( F : \mathcal{K} \times \{0,1\}^* \to \mathbb{F}_p \) with seed space \( \mathcal{K} \). The public parameters define also the authenticator space. Each authenticator \( \sigma \) consists of a pair \( (l, y) \) where \( l \subseteq \text{ID} \) and \( y \) is in the \( \mathcal{C} \)-variate polynomial ring \( \mathbb{F}_p[X_1, \ldots, X_\mathcal{C}] \). More precisely, if \( \mathcal{C} \) is set up as a very large number (e.g., \( \mathcal{C} = 2^\lambda \)) the polynomials \( y \) can still live in some smaller sub-rings of \( \mathbb{F}_p[X_1, \ldots, X_\mathcal{C}] \).

**KeyGen\((pp)\)**. The key generation algorithm picks a random \( x \in \mathbb{F}_p \), a PRF seed \( K \in \mathcal{K} \), and outputs \((sk, ek, vk)\) where \( sk = vk = (x, K) \) and \( ek \) is void.

**Auth\((sk, \ell, m)\)**. In order to authenticate the message \( m \) with label \( \ell = (id, \tau) \in \text{ID} \times \mathcal{T} \), the authentication algorithm produces an authenticator \( \sigma = (l, y) \) where \( l \subseteq \text{ID} \) and \( y \in \mathbb{F}_p[X_{id}] \subset \mathbb{F}_p[X_1, \ldots, X_\mathcal{C}] \). The set \( l \) is simply \( \{id\} \). The polynomial \( y \) is a degree-1 polynomial in the variable \( X_{id} \) such that \( y(0) = m \) and \( y(x_{id}) = F(K_{id}, \ell) \). Note that the coefficients of \( y(X_{id}) = y_0 + y_{id} X_{id} \in F_p[X_{id}] \) can be efficiently computed with the knowledge of \( x_{id} \) by setting \( y_0 = m \) and \( y_{id} = F(K_{id}, 0) - m \). Moreover, \( y \) can be compactly represented by only giving the coefficients \( y_0, y_{id} \in \mathbb{F}_p \).

**Eval\((f, \{\sigma_k\}_{k \in [t]})\)**. Given a \( t \)-input arithmetic circuit \( f : \mathbb{F}_p^t \to \mathbb{F}_p \), and the \( t \) authenticators \( \{\sigma_k := (l_k, y_k)\}_{k} \), the evaluation algorithm outputs \( \sigma = (l, y) \) obtained in the following way. First, it determines all the identities involved in the computation by setting \( l = \cup_{k=1}^{t} l_k \). Then every polynomial
y_k is “expanded” into a polynomial \( \hat{y}_k \), defined on the variables \( X_{id} \) corresponding to all the identities in \( l \). This is done using the canonical embedding \( F_p[X_{id} : id \in I_k] \hookrightarrow F_p[X_{id} : id \in I] \). It is worth noticing that the terms of \( \hat{y}_k \) that depend on variables in \( I \setminus I_k \) have coefficient 0. Next, let \( f : F_p[X_{id} : id \in I] \rightarrow F_p[X_{id} : id \in I] \) be the arithmetic circuit corresponding to the given \( f \), i.e., \( \hat{f} \) is the same as \( f \) except that additions (resp. multiplications) in \( F_p \) are replaced by additions (resp. multiplications) over the polynomial ring \( F_p[X_{id} : id \in I] \). Finally, \( y \) is obtained as \( y = \hat{f}(\hat{y}_1, \ldots, \hat{y}_l) \).

Verify(\( P, \{vk_{id}\}_{id \in P}, m, \sigma \)). Let \( P = (f, \ell_1, \ldots, \ell_l) \) be a labeled program where \( f \) is a degree-\( d \) arithmetic circuit and every label is of the form \( \ell_k = (id_k, \gamma_k) \). Let \( \sigma = (l, y) \) where \( l = \{id_1, \ldots, id_n\} \) with \( id_i \neq id_j \) for \( i \neq j \). The verification algorithm outputs 1 (accept) if and only if the authenticator satisfies the following three checks. Otherwise it outputs 0 (reject).

\[
\{\hat{id}_1, \ldots, \hat{id}_n\} = \{id : id \in P\}, \tag{5}
\]

\[
y(0, \ldots, 0) = m, \tag{6}
\]

\[
y(x_{id_1}, \ldots, x_{id_n}) = f(F(K_{id_1}, \ell_1), \ldots, F(K_{id_l}, \ell_l)). \tag{7}
\]

In the remainder of the section, we discuss the efficiency and succinctness of our MKHMac and prove the correctness of our scheme. We conclude with the security analysis of the proposed MKHMac scheme.

**Succinctness.** Let us consider the case of an authenticator \( \sigma \) which was obtained after running \( \text{Eval} \) on a circuit of degree \( d \) and taking inputs from \( n \) distinct identities. Note that every \( \sigma \) consists of two elements: a set \( I \subseteq [C] \) and a polynomial \( y \in F_p[X_{id} : id \in I] \).

For the set \( I \), it is easy to see that \( |I| = n \) and \( I \) can be represented with \( n \log C \) bits. The other part of the authenticator, \( y \), is instead an \( n \)-variate polynomial in \( F_p[X_{id_1}, \ldots, X_{id_n}] \) of degree \( d \). Since the circuit degree is \( d \), the maximum number of coefficients of \( y \) is \( \binom{n+d}{d} \). More precisely, the total size of \( y \) depends on the particular representation of the multi-variate polynomial \( y \) which is chosen for implementation. In [22] we discuss some possible representations (further details can also be found in [32]). For example, when employing the sparse representation of polynomials, the size of \( y \) is bounded by \( O nt \log d \) where \( t \) is the number of non-zero coefficients in \( y \) (note that in the worst case, a polynomial \( y \in F_p[X_{id_1}, \ldots, X_{id_n}] \) of degree \( d \) has at most \( t = \binom{n+d}{d} \) non-zero coefficients). Thus, setting \( \log C \approx \log p \approx \lambda \), we have that the size in bits of the authenticator \( \sigma \) is \( |\sigma| \leq \lambda n + \lambda \binom{n+d}{d} \). Ignoring the security parameter, we have that \( |\sigma| = \text{poly}(n) \) when \( d \) is constant, or \( |\sigma| = \text{poly}(d) \) when \( n \) is constant.

**Efficiency of \( \text{Eval} \).** In what follows, we discuss the cost of computing additions and multiplications over authenticators in our MKHMac scheme. Let \( \sigma^{(i)} = (l^{(i)}, y^{(i)}) \), for \( i = 1, 2 \) be two authenticators and consider the operation \( \sigma = \text{Eval}(g, \sigma^{(1)}, \sigma^{(2)}) \) where \( g \) is a fan-in-2 addition or multiplication gate. In both cases the set \( I \) of identities of \( \sigma = (l, y) \) is obtained as the union \( I = I^{(1)} \cup I^{(2)} \) that can be computed in time \( O(n) \), where \( n = |I| \), assuming the sets \( I^{(1)}, I^{(2)} \) are ordered. Regarding the computation of \( y \) from \( y^{(1)} \) and \( y^{(2)} \), one has to first embed each \( y_i \) into the ring \( F_p[X_{id} : id \in I] \), and then evaluate addition (resp. multiplication) over \( F_p[X_{id} : id \in I] \). Again, the costs of these operations depend on the adopted representation [23, 32].
Using the sparse representation of polynomials, expanding a $y$ having $t$ non-zero coefficients into an $n$-variate polynomial $y$ requires time at most $O(tn)$. To give an idea, such expansion indeed consists simply into inserting zeros in the correct positions of the exponent vectors of every non-zero monomial term of $y$. On the other hand, the complexity of operations (additions and multiplications) on polynomials using the sparse representation is usually estimated in terms of the number of monomial comparisons. The cost of such comparisons depends on the specific monomial ordering chosen, but is usually $O(n \log d)$, where $n$ is the total number of variables and $d$ is the maximum degree. Given two polynomials in sparse representation having $t_1$ and $t_2$ non-zero terms respectively, addition costs about $O(t_1 + t_2)$ monomial comparisons (if the monomial terms are stored in sorted order the cost of addition drops to $O(t_1 + t_2)$), while multiplication requires to add (merge) $t_2$ intermediate products of $t_1$ terms each, and can be performed with $O(t_1 t_2 \log t_2)$ monomial comparisons \[24\].

**Correctness.** AUTHENTICATION CORRECTNESS. By construction, each fresh authenticator $\sigma = (l, y)$ of a message $m$ labeled by $\ell := (id, \tau)$ is of the form $l = \{id\}$ and $y(X_{id}) := y_0 + y_{id} X_{id} = m + F(K_{id}, \ell) X_{id}$. Thus the set $I$ satisfies equation \[4\] since $\{id : id \in I_\ell\} = \{id\}$. The two last verification checks \[1\] and \[2\] are automatically granted for the identity program $I_\ell$ because $y(0) = y_0 = m$ and $y(x_{id}) = m + \frac{F(K_{id}, \ell) - m}{x_{id}} x_{id} = F(K_{id}, \ell)$.

**Evaluation Correctness.** The correctness of the Eval algorithm essentially comes from the structure of the multi-variate polynomial ring. We provide the detailed proof in the full version of the paper \[22\].

**Security.** In what follows we prove the security of our scheme against adversaries that make static corruptions, and produce forgeries according to the following restrictions.

**Definition 1.8** (Weak Forgery). Consider an execution of the experiment described in Section 3. HomUF-CMA$_{\text{KMHA} \text{d}}(\lambda)$ where $(P^*, \Delta^*, m^*, \sigma^*)$ is the tuple returned by the adversary at the end of the experiment, with $P^* = (f^*, \ell^*_1, \ldots, \ell^*_j)$, $\Delta^*$ a dataset identifier, $m^* \in M$ and $\sigma^*$ an authenticator. First, we say that the labeled program $P^*$ is well-defined on a list $L$ if either one of the following two cases occurs:

1. There exists $i \in [j]$ such that $(\ell^*_i, \cdot) \notin L$ (i.e., $A$ never made a query with label $\ell^*_i$), and $f^*(\{m_j\} \cup L \setminus \{\tilde{m}_j\}) \{\ell_j, \cdot\} \notin L$ outputs the same value for all possible choices of $\tilde{m}_j \in M$;

2. $L$ contains the tuples $(\ell^*_1, m_1), \ldots, (\ell^*_j, m_j)$, for some messages $m_1, \ldots, m_j$.

Then we say that $(P^*, \Delta^*, m^*, \sigma^*)$ is a weak forgery if $\text{Verify}(P^*, \Delta^*, \{vk_d\}_{d \in P^*}, m^*, \sigma^*) = 1$ and either one of the following conditions is satisfied:

**Type 1:** $L_{\Delta^*}$ was not initialized during the game (i.e., $\Delta^*$ was never queried).

**Type 2:** $P^*$ is well-defined on $L_{\Delta^*}$ but $m^* \neq f^*(\{m_j\} \cup \{0\} \cup \{\ell_j, \cdot\}_{\ell_j \notin L_{\Delta^*}})$ (i.e., $m^*$ is not the correct output of $P^*$ when executed over previously authenticated messages).

**Type 3:** $P^*$ is not well-defined on $L_{\Delta^*}$.
Although Definition 1.8 is weaker than our Definition 3.2, we stress that the above definition still protects the verifier from adversaries that try to cheat on the output of a computation. In more details, the difference between Definition 1.8 and Definition 3.2 is the following: if \( f^\star \) has an input wire that has never been authenticated during the game (a Type 3 forgery in Definition 3.2), but \( f^\star \) is constant with respect to such input wire, then the above definition does not consider it a forgery. The intuitive reason why such a relaxed definition still makes sense is that “irrelevant” inputs would not help in any case the adversary to cheat on the output of \( f \). Definition 1.8 is essentially the multi-key version of the forgery definition used in previous (single-key) homomorphic MAC works, e.g., [11]. As discussed in [23] testing whether a program is well-defined may not be doable in polynomial time in the most general case (i.e., every class of functions). However, in [12] it is shown how this can be done efficiently via a probabilistic test in the case of arithmetic circuits of degree \( d \) over a finite field of order \( p \) such that \( d/p < 1/2 \). Finally, we notice that for our MKHMac Type 1 forgeries cannot occur as the scheme described here supports only one dataset.

**Theorem 1.3.** If \( F \) is a pseudo-random function then the multi-key homomorphic MAC described in Section 4 is secure against adversaries that make static corruptions of keys and produce forgeries as in Definition 1.8.

Note that we can deal with corruptions via our generic result of Proposition 1.1. Therefore, it is sufficient to prove the security against adversaries that make no corruptions. The proof is done via a chain of games following this (intuitive) path. First, we rule out adversaries that make Type 3 forgeries. Intuitively, this can be done as the adversary has never seen one of the inputs of the computation, and in particular an input which can change the result. Second, we replace every PRF instance with a truly random function. Note that at this point the security of the scheme is information theoretic. Third, we change the way to answer verification queries that are candidates to be Type 2 forgeries. Finally, we observe that in this last game the adversary gains no information on the secret keys \( x_i \) and thus has negligible probability of making a Type 2 forgery. Due to space restrictions, the detailed and formal proofs appear in only in the full version [22].

### 6 Conclusions

In this paper, we introduced the concept of multi-key homomorphic authenticators, a cryptographic primitive that enables an untrusted third party to execute a function \( f \) on data authenticated using different secret keys in order to obtain a value certifying the correctness of \( f \)’s result, which can be checked with knowledge of corresponding verification keys. In addition to providing suitable definitions, we also propose two constructions: one which is publicly verifiable and supports general boolean circuits, and a second one that is secretly verifiable and supports low-degree arithmetic circuits. Although our work does not address directly the problem of privacy, extensions of our results along this direction are possible, and we leave the details to future investigation. A first extension is defining a notion of context-hiding for multi-key HAs. Similarly to the single key setting, this property should guarantee that authenticators do not reveal non-trivial information about the

---

12 As noted at the beginning of the section the extension to multiple datasets is straightforward given that tags are arbitrary strings. When such extension is applied it is easy to see that Type 1 forgeries are Type 3 ones in the underlying scheme.
computation’s inputs. The second extension has to do with preventing the Cloud
from learning the data over which it computes. In this case, we note that multi-
key HAs can be executed on top of homomorphic encryption following an approach
similar to that suggested in [21]. Finally, an interesting problem left open by our
work is to find multi-key HA schemes where authenticators have size independent
of the number of users involved in the computation.
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Matrioska: A Compiler for Multi-Key Homomorphic Signatures

DARIO FIORE AND ELENA PAGNIN

Abstract. Multi-Key Homomorphic Signatures (MKHS) enable clients in a system to sign and upload messages to an untrusted server. At any later point in time, the server can perform a computation $C$ on data provided by $t$ different clients, and return the output $y$ and a short signature $\sigma_{C,y}$ vouching for the correctness of $y$ as the output of the function $C$ on the signed data. Interestingly, MKHS enable verifiers to check the validity of the signature using solely the public keys of the signers whose messages were used in the computation. Moreover, the signatures $\sigma_{C,y}$ are succinct, namely their size depends at most linearly in the number of clients, and only logarithmically in the total number of inputs of $C$.

Existing MKHS are constructed based either on standard assumptions over lattices (Fiore et al., ASIACRYPT’16), or on non-falsifiable assumptions (SNARKs) (Lai et al., ePrint’16). In this paper, we investigate connections between single-key and multi-key homomorphic signatures. We propose a generic compiler, called Matrioska, which turns any (sufficiently expressive) single-key homomorphic signature scheme into a multi-key scheme. Matrioska establishes a formal connection between these two primitives and is the first alternative to the only known construction under standard falsifiable assumptions. Our result relies on a novel technique that exploits the homomorphic property of a single-key HS scheme to compress an arbitrary number of signatures from $t$ different users into only $t$ signatures.

Keywords. Homomorphic Signatures, Multi-Key Homomorphic Signatures.

1 Introduction

Consider a scenario where a user Alice uploads a collection of data items $x_1, \ldots, x_n$ to an untrusted server. Later on, the server executes a computation $P$ on this data and sends the result $y = P(x_1, \ldots, x_n)$ to another user Bob.

*How can Bob be sure that $y$ is the correct result obtained by running $P$ on Alice’s data?*

A trivial solution to this problem could be obtained by employing digital signatures: Alice could sign each data item $x_i$ and send to the server the signatures $\sigma_1, \ldots, \sigma_n$. Next, to convince Bob, a server can send along with $y$ the original inputs with their signatures, and Bob should check that $y = P(x_1, \ldots, x_n)$ and that each $\sigma_i$ is a valid signature for $x_i$. While this solution solves the above security concern, it has a clear efficiency drawback: it requires communication between the server and the verifier Bob that is linear in the input size of $P$. This linear cost is not only undesirable but can be also unacceptable if Bob is not able to store the whole dataset.

**Homomorphic Signatures.** A solution to the above problem that achieves both security and efficiency can be obtained by using homomorphic signatures (HS). With this primitive, Alice can use her secret key to sign $x_1, \ldots, x_n$ and sends the signed data items to the server. The server can use a special procedure $\text{Eval}$ that, on input a program $P$ and a collection of signatures $\sigma_1, \ldots, \sigma_n$, outputs a signature $\sigma_{P,y}$. Given Alice’s public key and a triple $(P, y, \sigma_{P,y})$, Bob (or anyone else) can get convinced that $y$ is the correct output of $P$ on inputs $(x_1, \ldots, x_n)$ signed by Alice. Very informally, homomorphic signatures are secure in the sense that an untrusted server (without knowing Alice’s secret key) must not be able to convince the verifier of a false result. An additional property that makes this cryptographic primitive interesting and non-trivial is that signatures must be succinct. This means that the size of $\sigma_{P,y}$ must be significantly smaller than $P$’s input size, e.g., $\text{size}(\sigma_{P,y}) = O(\log n)$.

The notion of homomorphic signatures was proposed by Desmedt [13] and first formalized by Johnson et al. [21]. Boneh et al. [3] proposed the first scheme for computing linear functions over signed vectors and showed an application to preventing pollution attacks in linear network coding. Following [3], a long series of works (e.g., [1, 5, 6, 8, 10, 12, 13, 14, 15, 20, 23]) addressed the problem of constructing linearly-homomorphic signatures obtaining new schemes that improved on multiple fronts, such as efficiency, security, and privacy. A few more works addressed the problem of constructing schemes for more expressive functionalities. Boneh and Freeman [4] proposed the first scheme for polynomial functions based on lattices, which was later improved by Catalano, Fiore and Warinschi [11] based on multilinear maps. In 2015, Gorbunov, Vaikuntanathan and Wichs [19] constructed the first HS scheme for arbitrary circuits of bounded depth from standard lattices.
Multi-Key Homomorphic Signatures. In a recent work, Fiore et al. \cite{Fiore14} initiated the study of multi-key homomorphic signatures (MK-HS). In a nutshell, MK-HS are homomorphic signatures that allow for computing on data signed using different secret keys. This capability extends that one of previously known homomorphic signatures, and is useful in all those applications where one wants to compute on data provided (and signed) by multiple users. In addition to formally defining the notion of multi-key homomorphic signatures, Fiore et al. proposed a construction of MK-HS based on lattices that supports bounded depth circuits. Their scheme is obtained by extending the techniques of the single-key scheme of Gorbunov et al. \cite{Gorbunov19}. Another recent work by Lai et al. \cite{Lai22} shows how to build an MK-HS using SNARKs and digital signatures. However, since SNARKs are likely to be based on non-falsifiable assumptions \cite{Barak18}, the resulting MK-HS also relies on non standard assumptions.

1.1 Our Contribution

In this work, we continue the study of multi-key homomorphic signatures. Our main interest is to identify connections between multi-key homomorphic signatures and their single-key counterpart. In particular, we provide the first generic method to construct multi-key homomorphic signatures from (sufficiently expressive) single-key HS schemes. Specifically, our main result is a compiler, called Matrioska, that yields the following result:

**Theorem 3.1** (Informal). Let $\text{HS}$ be a homomorphic signature scheme for circuits of polynomial size. Then, for a constant $t$ representing the number of distinct keys involved in a computation, there exists a multi-key homomorphic signature scheme $\text{MKHS}(\text{HS}, t)$ for circuits of polynomial size. Furthermore, if $\text{HS}$ has signatures bounded by a fixed polynomial $p(\lambda)$, $\text{MKHS}(\text{HS}, t)$ has signatures bounded by $t \cdot p(\lambda)$.

Our result essentially shows that for a sufficiently expressive class of functions multi-key and single-key homomorphic signatures are equivalent. Our construction is the first to establish a formal connection between these two primitives without resorting to powerful primitives such as SNARKs which only yield constructions from non-falsifiable assumptions. Also, we propose a new methodology to construct MK-HS, which is the first alternative to the only known construction from standard assumptions \cite{Fiore14}. In particular, while the techniques in \cite{Fiore14} are specific to an algebraic lattice setting, our construction works in a generic fashion and as such it will allow to immediately obtain new MK-HS schemes from any future proposal of single-key HS.

Our MK-HS construction is quite involved and its efficiency is, admittedly, theoretical. In particular, in order to support circuits of (polynomial) size $s$, we need to start from a single-key HS scheme that supports circuits of size $s^{c s t^{-1}}$, where $t$ is the number of distinct keys involved in the computation and $c_s$ is some constant that depends on the single-key HS scheme. Therefore our generic construction generates multi-key homomorphic signature schemes that can support computations among a constant number of keys (i.e., users) only.

Nevertheless, our MK-HS scheme has succinct signatures that have size $t \cdot p(\lambda)$, which is non-trivial as it is independent of the total number of inputs involved in the computation. Indeed, even in the multi-key setting a trivial solution to build MK-HS from digital signatures (and even from HS) would require communication linear in the total number of inputs of a computation, i.e., $O(n \cdot t)$, assuming each user provides $n$ inputs.
An overview of our techniques. The main challenge in constructing an MK-HS scheme generically from a single-key one is to obtain a construction with succinct signatures. In particular, obtaining succinctness requires some mechanism to "compress" \( n \cdot t \) signatures into some information that can at most depend linearly on \( \log n \) and \( t \). While single-key HS allow for compressing signatures pertaining to the same key, this property seems of no utility when one needs to compute on signatures pertaining to different keys, if nothing about their structure can be assumed. To overcome this challenge, we devise a novel technique that allows us to compress \( n \cdot t \) signatures from \( t \) different users into \( t \) signatures; for this we show how to use the homomorphic property of the single-key HS scheme in order to inductively "prove" that the signatures of the first \( i \) users verify correctly on the corresponding inputs.

In what follows we illustrate the core idea of our technique considering, for simplicity, the two-client case \( t = 2 \), and assuming each users contributes to the computation with \( n \) inputs.

Let \( C : \{0,1\}^{2n} \to \{0,1\} \) be the circuit we wish to evaluate. Given the messages \( m_1, \ldots, m_n \) by user id\(_{1}\) and \( m_{n+1}, \ldots, m_{2n} \) by user id\(_{2}\), we wish to authenticate the output of \( y = C(m_1, \ldots, m_n) \). Let \( \sigma_1 \) be the signature for the message \( m_1 \); in particular the first \( n \) signatures and the last \( n \) signatures are associated to different secret keys.

The initial step is to construct a \((2n)\)-input circuit \( E_0 \) such that \( E_0(x_1, \ldots, x_{2n}) = 1 \) iff \( C(x_1, \ldots, x_{2n}) = y \). Second, define a new circuit \( E_1 : \{0,1\}^n \rightarrow \{0,1\} \) that is \( E_0 \) with the last \( n \) inputs hardwired: \( E_1(x_1, \ldots, x_n) = E_0(x_1, \ldots, x_n, m_{n+1}, \ldots, m_{2n}) \). Now \( E_1 \) is a circuit that has inputs by a single client only, thus we can run \( \hat{\sigma}_1 \leftarrow \text{HS.Eval}(E_1, pk_1, \sigma_1, \ldots, \sigma_n) \). By the correctness of the single-key homomorphic signature scheme it must hold \( \text{HS.Verify}(E_1, pk_1, \hat{\sigma}_1, 1) = 1 \). At this point, we already compressed the signatures \( \sigma_1, \ldots, \sigma_n \) into a single signature \( \hat{\sigma}_1 \). This is however not yet sufficient for succinctness because verifying \( \hat{\sigma}_1 \) requires the circuit \( E_1 \), which in turn requires to transmit to the verifier \( n \) messages \((m_{n+1}, \ldots, m_{2n})\) to let him reconstruct \( E_1 \).

This is where the inductive reasoning, and our new technique, begins. Very intuitively, we use the signatures of the second user to "prove" that \( \text{HS.Verify}(E_1, pk_1, \hat{\sigma}_1, 1) = 1 \), without letting the verifier run this verification explicitly. Let us see \( H = \text{HS.Verify}(E_1, (\tau_1, \ldots, \tau_n), pk_1, \hat{\sigma}_1, 1) \) as a binary string with the description of a (no input) circuit. Look for the bits of \( H \) where the values \( m_{n+1}, \ldots, m_{2n} \) are embedded. We can define a new circuit description \( E_2 \) that is the same as \( H \) except that the hardwired values \( m_{n+1}, \ldots, m_{2n} \) are replaced with input gates. Thus \( E_2 \) is an \( n \)-input circuit satisfying \( E_2(m_{n+1}, \ldots, m_{2n}) = \text{HS.Verify}(E_1, pk_1, \hat{\sigma}_1, 1) \), which returns 1 by correctness of \( H \).

Now, the crucial observation is that \( E_2 \) is a circuit on inputs by the second client only. Thus, we can run \( \hat{\sigma}_2 \leftarrow \text{HS.Eval}(E_2, pk_2, \sigma_{n+1}, \ldots, \sigma_{2n}) \). By the correctness of the HS scheme, \( \text{HS.Verify}(E_2, pk_2, \hat{\sigma}_2, 1) = 1 \). Note that \( E_2 \) does not contain any of the messages \( m_1, \ldots, m_{2n} \) hardwired; in particular \( E_2 \) is completely determined by \( C, y, pk_1, \hat{\sigma}_1 \) and a description of \( \text{HS.Verify} \). Hence, given \((\hat{\sigma}_1, \hat{\sigma}_2)\) the verifier can reconstruct \( E_2 \) and check if \( \text{HS.Verify}(E_2, pk_2, \hat{\sigma}_2, 1) = 1 \). Intuitively, this proves that for some messages signed by the second user \( E_2(m_{n+1}, \ldots, m_{2n}) = 1 \). By the correctness of \( H \), this in turn implies \( E_1(m_1, \ldots, m_n) = 1 \) for some messages signed by the first user; and by construction of \( E_1 \) the latter implies \( C(m_1, \ldots, m_n) = y \).

Our compiler, extends the above idea to multiple users, showing that at each step \( i \) the problem consists in proving correctness of a computation \( E_{i-1} \) that de-

13This is the case if one aims for a generic single-key to multi-key construction. In contrast, knowing for example the algebraic structure of signatures can be of help, as exploited in [2].
and requires to take care of several details. 

To 
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2 Preliminaries

Notation. The security parameter of our schemes is denoted by \( \lambda \). For any \( n \in \mathbb{N} \), we use \( [n] \) to denote the set \( \{1, \ldots, n\} \). The symbol \( \lg \) denotes the logarithm in base 2; \( |\cdot| \) denotes the string concatenation, e.g., \( (00)|| (10) = (0010) \); bold font letters, e.g., \( \vec{\sigma} = (\sigma_1, \ldots, \sigma_p) \), denote vectors. A function \( \epsilon(\lambda) \) is said negligible in \( \lambda \) (denoted as \( \epsilon(\lambda) = \text{negl}(\lambda) \)) if \( \epsilon(\lambda) = O(\lambda^{-c}) \) for every constant \( c > 0 \). Also, we often write \( \text{poly}(\cdot) \) to denote a function that can be expressed as a polynomial.

2.1 Circuits

We use a modeling of circuits similar to the one in [2]. We define circuits as 6-tuples \( C = (n, u, q, L, R, G) \). The value \( n \geq 1 \) denotes the number of inputs to the circuit, \( u \geq 1 \) is the number of outputs and \( q \geq 1 \) is the number of gates. Let \( w \) denote the total number of wires in the circuit. For the circuits considered in this work \( w = n + q \). The functions \( L \) and \( R \) define respectively the left and right input wire to any given gate \( g \in [q] \), formally, \( L, R : [q] \rightarrow [w] \cup \{0\} \). Finally, \( G : [q] \rightarrow \{0, 1\} \) encodes the gates by mapping each gate \( g \in [q] \) into a single bit \( G_g \). In our construction we treat circuit descriptions \( C \) as binary strings. Similarly to [2], the size of our circuit description is quasi-linear in the number of wires: \(|C| \in O(w \lg(w))\). Differently from [2], we number gates from 1 to \( q \) (instead of from \( n + 1 \) to \( n + q \)) and label the outgoing wire of a gate \( g \) as \( g + n \). Moreover, we introduce the 0 wire to denote constant output gates, e.g., no-input gates or gates that have the same output independently of the input values, and allow for a gate to have the same left and right input, i.e., \( L(g) \leq R(g) < g + n \).

We explain the procedure to evaluate a 1-output, \( n \)-input circuit. The formal description of generic circuit evaluation is deferred to Appendix B due to space constraints. Given \((x_1, \ldots, x_n)\) and the circuit description \( C = (n, 1, q, L, R, G) \), compute \( y = C(x_1, \ldots, x_n) \) as follows. Retrieve the label of the left and right input wires to gate \( g = i \), for \( i = 1, 2, \ldots, q \). Let \( l \leftarrow L(i) \) and \( r \leftarrow L(i) \). Create a new variable \( x_{n+i} \in \{0, 1\} \). If \( l = 0 \neq r \), assign \( x_{n+i} \leftarrow G(i) \). Otherwise, by definition \( l \neq 0 \neq r \), retrieve the values \( x_l \) and \( x_r \), and return \( x_{n+i} \leftarrow x_l \) if \( G(i) = 0 \), or \( x_{n+i} \leftarrow \text{NAND}(x_l, x_r) \) if \( G(i) = 1 \). The output is \( x_{n+q} = y = C(x_1, \ldots, x_n) \).

Another interesting operation on circuits is circuit composition. A circuit \( C_1 \) is composable with another circuit \( C_2 \) if and only if \( u_1 = u_2 \). Intuitively, composition connects each output wire of \( C_1 \) with one input wire of \( C_2 \). Due to space restriction the detailed description of sequential circuit composition is left to Appendix B.
here we limit to provide an intuition. Let \( C_3 = C_1 \triangleright C_2 \), where \( \triangleright \) denotes the sequential circuit composition. The circuit \( C_3 \) has the same number of input wires as \( C_1 \) (i.e., \( n_3 = n_1 \)), the same number of output wires as \( C_2 \), (i.e., \( u_3 = u_2 \)), a number of gates equal to \( q_3 = q_1 + q_2 \), and \( G_3 = G_1 \parallel G_2 \). The function \( L_3 \) is defined as the concatenation \( L_1 = L_1 \parallel L_2 \) where \( L_2' (g) = L_2(g) + w_1 - u_1 \), if \( L_2(g) \neq 0 \), and 0 otherwise (to preserve constant output gates). The right-input function \( R_3 \) is defined analogously.

### 2.2 Multi-Key Homomorphic Signatures

We recall the definitions of Fiore et al. [13] for multi-key homomorphic authenticators, adapted to the case of signature schemes only.

We start by recalling the notion of labeled programs of Gennaro and Wichs [17].

**Labeled Programs [17].** A labeled program \( P \) is a tuple \((C, \ell_1, \ldots, \ell_n)\), such that \( C : M^n \to M \) is a function of \( t \) variables (e.g., a circuit) and \( \ell_i \in \{0, 1\}^* \) is a label for the \( i \)-th input of \( C \). Labeled programs can be composed as follows: given \( P_1, \ldots, P_n \) and a function \( G : M^n \to M \), the composed program \( P^* \) is the one obtained by evaluating \( G \) on the outputs of \( P_1, \ldots, P_n \), and it is denoted as \( P^* = G(P_1, \ldots, P_n) \). The labeled inputs of \( P^* \) are all the distinct labeled inputs of \( P_1, \ldots, P_n \) (all the inputs with the same label are grouped together and considered as a unique input of \( P^* \)).

In the multi-key setting, following [17], we consider labels where \( \ell = (id, \tau) \), such that \( id \) is a given client identity and \( \tau \) is a tag which refers to the client’s input data. To ease the reading, we use the compact and improper notation \( id \in P \) meaning that there exists at least one index label \( \ell \) in the description of \( P = (C, (\ell_1, \ldots, \ell_n)) \) such that \( \ell = (id, \tau) \) for some string \( \tau \).

**Definition 3.1 (Multi-Key Homomorphic Signature [13]).** A multi-key homomorphic signature scheme \( \text{MKHS} \) is a tuple of five PPT algorithms \( \text{MKHS} = (\text{MKHS.Setup}, \text{MKHS.KeyGen}, \text{MKHS.} \sigma, \text{MKHS.Eval}, \text{MKHS.Verify}) \) that satisfy the properties of authentication correctness, evaluation correctness, succinctness and security. The algorithms are defined as follows:

\( \text{MKHS.Setup}(\lambda) \). The setup algorithm takes as input the security parameter \( \lambda \) and outputs some public parameters \( pp \) including a description of an identity space \( ID \), a tag space \( \mathcal{T} \) (these implicitly define the label space \( \mathcal{L} = ID \times \mathcal{T} \)), a message space \( M \) and a set of admissible functions \( \mathcal{F} \). The \( pp \) are input to all the following algorithms, even when not specified.

\( \text{MKHS.KeyGen}(pp) \). The key generation algorithm takes as input the public parameters and outputs a pair of keys \((sk, pk)\), where \( sk \) is a secret signing key, while \( pk \) is the public evaluation and verification key.

\( \text{MKHS.} \sigma(sk, \Delta, \ell, m) \). The sign algorithm takes as input a secret key \( sk \), a dataset identifier \( \Delta \), a label \( \ell = (id, \tau) \) for the message \( m \), and it outputs a signature \( \sigma \).

\( \text{MKHS.Eval}(P, \Delta, \{(\sigma_i, pk_{\Delta,i})\}_{i \in [n]}) \). The evaluation algorithm takes as input a labeled program \( P = (C, (\ell_1, \ldots, \ell_n)) \), where \( C \) is an \( n \)-input circuit \( C : M^n \to M \), a dataset identifier \( \Delta \) and a set of signature and public-key pairs \( \{(\sigma_i, pk_{\Delta,i})\}_{i \in [n]} \). The output is an homomorphic signature \( \sigma \).
The verification algorithm takes as input a labeled program \( P = (C, (\ell_1, \ldots, \ell_n)) \), a dataset identifier \( \Delta \), the set of public keys \( \{pk_{id}\}_{i \in P} \) corresponding to those identities \( id \) involved in the program \( P \), a message \( m \) and an homomorphic signature \( \sigma \). It outputs 0 (reject) or 1 (accept).

**Remark 3.1 (Single/Multi-Hop Evaluation).** Similarly to fully homomorphic encryption, we call a (multi-key) homomorphic signature \( i \)-Hop if the \( \text{Eval} \) algorithm can be executed on its own outputs up to \( i \) times. We call single-hop a scheme where \( \text{Eval} \) can be executed only on fresh signatures, i.e., generated by \( \sigma \), whereas a multi-hop scheme is a scheme that is \( i \)-Hop for all \( i \).

**Authentication Correctness.** A multi-key homomorphic signature satisfies authentication correctness if for all public parameters \( pp = \text{MKHS.Setup}(1^\lambda) \), any key pair \( (sk_{id}, pk_{id}) = \text{MKHS.KeyGen}(pp) \), any dataset identifier \( \Delta \), any label \( \ell = (id, \tau) \in \mathcal{L} \), any message \( m \in \mathcal{M} \) and any signature \( \sigma = \text{MKHS.} \sigma(sk, \Delta, \ell, m) \), it holds that

\[
\Pr[\text{MKHS.Verify}(\mathcal{I}_\ell, \Delta, pk, m, \sigma) = 1] \geq 1 - \text{negl}.
\]

**Evaluation Correctness.** A multi-key homomorphic signature satisfies evaluation correctness if

\[
\Pr[\text{MKHS.Verify}(\mathcal{P}', \Delta, \{pk_{id}\}_{id \in \mathcal{P}'}, m', \sigma') = 1] \geq 1 - \text{negl}
\]

where the equality holds for a fixed description of the public parameters \( pp = \text{MKHS.Setup}(1^\lambda) \), an arbitrary set of honestly generated keys \( \{(sk_{id}, pk_{id})\}_{id \in \mathcal{I}} \) for some \( \mathcal{I} \subseteq \mathcal{I} \), with \( |\mathcal{I}| = t \), a dataset identifier \( \Delta \), a function \( C : \mathcal{M}^n \to \mathcal{M} \), and any set of program/message/signature triples \( \{(\mathcal{P}_i, m_i, \sigma_i)\}_{i \in [n]} \) such that

- \( \text{MKHS.Verify}(\mathcal{P}_i, \Delta, \{pk_{id}\}_{id \in \mathcal{P}_i}, m_i, \sigma_i) = 1 \) for all \( i \in [n] \), and \( m_i = g(m_1, \ldots, m_n) \),
- \( \mathcal{P}' = g(\mathcal{P}_1, \ldots, \mathcal{P}_n) \), and \( \sigma' = \text{Eval}(C, \{(\sigma_i, PK_i)\}_{i \in [n]}) \) where \( PK_i = \{pk_{id}\}_{id \in \mathcal{P}_i} \).

**Succinctness.** Succinctness is one of the crucial properties that make multi-key homomorphic signatures an interesting primitive. Intuitively, a MKHS scheme is succinct if the size of every signature depends only logarithmically on the size of a dataset. More formally, let \( pp = \text{MKHS.Setup}(1^\lambda), \mathcal{P} = (C, (\ell_1, \ldots, \ell_n)) \) with \( \ell_i = (id_i, \tau_i) \), \( (sk_{id}, pk_{id}) = \text{MKHS.KeyGen}(pp) \) for all \( id \in [n] \), and \( \sigma_i = \text{MKHS.}\sigma(sk_{id}, \ell_i, m_i) \), for all \( i \in [n] \), then MKHS has succinct signatures if there exists a fixed polynomial \( \text{poly}(\cdot) \) such that \( \text{size}(\sigma) = \text{poly}(\lambda, t, \log n) \) where \( \sigma = \text{MKHS.Eval}(\mathcal{P}, \{(\sigma_i, pk_{id_i})\}_{i \in [n]}) \).

**Security.** We adopt Fiore et al.’s security model [13]. Very intuitively, a multi-key homomorphic signature scheme is secure if the adversary, who can request to multiple users signatures on messages of its choice, can produce only signatures that are either the ones it received, or ones that are obtained by correctly executing the \( \text{Eval} \) algorithm. In addition, in the multi-key setting the adversary is also allowed to corrupt users but this shall not affect the integrity of computations performed on data signed by other (un-corrupted) users of the system.

Formally, the security is defined via the MK-HomUF-CMA security experiment below.
Setup. The challenger \( \mathcal{C} \) runs MKHS.Setup\( (1^\lambda) \) and sends the output public parameters pp to the adversary \( \mathcal{A} \).

Sign Queries. The adversary can adaptively submit queries of the form \((\Delta, \ell, m)\), where \( \Delta \) is a dataset identifier, \( \ell = (id, \tau) \) is a label in \( ID \times \mathcal{T} \) and \( m \in \mathcal{M} \) is a message. The challenger answers the queries performing all the 1-4 checks below:

1. If \((\ell, m)\) is the first query for the dataset \( \Delta \), the challenger initializes an empty list \( L_{\Delta} = \emptyset \).
2. If \((\Delta, \ell, m)\) is the first query with identity \( id \), the challenger generates the keys for that identity: \((sk_{id}, pk_{id}) \leftarrow KeyGen(pp)\). and proceeds to step 3.
3. If \((\Delta, \ell, m)\) is such that \((\ell, m) \notin L_{\Delta} \), the challenger computes \( \sigma \leftarrow MKHS.\sigma(sk_{id}, \Delta, \ell, m) \) (this is possible since \( \mathcal{C} \) has already generated the keys for the identity \( id \)). Then the challenger updates the list \( L_{\Delta} \leftarrow L_{\Delta} \cup (\ell, m) \) and returns \((\sigma, pk_{id})\) to \( \mathcal{A} \).
4. If \((\Delta, \ell, m)\) is such that \((\ell, \cdot) \notin L_{\Delta} \), that is, the adversary had already made a query \((\Delta, \ell, m')\) for some message \( m' \), the challenger ignores the query. Note that this means that for a given \((\Delta, \ell)\) pair only one message can be obtained.

Corruption Queries. At the beginning of the game, the challenger initialises an empty list \( L_{corr} = \emptyset \) of corrupted identities. During the game, the adversary can adaptively perform corruption queries by sending \( id \in ID \) to the challenger. If \( id \notin L_{corr} \), the challenger updates the list \( L_{corr} \leftarrow L_{corr} \cup id \) and answers the query with the pair \((sk_{id}, pk_{id})\) generated using KeyGen (if not done before). If \( id \in L_{corr} \), the challenger replies with keys \((sk_{id}, pk_{id})\) assigned to \( id \) before.

Forgery. At the end of the game, the adversary outputs a tuple \( (\mathcal{P}^*, \Delta^*, \{pk_{id}^*\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) \). The experiment outputs 1 if the tuple returned by \( \mathcal{A} \) is a forgery (defined below), and 0 otherwise.

A MK-HS scheme MKHS is unforgeable if for every PPT adversary \( \mathcal{A} \), its advantage \( Adv_{\mathcal{A}}^{MKHS}(\lambda) = \Pr_{\mathcal{C}}[\text{MK-HomUF-CMA}_{\mathcal{A}}^{MKHS}(\lambda) = 1] \) is \( \text{negl}(\lambda) \).

Definition 3.2 (Forgery). We consider an execution of MK-HomUF-CMA where \((\mathcal{P}^*, \Delta^*, \{pk_{id}^*\}_{id \in \mathcal{P}^*}, y^*, \sigma^*)\) is the tuple returned by \( \mathcal{A} \) at the end of the experiment. Let \( \mathcal{P}^* = (C^*, \ell_1^*, \ldots, \ell_n^*) \). The adversary’s output is said to be a successful forgery against the multi-key homomorphic signature scheme if: MKHS.Verify\((\mathcal{P}^*, \Delta^*, \{pk_{id}^*\}_{id \in \mathcal{P}^*}, y^*, \sigma^*)\)) = 1 and at least one of the following conditions hold:

Type-1 forgery: the dataset \( \Delta^* \) was never initialised.

Type-2 forgery: for all \( id \in \mathcal{P}^* \), \( id \notin L_{corr} \) and \((\ell_i^*, m_i) \in L_{\Delta^*} \) for all \( i \in [n] \), but \( y^* \neq C^*(m_1, \ldots, m_n) \).

Type-3 forgery: there exists (at least) one index \( i \in [n] \) such that \( \ell_i^* \) was never queried, i.e., \((\ell_i^*, \cdot) \notin L_{\Delta^*} \) and \( id_i \notin L_{corr} \) is a non-corrupted identity.
Non-adaptive corruption queries. We also recall a proposition given in [14], which shows that it is sufficient to prove security for non-adaptive corruption queries. This is a setting where the adversary \( A \) can perform corruption queries only on identities for which no signature query had already been performed. This proposition can be used to simplify security proofs.

**Proposition 3.1** ([14]). MKHS is secure against adversaries that do not make corruption queries if and only if MKHS is secure against adversaries that make non-adaptive corruption queries.

### 2.3 Homomorphic Signatures

Despite some minor syntactic modifications, homomorphic signatures can be seen as a special case of multi-key homomorphic signatures for algorithms that run on inputs by a single user only. For the purpose of this work, single-key homomorphic signature schemes are defined by five PPT algorithms \( HS = (HS.\text{Setup}, HS.\text{KeyGen}, HS.\text{Sign}, HS.\text{Eval}, HS.\text{Verify}) \) that have the same input-output behavior as the corresponding algorithms in MKHS except:

- There is no identity space \( \mathbb{ID} \) and the labels are simply \( \ell = \tau \).
- The evaluation algorithm \( HS.\text{Eval} \) takes as input a circuit \( C \), a single public key \( pk \) and a set of signatures \( \sigma_1, \ldots, \sigma_n \). In particular \( HS.\text{Eval} \) runs without labels or dataset identifier.
- The verification algorithm \( HS.\text{Verify} \) accepts inputs from a single user only, i.e., the labeled program \( P \) is of the form \( P = (C, (\tau_1, \ldots, \tau_n)) \) and only one public key \( pk \) is provided.

The properties of authentication and evaluation correctness are analogous to the ones for MKHS in the case of computations on inputs by a single client. Regarding succinctness, a homomorphic signature scheme \( HS \) has succinct signatures if the size of any signature \( \sigma \) output by \( HS.\text{Eval} \) depends only logarithmic in the number \( n \) inputs to the labelled program, i.e., \( size(\sigma) = poly(\lambda, \log(n)) \).

Finally, we observe that the specialization to the single-key setting of the above security definition corresponds to the strong-adaptive security definition of \( HS \) that is formalized in [7]. In particular, the definitions in [7] allow for a simple treatment of Type-3 forgeries. In [7] it is also shown that \( HS \) constructions for circuits that are secure in this stronger model can be generically built, e.g., from [19].

### 3 The Matrioska compiler

In this section we present our main result, which is a generic compiler, which we call Matrioska, from a single-key homomorphic signature scheme \( HS = (HS.\text{KeyGen}, HS.\sigma, HS.\text{Eval}, HS.\text{Verify}) \) to a (single-hop) multi-key scheme \( MKHS = (MKHS.\text{KeyGen}, MKHS.\sigma, MKHS.\text{Eval}, MKHS.\text{Verify}) \).

The result is summarized in the following theorem:

**Theorem 3.2.** Let \( HS \) be a homomorphic signature scheme that is correct and unforgeable. Then, for any given integer number \( T \geq 1 \) there exists a multi-key homomorphic signature scheme \( MKHS(HS, T) \) that supports computations on signatures generated using at most \( T \) distinct keys, it is correct and unforgeable. Furthermore, if \( HS \) supports circuits of maximum size \( s \) and maximum depth \( d \) and it has succinctness \( l \), then \( MKHS(\Sigma, T) \) on \( T \) distinct users has succinctness
More precisely, $d_{\text{HSV}}$ expresses the depth of the circuit for the verification algorithm $\text{HS.Verify}$ as a function of its input length (which includes the description of the labeled program $P$); $c_s$ is a constant such that the size of $\text{HS.Verify}$ on input a circuit $C$ is $\text{size}(C)^{c_s}$. Notice that by efficiency of $\text{HS}$ (i.e., its algorithms are polynomial time), such $c_s$ exists, and $d_{\text{HSV}}$ can, in the worst case, also be written as $\text{size}(C)^{c_d}$ for some other constant $c_d$.

The above theorem can be instantiated in two ways. If $\text{HS}$ is a fully-homomorphic signature (whose existence is not yet known), then for any $s' = \text{poly}(\lambda)$ and for any constant number $T$, we are guaranteed that $\text{HS}$ is executed on poly-sized circuits. Otherwise, if $\text{HS}$ is an HS for circuits of bounded polynomial depth (and of any, or bounded, polynomial size), as e.g., $\text{HJS}$, then for any $s' = \text{poly}(\lambda)$ and for any fixed number of keys $T$, we can derive a polynomial bound $d$ on the depth.

Let us now turn to the proof of Theorem 5.2. This is constructive. First we show a method to define $\text{MKHS}$ given a $\text{HS}$ scheme and a value $T$. Next, in a sequence of lemmas, we prove all the properties stated in the theorem.

Our construction is rather involved. Therefore, to help the reader, in the next section we first illustrate our ideas for a simple case of a computation that takes inputs from three different users, and then, in Section 5.2, we describe the full compiler.

### 3.1 An intuition: the three-client case

We provide here a simplified example to explain the core idea of our Matroska compiler. To ease the exposition we consider the case $t = 3$ (three clients with identities $id_1, id_2$ and $id_3$) and deliberately remove dataset identifiers. A detailed description for $t = n = 3$ is deferred to Appendix B.

Let $P = (C, (\ell_1, \ldots, \ell_n))$ be a labelled program, where $C$ a $(n)$-input circuit (with $n = n_1 + n_2 + n_3$) and the labels $\ell_i = (id_i, \tau_i)$ are ordered, i.e., first $n_1$ inputs belong to client $id_1$, the subsequent $n_2$ to $id_2$ and the last $n_3$ inputs to $id_3$. Let $\sigma_i$ be the signature on message $m_i$ for the label $\ell_i$. For simplicity assume that $C(m_1, \ldots, m_n) = y = 1$.

#### Step 1. We want extract from $C$ a circuit that contains only inputs by clients $id_2$ and $id_3$. To this end, we define $E_1$ as the partial evaluation of $C$ on the messages $m_{n_1+1}, \ldots, m_n$. Thus, $E_1$ is an $n_1$-input circuit with hardwired in it the inputs by clients $id_2$ and $id_3$. In our framework $E_1$ is obtained with two basic operations on the bit string $C$: (1) setting any gate $g$ with left or right input wire in $[n] \setminus [n_1]$ to be a constant gate (i.e., setting the bits $L(g)$ and $R(g)$ to 0), and (2) initializing the now constant gate to the value $m_i$ for $i \in [n] \setminus [n_1]$. At this point we obtained a circuit with inputs of a single client only, and we can run $\hat{\sigma}_1 \leftarrow \text{HS.Eval}(E_1, pk_{id_1}, \sigma_2, \ldots, \sigma_n)$. By construction $E_1(m_1, \ldots, m_n) = C(m_1, \ldots, m_n) = 1$, therefore $\text{HS.Verify}((E_1, (\tau_1, \ldots, \tau_n)), pk_{id_1}, \hat{\sigma}_1, 1) = 1$.

#### Step 2. The actual inductive procedure begins now. We wish to verify the correctness of $\hat{\sigma}_1$ using the messages input by client $id_2$ as variables. Consider the input to the (single-client) verification as the string $S_1 = ((E_1, (\tau_1, \ldots, \tau_n)), pk_{id_1}, \hat{\sigma}_1, 1)$. Recall that to construct the circuit $E_1$ we used the messages $m_{n_1+1}, \ldots, m_n$ (hardwired in its gate description). To free the inputs by client $id_2$ we modify $S_1$ in the
following way: (1) identify the gates that contain the messages $m_{n_1+1}, \ldots, m_{n_1+n_2}$, (2) turn these gates into input gates by setting the left/right wires to the opportunity values $w$ (using $P$). Let us (formally) consider HS.Verify on the modified string $S_1$, this is a proper circuit $E_2$ such that $E_2(m_{n_1+1}, \ldots, m_{n_1+n_2}) = \text{HS.Verify}(E_1, (\tau_1, \ldots, \tau_{n_1})), \text{pk}_{id_1}, \tilde{\sigma}_1, 1) = 1$. Being $E_2$ a single-client circuit we can run $\tilde{\sigma}_2 \leftarrow \text{HS.Eval}(E_2, \text{pk}_{id_2}, \sigma_{n_1+1}, \ldots, \sigma_{n_1+n_2})$.

**Step 3.** This is analogous to Step 2: we wish to verify the correctness of $\tilde{\sigma}_2$ using the messages input by client id$_3$ as variables and define a circuit that is completely determined by public values, no hard-wired message value. Let $S_2 = ((E_2, (\tau_{n_1+1}, \ldots, \tau_{n_1+n_2})), \text{pk}_{id_2}, \tilde{\sigma}_2, 1)$, we free the inputs by client id$_3$ as in Step 2. We define $E_3$ as the formal evaluation of HS.Verify on the modified string $S_2$. By construction it holds that $E_3(m_{n_1+n_2+1}, \ldots, m_{n_2}) = \text{HS.Verify}(E_2, (\tau_{n_1+1}, \ldots, \tau_{n_1+n_2})), \text{pk}_{id_2}, \tilde{\sigma}_2, 1) = 1$, and we can run $\tilde{\sigma}_3 \leftarrow \text{HS.Eval}(E_3, \text{pk}_{id_3}, \sigma_{n_1+n_2+1}, \ldots, \sigma_{n_2})$.

The multi-key homomorphic evaluation algorithm outputs $\tilde{\sigma} = (\tilde{\sigma}_1, \tilde{\sigma}_2, \tilde{\sigma}_3)$.

The Matrioska verification procedure needs only reconstruct the final circuit $E_3$, as this is fully determined by the public values ($P, \text{pk}_{id_3}, \text{pk}_{id_2}, \tilde{\sigma}_1, \tilde{\sigma}_2, \text{HS.Verify}, 1$). Let $E_3 = (E_3, (\tau_{n_1+n_2+1}, \ldots, \tau_{n_2})), \text{HS.Verify}(E_3, \text{pk}_{id_3}, \tilde{\sigma}_3, 1)$, the verification concludes by running the single-key verification algorithm: $\text{HS.Verify}(E_3, \text{pk}_{id_3}, \tilde{\sigma}_3, 1)$.

### 3.2 The Matrioska Compiler

In this section we describe our compiler in the general case of computing on signatures generated by $t$ different keys.

**Definition 3.3 (Matrioska).** Let $\text{HS} = (\text{HS.Setup}, \text{HS.KeyGen}, \text{HS.}\sigma, \text{HS.Eval}, \text{HS.Verify})$ be a single-key homomorphic signature scheme, we define a multi-key homomorphic signature scheme MKHS as follows:

$\text{MKHS.Setup} (1^\lambda, T, s', d') \rightarrow \text{pp}$. The set-up algorithm takes as input the security parameter $\lambda$, a positive integer $T$ that represents a bound for the maximal number of distinct identities involved in the same homomorphic computation, and bounds $s', d' = \text{poly}(\lambda)$ on the size and depth respectively of the circuits used in the MKHS.Eval and MKHS.Verify algorithms. Setup first uses $T, s', d'$ to derive two integers $s$ and $d$ such that $s > (s')^c T^{-1}$ and $d > \text{max}\{d', \text{dMsg}(s')^c T^{-1}, \lambda\}$. Next, it runs $\text{HS.Setup} (1^\lambda, s, d)$ to obtain a tag space $T$ (which corresponds to the label space of HS), a message space $M$ and a set of admissible circuits $\mathcal{P}$

\text{Labels of the multi-key scheme are defined as pairs } \ell = (id, \tau) \in ID \times T, \text{ where the first entry is a client-identity identifier. Labeled programs are of the form } P = (C, (\ell_1, ..., \ell_t)) \text{ with labels as above.}

$\text{MKHS.KeyGen} (\text{pp}) \rightarrow (\text{pk}, \text{sk})$. The multi-key key-generation algorithm runs the algorithm HS.KeyGen to obtain a public-secret key pair. This key-pair will be associated to an identity $id \in ID$. When we need to distinguish among clients we make the dependency on the identity explicit, e.g., $(\text{pk}_{id}, \text{sk}_{id})$.

$\text{MKHS.}\sigma (\text{sk}, \Delta, \ell, m) \rightarrow \sigma$. This algorithm takes as input a secret key $\text{sk}$, a data set identifier $\Delta$ (e.g., a string), a label $\ell = (id, \tau)$ for the message $m$. It outputs

$$\sigma \leftarrow \text{HS.}\sigma (\text{sk}_{id}, \Delta, \tau, m).$$

Without loss of generality we assume that $\sigma$ includes $m$.

\[\text{If HS works without these a-priori bounds, it is enough to run HS.Setup}(1^\lambda).\]
In this case all the inputs to the labeled program belong to the form \( \ell_j = (\text{id}_j, \tau_j) \) for some \( i \in [t] \) and \( \tau_j \in \mathcal{T} \), where \( t \leq T \).

**The case \( t = 1 \)** In this case all the \( n \) signatures belong to the same user, that is to say, there exists an identity \( \text{id} \in \mathcal{ID} \) such that for all \( j \in [n] \) the labels are of the form \( \ell = (\text{id}, \tau_j) \) for some \( \tau_j \in \mathcal{T} \). Thus, it is possible to run the classical evaluation algorithm of \( \text{HS} \) and the output of the multi-key evaluation algorithm for \( t = 1 \) is:

\[
\tilde{\sigma} = \tilde{\sigma}_{\text{id}} \leftarrow \text{HS.Eval}(E_0, \text{pk}_{\text{id}}, (\sigma^1_1, \ldots, \sigma^1_n)).
\]  

**The case \( t \geq 2 \)** In this case the inputs to the labeled program belong to \( t \) distinct users. Without loss of generality, we assume that the labels are ordered per client identity, i.e., all the labels between \( \ell_i \) and \( \ell_{i+1} \) are of the form \( (\text{id}_i, \ast) \). For each \( i \in [t] \) the signature vector \( \tilde{\sigma}_i \) is \( \tilde{\sigma}_i = (\sigma^1_1, \ldots, \sigma^1_n) \) for opportune values \( n_i \in [n-t+1] \) satisfying \( \sum_{i=1}^{t-1} n_i = n \). Let \( t_i = (\sum_{j=0}^{i-1} n_j) + 1 \), where we set \( n_0 = 0 \), then \( t_i \) corresponds to the index of first input of identity \( \text{id}_i \). The multi-key homomorphic evaluation performs the following \( t + 1 \) steps.

**Step 0.** Given \( \mathcal{P} = (C, (\ell_1, \ldots, \ell_n)) \) retrieve the messages corresponding to the labels \( \ell_1, \ldots, \ell_n \). For notation sake let \( m_j \) be the message corresponding to label \( \ell_j \). Compute the value \( y = C(m_1, \ldots, m_n) \). Define a single-input single-output circuit \( \text{EQ}(x) \) that outputs 1 if and only if \( x = y \).\(^{15}\) Construct \( E_0 = C \circ \text{EQ} = (n_1, q_0, L_0, R_0, G_0) \). The properties of \( \text{EQ} \) imply that:

\[
E_0(x_1, \ldots, x_n) = 1 \text{ if } C(x_1, \ldots, x_n) = y.
\]  

Note that \( E_0 \) can be constructed directly from \( C \) and \( y \), moreover

\[
E_0(m_1, \ldots, m_n) = 1.
\]  

**Step 1.** We build a \( n_1 \)-input circuit \( E_1 \) that corresponds to a partial evaluation of \( E_0 \) on the inputs of identities \( \text{id}_j \) with \( j > 1 \). Given \( E_0 = (E_0', (\ell_1, \ldots, \ell_n)) \), the signatures \( \tilde{\sigma}_1 = (\sigma^1_1, \ldots, \sigma^1_n) \) and the messages \( m_{n_1+1}, \ldots, m_n \) do:

- Define the mask circuit \( M_1 = (n_1, n, n, L'_1, R'_1, G'_1) \) where:

\[
L'_1(j) = R'_1(j) = \begin{cases} 1 & \text{for } j \in [n_1] \\ 0 & \text{for } j \in [n] \setminus [n_1] \end{cases} \quad \text{and} \quad G'_1 = \begin{cases} 0 & \text{for } j \in [n_1] \\ m_j & \text{for } j \in [n] \setminus [n_1] \end{cases}.
\]

By construction \( M_1(b_1, \ldots, b_{n_1}) = (b_1, b_{n_1}, m_{n_1+1}, \ldots, m_n) \).

- Compose \( M_1 \) with \( E_0 \) to obtain \( E_1 = M_1 \circ E_0 = (n_1, 1, q_1, L_1, R_1, G_1) \) where:

\[
q_1 = q_0 + n; \quad G_1 = (G'_1 || G_0); \quad L_1(g) = L'_1(g) \text{ for } g \in [n], \quad L_1(g) = (L_0(g - n + 1) + 1) \text{ for } g \in [n + 1, n + q_0] \text{ if } L_0(g - n + 1) \neq 0 \text{ and } 0 \text{ whenever } L_0(g - n + 1) = 0. \]

The function \( R_1(g) \) is defined analogously. Equation (11) implies

\[
E_1(m_1, \ldots, m_n) = 1.
\]  

- Compute \( \tilde{\sigma}_1 \leftarrow \text{HS.Eval}(E_1, \text{pk}_{\text{id}_1}, \tilde{\sigma}_1) \). This is possible since \( E_1 \) is a circuit involving only inputs of client \( \text{id}_1 \).

\(^{15}\) An explicit construction of the circuit \( \text{EQ} \) is given in Definition (9) in Appendix (5).
Remark 3.2. Let $E_i = (E_i, (\tau_1, \ldots, \tau_{n_i}))$. Equation (12) and the correctness of the HS scheme imply HS.Verify($E_{i-1}, \Delta, pk_{id}, \sigma_1, 1$) = 1.

Step i for $i \in [2, t]$. The goal is to construct an $n_i$-input circuit $E_i$ using $E_{i-1} = (E_{i-1}, (\tau_1, \ldots, \tau_{i-1}+1), \Delta, pk_{id}$, and $\sigma_i = (\sigma_1, \ldots, \sigma_{n_i})$). This will be possible using the circuits $HSV_i = (n_{HSV_i}, l_{HSV_i}, L_{HSV_i}, R_{HSV_i}, G_{HSV_i})$ for the (single-key) homomorphic signature verification against the value 1.

Let $S_{i-1} = (E_{i-1}, \Delta, pk_{id-1}, \sigma_{i-1})$ be a string of $n_{HSV_i} = size(S_{i-1})$ bits. Set $g_i = 1$.

The gates of $E_{i-1}$ that embed the $n_i$ values input by identity $id_i$ are located in the interval $I_i = [g_i, g_i + n_i]$, where $g_i = 3\log(N_i) + 2q_i - 1$ ($w_i$) + $g_i - 1 + n_{i-1}$ (see Appendix II.17.14 for an explanation).

- Define the mask circuit $M_i = (n_i, n_{HSV_i}, L_i', R_i', G_i')$ where

$$L_i'(g) = R_i'(g) = \begin{cases} 0 & \text{if } g \in [n_{HSV_i}] \setminus I_i \\ 1 & \text{if } g \in I_i \end{cases}$$

and

$$G_i'(g) = \begin{cases} S_{i-1}(g) & \text{if } g \in [n_{HSV_i}] \setminus I_i \\ 0 & \text{if } g \in I_i \end{cases}.$$

Note that for gates $g$ in the interval $I_i$, $L_i'(g) = 1$ and $G_i'(g) = 0$ which means that $M_i$ outputs its $n_i$ input bits exactly the interval $I_i$, while outside $I_i$, the output of $M_i$ is constant. In particular: $M_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) = S_{i-1}.$

- Compose $M_i$ with $HSV_i$ to obtain $E_i = M_i \triangleright HSV_i = (n_i, l_i, R_i, G_i)$ where:

$q_i = n_{HSV_i} + |HSV_i| + G_i$; $L_i = L_i'(g)$ for $g \in [n_{HSV_i}]$, $L_i(g) = L_{HSV_i}(g - n_{HSV_i} + 1) + n_i$, for $g \in [n_{HSV_i} + 1, q_i]$ if $HSV_i(g - n_{HSV_i} + 1) \neq 0$, and 0 otherwise; and $R_i$ is defined analogously. Circuit composition ensures that $E_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) =$ HS.Verify($E_{i-1}, \Delta, pk_{id-1}, \sigma_{i-1}, 1$). In particular, applying Remark VII.2 inductively we get:

$$E_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) = 1 \quad (13)$$

Note that $E_i$ can be constructed directly from $E_0$ given the values $m_{t_i}, \ldots, m_n$ and the public data $\Delta, pk_{id}$, $\sigma_j$ for $j \in [i-1]$. In more details, for $i \in [2, t]$ consider the set of bit strings: head$_i = (n_1, l_1, R_i, G_i)$ and tail$_i = (\tau_1, \ldots, \tau_{t_i+n_i}, \Delta, pk_{id-1}, \sigma_{i-1}, G_{HSV_i}).$

For every $i \in [2, t]$ head$_i$ and tail$_i$ are completely determined by the tags for identity $id_{i-1}$, the public key $pk_{id-1}$ and the evaluated signature $\sigma_{i-1}$. It is immediate to see that head$_i$ and tail$_i$ are respectively the head and the tail of the circuit description of $E_i$. The heart of the string $E_i$ is where “all the magic” happens:

$$\text{body}_i = \langle \text{head}_{i-1}, \ldots, \text{head}_2, 0, 0, \ldots, 0, m_{t_i}, \ldots, m_n, G_0, \text{tail}_2, \ldots, \text{tail}_i \rangle$$

---

Footnotes:

16. The readers can consider the circuit $HSV_i$ to be the representation of HS.Verify($E_{i-1}, \cdot, \cdot, \cdot$) where $E_{i-1}$ is a labelled program for a circuit of size at most $O(n_{HSV_i} + d_{HSV_i} + 1)$.

17. With abuse of notation one can think that $E_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) = M_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) \triangleright HSV_i = HSV_i(M_i(m_{t_i}, \ldots, m_{t_{i+n_i}}))$. Since $M_i(m_{t_i}, \ldots, m_{t_{i+n_i}}) = S_{i-1}$ the claim follows by the definition of $HSV_i$. 
In this case the labeled program \( E_t \) is completely determined by the labeled program \( \mathcal{E}_0 \) (to get the tags and the gate description \( G_0 \)), the dataset identifier \( \Delta \), the public keys \( \text{pk}_{id_i} \) and the signatures \( \sigma_i \) for \( i \in [t] \).

- **Compute** \( \hat{\sigma}_i \leftarrow \text{HS.Eval}(E_i, \text{pk}_{id_i}, \hat{\sigma}_i) \).

**Remark 3.3.** This is possible since \( E_i \) is a \( n_i \)-input circuit with inputs from the user \( id_i \) only. Equation (13) and the correctness of the HS scheme imply that

\[
\text{HS.Verify}(\mathcal{E}_i, \Delta, \text{pk}_i, 1, \hat{\sigma}_i) = 1. \tag{16}
\]

The output of the multi-key evaluation algorithm is the vector of \( t \) signatures: \( \hat{\sigma} = (\hat{\sigma}_1, \ldots, \hat{\sigma}_t) \).

**MKHS.Verify**(\( \mathcal{P}, \Delta, \{\text{pk}_{id_i}\}_{id \in \mathcal{P}}, y, \hat{\sigma} \)) \( \rightarrow \{0, 1\} \). The verification algorithm parses the labeled program as \( \mathcal{P} = (\mathcal{C}, (\ell_1, \ldots, \ell_n)) \) and checks the number \( 1 \leq t \leq T \) of distinct identities present among the \( n \) labels.

**The case** \( t = 1 \) **In this case all the inputs to the labeled program \( \mathcal{P} \) come from the same user and \( \hat{\sigma} = \hat{\sigma}_{id} \). In other words, all the labels are of the form \( \ell_j = (id, \tau_j) \) for an \( id \in \text{ID} \) and some \( \tau_j \in \mathcal{T} \). Set \( \mathcal{E}_0 = (\mathcal{C}, (\tau_1, \ldots, \tau_n)) \), notice that we removed the identity from the labels. The multi-key verification algorithm returns the output of

\[
\text{HS.Verify}(\mathcal{E}_0, \Delta, \text{pk}_{id}, 1, \hat{\sigma}_{id}) \tag{17}
\]

**The case** \( t \geq 2 \) **In this case the labeled program \( \mathcal{P} \) contains labels with \( t \geq 2 \) distinct identities and \( \hat{\sigma} = (\hat{\sigma}_1, \ldots, \hat{\sigma}_t) \). Without loss of generality, we assume that the labels are ordered per client identity and \( n_i \in [n - t + 1] \) is the number of labels with identity \( id_i \).

Define \( E_0 = (n_1, q_0, L_0, R_0, G_0) \) as the circuit \( E_0 = C \triangleright EQ \), where \( EQ(x) \) is the a single-input single-output circuit that outputs 1 if and only if \( x = y \). Thus, \( E_0(x_1, \ldots, x_n) = 1 \) whenever \( C(x_1, \ldots, x_n) = y \). As noted in the Step 0 of the multi-key homomorphic evaluation algorithm, \( E_0 \) is completely determined by \( \mathcal{P} \) and \( y \).

To verify the signature \( \hat{\sigma} \), the multi-key verification algorithm inductively creates the following strings for \( i \in [2, t] \):

\[
\begin{align*}
\text{head}_i &= (n_i, 1, q_i = n_{\text{HSV}} + q_{\text{HSV}}, L_i = (0, \ldots, 0, 1, \ldots, 1, 0, \ldots, 0), R_i = L_i) \\
&\quad (n_i-1)\text{-bits} (n_i-1)\text{-bits} \\
\text{tail}_i &= (\tau_{t-1}, \ldots, \tau_{t-1+n_i-1}, \Delta, \text{pk}_{id_{t-1}}, \hat{\sigma}_{id_{t-1}} G_{\text{HSV}}) \\
&\quad (\sum_{j=1}^{n_i-1} n_j)\text{-bits} (n-\sum_{j=1}^{n_i-1} n_j)\text{-bits}
\end{align*}
\]

where, the circuit \( \text{HSV}_i \) is the same as the one explained in MKHS.Eval, i.e., the \( \text{HSV}_i \) is the (single-key) homomorphic signature verification against the value 1. At this point the verifier can combine all the pieces to (re-)construct the description of the circuit \( E_t \):

\[
E_t = (\text{head}_t, \ldots, \text{head}_0, 0, \ldots, 0, G_0, \text{tail}_2, \ldots, \text{tail}_t). \tag{18}
\]
Let $E_t = (E_t, (\tau_1, \ldots, \tau_n))$, where we removed $\alpha$ from the labels. The verification returns:

\[
\text{HS.\!Verify}(E_t, \Delta, pk_{id}, \hat{\alpha}, 1).
\]  

(19)

**Remark 3.4.** Note that the $E_t$ constructed by the verifier via Equation (18) coincides with the one created by the evaluator via Equation (15).

### 3.3 Correctness and Succinctness of Matrioska

In what follows we show that the Matrioska scheme satisfies the properties stated in Theorem 3.2.

**Succinctness.** By construction, for a computation involving messages from $t$ users, our signatures consist of $t$ signatures of the single-input scheme. It is straightforward to see that if HS signatures have length bounded by some polynomial $l$, the size of Matrioska’s signatures is $\leq t \cdot l$, which is, asymptotically, the same level of succinctness as the MK-HS construction by Fiore et al. [14].

**Correctness.** The following two lemmas reduce the authentication and evaluation correctness of Matrioska multi-key homomorphic signatures to the authentication and evaluation correctness, respectively, of the underlying single-key HS scheme.

**Lemma 3.1.** Let HS be a single-key homomorphic signature scheme with authentication correctness, then the multi-key homomorphic signature scheme MKHS(HS, T) obtained from the Matrioska compiler of Definition \(\text{Def 3.3}\) achieves authentication correctness.

The proof is quite straightforward and uses the labeled identity program $I_\ell = (C_{id}, \ell)$. For more details check Appendix B.iii.1.

**Lemma 3.2.** Let HS be a single-key homomorphic signature scheme with evaluation correctness, then the multi-key homomorphic signature scheme MKHS(HS, T) obtained from the Matrioska compiler of Definition \(\text{Def 3.3}\) achieves evaluation correctness.

**Proof.** The evaluation correctness of Matrioska essentially follows from the evaluation correctness of HS and the way we (inductively) define the circuits $E_t$. Moreover, notice that our MK-HS scheme is single-hop, therefore we have to prove evaluation correctness with respect to computing on freshly generated signatures (given that authentication correctness is granted by the previous lemma).

Formally, we want to prove that for any labeled program $P = (C, (\ell_1, \ldots, \ell_n))$ with $C \in F$ an admissible circuit and $t \leq T$ distinct keys, if all the $n$ signatures are valid then the signature output by the multi-key evaluation algorithm verifies, that is:

\[
\sigma_j \leftarrow \text{MKHS.\!\sigma}(sk_{id_j}, \Delta, \ell_j, m_j), \forall j \in [n]
\]

\[
\bar{\sigma} \leftarrow \text{MKHS.\!Eval}(P, \Delta, \{\bar{\sigma}_i, pk_{id_i}\}_{i \in [t]})
\]

\[
\Rightarrow \text{MKHS.\!Verify}(P, \Delta, \{pk_{id}\}_{i \in P}, y, \bar{\sigma})
\]

Given the nature of the Matrioska approach, the proof proceeds by induction.

For $t = 1$, the Matrioska evaluation algorithm returns the output of HS.Eval (see Equation (4)) while the multi-key verification algorithm runs HS.Verify (see Equation (17)). Thus the correctness follows from the evaluation correctness of the single-key homomorphic signature scheme HS.
For \( t \geq 2 \) it is sufficient to notice that each \( E_i \) is defined in such a way that \( E_i(m_0, \ldots, m_{t+n}) = 1 \), for \( i \in [t] \) (see Equation (13)) and that the labeled program \( E \) reconstructed by the verifier coincides with the one defined in the evaluation algorithm. In details, given that the signatures \( \sigma_j \) with \( j \in [t_i, t_i + n_i] \) are valid, so is the (single-client) signature \( \sigma_i \rightarrow HS.Eval(E_i, pk_{id_i}, \sigma_i = (\sigma_i^1, \ldots, \sigma_i^{t_i+n_i})) \). By the correctness of HS it holds that \( HS.Verify(E_i, \Delta, pk_{id_i}, \sigma_i, 1) = 1 \) for all \( i \in [t] \) where \( E_i = (E_i, (\tau_1, \ldots, \tau_{t+n_i})) \). The equality between the \( t \)-th labelled program generated during the multi-key homomorphic evaluation and the \( E \) constructed in the verification procedure follows from three main observations. First, \( MKHS.Eval \) and \( MKHS.Verify \) compute the same initial circuit \( E_0 \), determined by \( \mathcal{P} \) and the value \( y \). Second, the strings \( \text{head} \) and \( \text{tail} \) used in the two algorithms are equivalent. Third, Equations (16) and (18) show that the two algorithms are reconstructing the same labelled program \( E_i \).

**Circuit Growth.** In what follows we analyze the size growth of the circuits \( E_i \) computed by the Matrioska compiler, and use this to prove the bounds in Theorem 3.2.

**Lemma 3.3.** Let \( HS \) be a correct single-key homomorphic signature scheme that supports computations on circuits of (maximum) depth \( d \) and size \( s \); then the multi-key homomorphic signature scheme \( MKHS(HS, T) \) obtained from the Matrioska compiler of Definition 3.2 supports homomorphic computations on circuits of size \( s' \) and depth \( d' \) provided that \( s > (s')^{c_t^{t-1}} \) and \( d > \max\{d', d_{HSV}(s')^{c_t^{t-1}}, \lambda\} \), where \( d_{HSV} \) and \( c_t \) are a function and a non-negative constant that depend on the single-key scheme \( HS \).

**Proof.** For \( t = 1 \), MKHS is running the plain algorithms of HS. Therefore MKHS supports circuits of size \( s' < s \) and depth \( d' < \max\{d, d_{HSV}(s)\} \).

For \( t > 1 \) the Matrioska compiler runs \( HS.Eval \) and \( HS.Verify \) on every \( E_i \) including \( E_t \). Since \( \{E_i\}_{i \in [t]} \) is a sequence of circuits of increasing size and depth we need to make sure that the circuit given as input to MKHS will grow into an \( E_t \) that is supported by HS.

We begin by analysing the size growth; this will be useful to obtain the bound on the depth. It is easy to see that \( size(E_0) \sim size(E_1) \), since we are only adding a few gates. The actual growth begins with \( i = 2 \). From this point on, in fact, the verification circuit \( HSV \) is contained in \( E_1 \). We assume that on input a circuit \( Z \) the verification circuit \( HSV \) has size \( size(HSV) \sim size(Z)^{c_1} \), for an opportune constant value \( c_1 \geq 1 \) (dependent on the HS scheme). This assumption follows simply by the fact that the HS algorithms must run in polynomial time and thus can be represented with polynomial-size circuits. By construction \( size(E_i) = size(E_{i-1})^{c_t} \) for every \( i \in [2, t] \). Let \( s' \) denote the size of the circuit \( C \) given in input to MKHS.\( Eval \), then it is clear that it is sufficient to have \( s > size(E_1) = (s')^{c_t^{t-1}} \), which proves the claim on the size in Lemma 3.2 and in Theorem 3.2. Detailed estimates of the circuit growth can be found in Appendix B.B.3.

Let \( d_{HSV} \) be a function that expresses the depth of the circuit \( HSV \) as a function of the length of its inputs. In Matrioska the inputs to \( HSV \) are a circuit \( E \) and a few more elements depending only on the security parameter \( \lambda \). Since the size of circuits \( E_i \) grow in size with \( i \) we consider the bound for the largest \( size(E_i) = (s')^{c_t^{t-1}} \). In this case \( depth(HSV_1) \sim d_{HSV}(size(E_{t-1}), \lambda) + 1 = d_{HSV}(s^{c_t^{t-1}}, \lambda) \). Therefore it must hold that \( d' \) and \( d_{HSV}(s^{c_t^{t-1}}, \lambda) < d \). Letting \( d \) be greater than the maximum
between \( d' \) and \( d_{HS}(s^{c_{i-1}}, \lambda) \) we ensure that \( E_i \) is supported by HS, and thus by MKHS. It is worth noticing that a polynomial-time HS.Verify implies the depth function \( d_{HS}(\cdot) \) to be, in the worst case, a polynomial.

\[ \square \]

### 3.4 Security of Matrioska

In this section we argue that Matrioska MKHS schemes are unforgeable provided that so is the underlying HS scheme. For the proof we rely on Proposition 3.3 from [13], which allows for a simpler treating of corruption queries. Due to space limit, the detailed proof appears in Appendix B.13 while below we give a proof sketch with the main intuition.

**Lemma 3.4.** Let HS be a secure single-key homomorphic signature scheme. Then the multi-key homomorphic signature scheme MKHS(HS, T) obtained from the Matrioska compiler of Definition 3.3 is secure. In particular, for any PPT adversary \( A \) making signing queries on at most \( Q_{ad} = \text{poly}(\lambda) \) distinct identities, there is a PPT algorithm \( B \) such that: \( \text{Adv}_{A}^{MKHS} \leq Q_{ad} \cdot \text{Adv}_{HS}^{HS} \).

**Proof sketch.** The idea is that a forger against our MKHS scheme must create a forgery for the HS scheme for at least one of the users, say \( id_\star \), involved in the computation. Thus the reduction \( B \), on input a public key \( pk \), makes a guess for \( j^* = i^* \), programs \( pk_{id_{\star}} = pk \) and generates all the other keys. This allows \( B \) to perfectly simulate all the signing queries (perfectly hiding \( j^* \) to \( A \)).

When \( A \) returns \((P^*, \Delta^*, (pk_{id})_{id \in P^*}, y^*, \sigma^*)\), with \( \sigma^* = (\sigma_1^*, \ldots, \sigma_t^*) \), the crucial part of the proof is showing the existence of an index \( i^* \) such that \( \sigma_i^* \) is a forgery for HS. Specifically:

- \( \sigma_i^* \) is of type-1 (\( \Delta^* \) is new). Then \( i^* = t \) and \( \sigma_i^* \) is a type-1 forgery against HS.

- \( \sigma_i^* \) is of type-2. This means: \( E_0(m_1, \ldots, m_n) = 0 \) while HS.Verify\((\xi, pk_{id}, 1, \sigma_i^*) = 1 \). Then we show that there must exist a “forking index” \( i^* \in [t] \) such that \( E_{i-1}(m_{i-1}, \ldots, m_{i-1+n_{i-1}}) = 0 \) but HS.Verify\((\xi, pk_{id}, \sigma_i^*, 1) = 1 \), that is, \( \sigma_i^* \) is a type-2 forgery against HS for the labeled program \( \xi_i \).

- \( \sigma_i^* \) is of type-3. If \( t = 1 \), then \( i^* = 1 \) and \( \sigma_1^* \) is a type-3 forgery against HS. If \( t > 1 \), let \( i \in [t] \) be the first index such that \( \exists j \in [n] : \ell_j = (id_i, \tau_j) \notin L_{\Delta^*} \), i.e., the first identity for which a type-3 forgery condition holds. Then, either \( \sigma_i^* \) is a type-3 forgery for HS for identity \( id_i \) (and thus \( i^* = i \)); or there is \( i^* > i \) such that \( \sigma_i^* \) is a type-2 forgery against identity \( id_i \). The latter can be argued by showing the existence of a “forking index” as in the previous case. In a nutshell, a type-3 forgery against MKHS comes either from a type-3 forgery at some index \( i \), or, the \( i \)-th signature is incorrect and thus there must be a type-2 forgery at a later index to cheat on the fact that verification at index \( i \) is correct.

Therefore, if \( j^* = i^* \) (which happens with non-negligible probability \( 1/Q_{ad} \)), \( B \) can convert \( A \)'s forgery into one for its challenger.
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Appendix

B.i Circuit evaluation and composition of circuits

In this work we define circuits as 6-tuples \( C = (n, u, q, L, R, G) \). We consider circuits of fan-in \( 2 \) only as any constant fan-in \( K \) circuit can be made into this form by paying a constant factor in the circuit’s depth and size. The largest component in the string \( C \) is the descriptions of the function \( L \) (and \( R \)), that is a sequence of \( q \) values in \( [w] \cup \{0\} \), therefore \( |L| = |R| = q \lg(w + 1) \). Hence, for a fixed and reasonable encoding it holds \( |C| \in O(w \lg(w)) \).

To show that this formalism is meaningful we describe two fundamental operations on circuits: circuit evaluation and circuit composition.

**Evaluating a Circuit.** In order to evaluate a circuit on a given input, we need a gate-functionality function that translates each bit in (the description of) \( G \) into the output of a gate. Let \( G(g) \) denote the \( g \)-th bit in the description of \( G \), we define the gate-functionality function \( \gamma : [q] \times \{0, 1\}^2 \to \{0, 1\} \) as:

\[
\gamma(g, x_1, x_r) = \begin{cases} 
G(g) & \text{if } L(g) = 0, \\
x_1 & \text{if } (L(g) \neq 0 \text{ and } G(g) = 0), \\
\text{NAND}(x_1, x_r) & \text{if } (L(g) \neq 0 \text{ and } G(g) = 1) 
\end{cases}
\]

Note that when \( L(g) = 0 \) the gate-functionality of \( g \) is the constant-gate that always returns the value \( G(g) \in \{0, 1\} \). Otherwise, \( g \) is a proper gate: if \( G(g) = 0 \) it returns the left input to \( g \), while if \( G(g) = 1 \) it returns the \text{NAND} between the two input values.

We define the evaluation function \( \text{ev}_\text{circ} \) on a circuit \( C = (n, u, q, L, R, G) \) and an \( n \)-bit string \( (x_1, x_2, \ldots, x_n) \) as:

\[
\text{process } \text{ev}_\text{circ}(C, (x_1, \ldots, x_n))
\]

\[
\text{for } g \text{ from 1 to } q \text{ do:}
\]

\[
i \leftarrow L(g); r \leftarrow R(g); x_g \leftarrow \gamma(g, x_1, x_r);
\]

\[
\text{return } (x_{n+q-u+1}, \ldots, x_{n+q}).
\]

We will often shorten \( \text{ev}_\text{circ}(C, (x_1, \ldots, x_n)) \) into \( C(x_1, \ldots, x_n) \).

**Sequential composition of circuits.** Given two circuits, \( C_1 \) and \( C_2 \), we say that \( C_1 \) is composable with \( C_2 \) if \( u_1 = n_2 \). We denote the circuit composition as \( C_3 = C_1 \triangleright C_2 \). The resulting circuit \( C_3 = (n_3, u_3, q_3, L_3, R_3, G_3) \) is defined as: \( n_3 = n_1, u_3 = u_2, q_3 = q_1 + q_2 \). Let \( w_i \) be the number of wires in \( C_i \), then

\[
L_3 = \begin{cases} 
L_1(i) & \text{for } i \in [w_1] \\
0 & \text{for } i \in [w_1 + w_2] \setminus [w_1] \text{ and } L_2(i - w_1) = 0 \\
L_2(i - w_1) + w_1 - u_1 & \text{for } i \in [w_1 + w_2] \setminus [w_1] \text{ and } L_2(i - w_1) \neq 0
\end{cases}
\]

The right-input function \( R_3 \) is defined analogously. Finally, \( G_3 = G_1 || G_2 \).

B.ii Details of the Matryoska construction

**Definition 3.4** (The equal-to circuit \( EQ^y \)). We define \( EQ^y \) to be the circuit that, for a given value \( y \in \{0, 1\} \), returns 1 if the input bit equals \( y \), 0 otherwise. Formally, \( EQ^y = (1, 1, 5, (01134), (02325), (y, 1, 1, 1, 1)) \).
Recall that \( b \) is a circuit satisfying \( E \). Note that any circuit of the form \( C \) be a circuit satisfying \( E \). Let \( m \) be the corresponding signature. Note that each \( \sigma \) is generated using a different secret key of the HS scheme. Moreover, in this example we are deliberately removing dataset identifiers for ease of exposition.

**Step 0.** Given the labeled program \( \mathcal{P} = (C, (\ell_1, \ell_2, \ell_3)) \) and the three messages \( m_1, m_2, m_3 \), compute the value \( y = C(m_1, m_2, m_3) \). Let \( E_0 = (3, 1, q_0, L_0, R_0, G_0) \) be a circuit satisfying \( E_0(x_1, x_2, x_3) = 1 \) iff \( C(x_1, x_2, x_3) = y \), e.g., \( E_0 = C \triangleright EQ' \). Note that \( E_0 \) can be constructed using \( C \) and \( y \) solely without, knowing the values \( m_1, m_2, m_3 \) (see Definition 3). By construction it holds that:

\[
E_0(m_1, m_2, m_3) = 1.
\]

**Step 1.** We build a single-input circuit \( E_1 \) that corresponds to \( E_0 \) where the last two inputs \( m_2 \) and \( m_3 \) are fixed and hardwired into it. In this way, we obtain a single-input single-client circuit on which we can run \( HS.Eval \) using the public key \( \text{pk}_k \). In more details, given \( E_0 = (E_0, (\ell_1, \ell_2, \ell_3)) \), the signature \( \sigma_1 \) and the messages \( m_2, m_3 \):

- Define a mask circuit \( M_1 = (1, 3, 3, L'_1, R'_1, G'_1) \) where \( L'_1 = R'_1 = (1, 0, 0) \) and \( G'_1 = (0, m_2, m_3) \). The purpose of \( M_1 \) is to create ad-hoc inputs for \( E_0 \): given \( b \in \{0, 1\} \) as input, \( M_1 \) outputs \( M_1(b) = (b, m_2, m_3) \).

- Compose \( M_1 \) with \( E_0 \) to obtain \( E_1 = M_1 \triangleright E_0 = (1, 1, q_1, L_1, R_1, G_1) \) where \( q_1 = q_0 + 3 \) and \( G_1 = (G'_1 || G_0) \). Let \( L_0^* \) and \( R_0^* \) be the string representations of the functions:

\[
L_0^*(i) = \begin{cases} 
L_0(i) + 3 & \text{if } L_0(i) \neq 0, \ (i \in [q_0]) \\
0 & \text{if } L_0(i) = 0, \ (i \in [q_0])
\end{cases}
\]

\[18\] Recall that \( L'_1(1) = 1 \neq 0 \) and \( G'_1(1) = 0 \), thus the first gate outputs the input to the circuit.

A representation of \( EQ' \) is given in Figure 9.

Note that any circuit of the form \( C \) is composable with \( EQ' \) and the composed circuit

\[
D = C \triangleright EQ' = (n, 1, q + 5, L || (0, w, w + 2, w + 3), R || (0, w + 1, w + 2, w + 1, w + 4), G || (y_1, 1, 1, 1, 1)).
\]

**B.ii.1 The three-client three-input case**

Consider the case in which we want to authenticate the result of a three-input circuit \( C = (3, 1, q_C, L_C, R_C, G_C) \) evaluated on three messages, each signed by a distinct client. For notation sake, we assume the clients have identities \( id_1 = 1, id_2 = 2 \) and \( id_3 = 3 \). Let \( m_i \in \{0, 1\} \) denote the input of party \( i \in [3] \), and \( \sigma \) be the corresponding signature. Note that each \( \sigma_1, \sigma_2 \) and \( \sigma_3 \) is generated using a different secret key of the HS scheme. Moreover, in this example we are deliberately removing dataset identifiers for ease of exposition.

- Define a mask circuit \( M_1 = (1, 3, 3, L'_1, R'_1, G'_1) \) where \( L'_1 = R'_1 = (1, 0, 0) \) and \( G'_1 = (0, m_2, m_3) \). The purpose of \( M_1 \) is to create ad-hoc inputs for \( E_0 \): given \( b \in \{0, 1\} \) as input, \( M_1 \) outputs \( M_1(b) = (b, m_2, m_3) \).

- Compose \( M_1 \) with \( E_0 \) to obtain \( E_1 = M_1 \triangleright E_0 = (1, 1, q_1, L_1, R_1, G_1) \) where \( q_1 = q_0 + 3 \) and \( G_1 = (G'_1 || G_0) \). Let \( L_0^* \) and \( R_0^* \) be the string representations of the functions:

\[
L_0^*(i) = \begin{cases} 
L_0(i) + 3 & \text{if } L_0(i) \neq 0, \ (i \in [q_0]) \\
0 & \text{if } L_0(i) = 0, \ (i \in [q_0])
\end{cases}
\]

Figure 9: The \( EQ' \) circuit for the value \( y = m \).
The position of the gate that embeds the value 1 on input this mask and the circuit S be directly checked by the verifier as it does not know the messages m.

Step 2. The actual inductive procedure begins now. The challenge is that \( E \) cannot be directly checked by the verifier as it does not know the messages \( m_2, m_3 \) needed to define the circuit \( E \). Our idea is to write equation (22) as \( \text{HS.Verify}(S_1) = 1 \) for a string \( S_1 = ((E_1, \ell_1), pk_1, \sigma_1) \) that contains two bits that are the messages \( m_2, m_3 \), and then we want to use \( \text{HS.Eval} \) to create a signature proving the correctness of the computation in (22). As we shall see, this is possible by repeating our previous technique, namely seeing \( \text{HS.Verify}(S_1) \) as a single-input function of \( m_2 \) in which \( m_3 \) is hardwired. Repeating this approach one more time, we will later be able to let \( m_3 \) also “disappear” and use \( \text{HS.Eval} \) on a circuit that can be reconstructed by the verifier without knowing \( m_1, m_2, m_3 \).

Coming back to this second step, in \( \text{MKHS.Eval} \) we proceed as follows. We define a mask circuit that outputs \( S_1 \) where the bit that embeds the value \( m_2 \) is substituted with the bit input to mask circuit. Next, we define \( E_2 \) as the composition of this mask and the circuit \( \text{HSV}_2 \) that is the verification circuit of the signature scheme when checking the authenticity of a signature against the value 1 on input of size \( E_1 \).

**Facts:** The position of the gate that embeds the value \( m_2 \) in \( E_1 \) is by construction \( g_2 = 3 \lg(N_1) + 2q_1 \lg(w_1) + 2 \), where \( N_1 \) is a given upper bound on the size of \( n_1 \) and \( q_1 \), indeed:

\[
E_1 = \left( \begin{array}{c} 1, 1, q_1, \ L_1, R_1, G_1 = (0, m_2, m_3, G_0) \end{array} \right).
\]

Since \( S_1 = ((E_1, \ell_1), pk_1, \sigma_1) \) is a valid input to \( \text{HSV}_2 \), we have that \( |S_1| = n_{\text{HSV}_2} \).

Given \( S_1 = ((E_1, \ell_1), pk_1, \sigma_1) \) and the signature \( \sigma_2 \):

- Define a mask circuit \( M_2 = (1, n_{\text{HSV}_2}, n_{\text{HSV}_2}, L'_2, R'_2, G'_2) \) where

\[
L'_2(g) = R'_2(g) = \begin{cases} 0 & \text{if } g \in [n_{\text{HSV}_2}] \setminus \{g_2\} \\ 1 & \text{if } g = g_2 \end{cases}
\]

\(^{19}\) With abuse of notation \( \text{HSV}_2 = \text{HS.Verify}((\cdot, \cdot, \cdot), \cdot, \cdot, 1) \). The index 2 is used to keep track of the size of the input (and corresponding output) of the verification circuit.
The position of the gate that embeds the value $E_2$ is by construction $g_3 = 3 \lg(N_2) + 2q_2 \lg(w_2) + g_2 + 1$, where $N_2$ is a given upper bound on the size of $n_2$ and $q_2$, indeed:

$$E_2 = \left(1, 1, q_2, \frac{L_2}{3 \lg(N_2)}, \frac{R_2}{2q_2 \lg(w_2)}, G_2 = \left(1, 1, q_1, L_1, \ell_1, (0, m_3, G_0, \ell_1, \sigma_1, G_{\text{HSV}_2}) \right) \right).$$

Given $S_2 = ((E_2, \ell_2), pk_2, \sigma_2)$, and the signature $\sigma_2$: 

$$G'(g) = \begin{cases} 
S_1[g] & \text{if } g \in [n_{\text{HSV}_2}] \setminus \{g_2\} \\
0 & \text{if } g = g_2 
\end{cases}$$

The purpose of $M_2$ is to create ad-hoc inputs for the circuit $\text{HS.Verify}$. The output of $M_2$ is $S_1$ where we overwrite the second gate of $E_1$ to output the value input to the circuit $M_2$ – instead of the constant output $m_2$. In particular,

$$M_2(m_2) = \left(1, 1, q_1, L_1, R_1, (0, m_2, m_3, G_0, \ell_1), pk_1, \sigma_1 \right)$$

where all values should be seen as bit-strings.

- **Compose** $M_2$ with $\text{HSV}_2$ to obtain $E_2 = M_2 \circ \text{HSV}_2 = (1, 1, q_2, L_2, R_2, G_2)$ where $q_2 = n_{\text{HSV}_2} + q_{\text{HSV}_2}$; and $G_2 = (G'_2 || G_{\text{HSV}_2})$. Let $L^*_{\text{HSV}_2}$ and $R^*_{\text{HSV}_2}$ be the string representations of the functions:

$$L^*_{\text{HSV}_2}(i) = \begin{cases} 
L_{\text{HSV}_2}(i) + n_{\text{HSV}_2} & \text{if } L_{\text{HSV}_2}(i) \neq 0, (i \in [q_{\text{HSV}_2}]) \\
0 & \text{if } L_{\text{HSV}_2}(i) = 0, (i \in [q_{\text{HSV}_2}]) 
\end{cases}$$

$$R^*_{\text{HSV}_2}(i) = \begin{cases} 
R_{\text{HSV}_2}(i) + n_{\text{HSV}_2} & \text{if } R_{\text{HSV}_2}(i) \neq 0, (i \in [q_{\text{HSV}_2}]) \\
0 & \text{if } R_{\text{HSV}_2}(i) = 0, (i \in [q_{\text{HSV}_2}]) 
\end{cases}$$

The left/right input functions of $E_2$ are defined as $L_2 = (L^*_{\text{HSV}_2} || L'_{\text{HSV}_2})$, $R_2 = (R^*_{\text{HSV}_2} || R'_{\text{HSV}_2})$.

Circuit composition ensures that $E_2(m_2) = \text{HS.Verify}((E_1, \ell_1), pk_1, \sigma_1, 1)$, therefore by (23) it holds that:

$$E_2(m_2) = 1$$

Note that $E_2$ can be constructed directly from $E_0$ given solely $m_3$, and additional public data (i.e., $pk_1, \sigma_1, \text{HS.Verify}, P, y$), indeed:

$$G_2 = (1, 1, q_0 + 3, (1, 0, 0, L'_1), (1, 0, 0, R'_1), (0, 0, m_3, G_0, \ell_1, pk_1, \sigma_1, G_{\text{HSV}_2})$$

where all values should be seen as bit-strings.

- **Compute** $\sigma_2 \leftarrow \text{HS.Eval}(E_2, pk_2, \sigma_2)$. This is possible since $E_2$ is a one-input circuit, and $\sigma_2$ is a signature on $m_2$. Indeed, equation (23) and the correctness of the HS scheme imply that

$$\text{HS.Verify}((E_2, \ell_2), pk_2, \sigma_2, 1) = 1.$$
• Define a mask circuit \( M_3 = (1, n_{HSV 3}, n_{HSV 3}, L'_3, R_3', G'_3) \) where

\[
L'_3(g) = R'_3(g) = \begin{cases} 
0 & \text{if } g \in [n_{HSV 3}] \setminus \{g_3\} \\
1 & \text{if } g = g_3 
\end{cases}
\]

\[
G'_3(g) = \begin{cases} 
S_2[g] & \text{if } g \in [n_{HSV 3}] \setminus \{g_3\} \\
0 & \text{if } g = g_3 
\end{cases}
\]

The output of \( M_3 \) is \( S_2 \) where we overwrite the gate that embeds the constant value \( m_3 \) with a gate that outputs the value input to the circuit \( M_3 \). In particular, \( M_3(m_3) = S_2 \).

• Compose \( M_3 \) with \( HSV_3 \) to obtain \( E_3 = M_3 \circ HSV_3 = (1, 1, q_3, L_3, R_3, G_3) \). Circuit composition ensures that \( E_3(m_3) = \text{HS.Verify}((E_2, \ell_2), pk_2, \hat{\sigma}_2, 1) \), therefore by (24) it holds that:

\[
E_3(m_3) = 1.
\] (25)

Note that \( E_3 \) can be constructed directly from \( E_0 = (E_0, \ell_1, \ell_2, \ell_3) \) given solely the public data \( pk_i, \hat{\sigma}_i \) for \( i \in [2] \): indeed:

\[
E_3 = (1, 1, n_{HSV 3} + q_{HSV 3}, L_3 = (0, \ldots, 1, 0, 0, L'_{HSV 3}), R_3 = (0, \ldots, 1, 0, 0, R'_{HSV 3}),
\]

\[
G_3 = ((1, 1, n_{HSV 2} + q_{HSV 2}, L_2, R_2, \text{string}, G_{HSV 2}, \ell_2), pk_2, \hat{\sigma}_2, G_{HSV 3}))
\]

\[
(1, 1, q_0 + 3, (1, 0, 0, L'_0), (1, 0, 0, R'_0), (0, 0, 0, G_0, \ell_1, pk_1, \hat{\sigma}_1))
\]

where all values should be seen as bit-strings.

• Compute \( \hat{\sigma}_3 \leftarrow \text{HS.Eval}(E_3, pk_3, \sigma_3) \). This is possible since \( E_3 \) is a one-input circuit. From Equation (24) and the correctness of the HS scheme we get:

\[
\text{HS.Verify}((E_3, \ell_3), pk_3, \hat{\sigma}_3, 1) = 1.
\] (26)

The multi-key homomorphic evaluation algorithm outputs \( \hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3) \).

In order to verify \( \hat{\sigma} \) the verifier simply needs the labeled program \( P = (C, (\ell_1, \ell_2, \ell_3)) \), the value \( y \) corresponding to the claimed output of \( P \), the three public keys \( pk_i \) for \( i \in [3] \) and the multi-key homomorphic signature \( \hat{\sigma} = (\hat{\sigma}_1, \hat{\sigma}_2, \hat{\sigma}_3) \). The verification process begins by constructing the circuit \( E_0 \). As noted before, this can be done given solely \( C \) and \( y \). Next, the verifier computes directly the circuit \( E_3 \). This can be done using the available values \( \ell_i, pk_i, \sigma_i \) for \( i \in [2] \) and the (public) circuit descriptions of \( HSV_2 \) and \( HSV_3 \). Let \( E_3 = (E_3, \ell_3) \), the verification concludes by running:

\[
\text{HS.Verify}(E_3, pk_3, \hat{\sigma}_3, 1)
\]

It is easy to see that by correctness, this returns 1, as stated in Equation (27).
B.ii.2 Computing the index where the messages of signer \(i\) are embedded

In this appendix we explain the reasoning behind the definition of the index

\[ g_i = 3 \log(N_{i-1}) + 2q_{i-1} \log(w_{i-1}) + g_{i-1} + n_{i-1} \]

in our compiler (step \(i\) in Definition 5.3). Recall that in this step we hold the circuit \(E_{i-1}\) and look for the positions in its gate description where the \(n_i\) values input by identity \(id_i\) are located. This will be an interval \(I_i = [g_i, g_i + n_i]\), for some index \(g_i\). Essentially, \(g_i\) should jump over the description of the first part of the circuit \(E_{i-1} = (n_{i-1}, 1, q_{i-1}, L_{i-1}, R_{i-1}, G_{i-1})\) to select the bits in \(G_{i-1}\) that contain the values \(m_{n_{i-1}+1}, \ldots, m_n\). The description of the values \(n_{i-1}, 1, q_{i-1}\) covers the first \(3 \log(N_{i-1})\) bits. Then, the left/right input functions \(L_{i-1}, R_{i-1}\) are two strings of \(q_{i-1}\) wires covering additional \(2q_{i-1} \log(w_{i-1})\) bits. At this point we enter the gate description of \(E_{i-1}\) that brings with an accumulative addend of \(g_{i-1} + n_{i-1} + 1\) bits to reach the position where \(G_{i-1}\) contains the first message input by client \(id_i\). By construction \(G_{i-1} = (G'_{i-1} \| G_{HSV_{i-1}})^j\), for consistency let \(HSV_1 = G_0\). For \(i \geq 2\) the gates in \(G'_{i-1}\) embed (a minor modification of) the string \(S_{i-2} = (E_{i-2}, \ell_{t_{i-1}}, \ldots, \ell_{q_{i-1}}, pk_{id_{i-2}}, \bar{a}_{i-2})\), for consistency let \(S_0 = (0.0m_{n_{i-1}+1}m_n)\) where the first \(n_1\) entries are 0. When \(i = 2\), \(G_1 = S_0\), therefore the bit that contains the first input by client \(id_2\) is the \(t_2 = (n_1 + 1)\)-th bit in \(G_1\), which is consistent with the formula \(g_1 + n_1\) since we set \(g_1 = 1\). Now for \(i = 3\), \(G_2\) equals \(S_1 = (E_1, \ell_{n_{i+1}}, \ldots, \ell_{q_{i-1}}, pk_{id_1}, a_1)\), except for the \((n_3)\) bits where \(G'_1\) has the gates initiated to the values input by \(id_3\). This interval begins at the \(3 \log(N_1) + 2q_1 \log(w_1) + n_1 + 1 = g_2\) bit of \(S_1\). Therefore \(g_3 = 3 \log(N_2) + 2q_2 \log(w_2) + g_2 + n_2\). This explains the recursive definition of \(g_i\).

B.ii.3 Growth of the circuits \(E_i\) in Matriska

In our representation of circuits the largest factor in the size of a circuit is determined by the description of the functions \(L\) and \(R\). In particular, for a circuit \(C\) with \(q >> n\) the asymptotic bound is \(size(C) \sim q \log(q)\), where we approximate the number of wires \(w\) with the number of gates \(q\).\(^{20}\)

Let \(q_0\) denote the number of gates in \(E_0\), then: \(size(E_0) \sim q_0 \log(q_0)\). Let \(n\) be the total number of input to the computation (in case \(n=t\) each input belongs to a different user) then \(size(E_1) \sim (q_0 + n) \log(q_0 + n)\), since \(n < q_0\) in this analysis we consider

\[ size(E_1) \sim 2q_0 \log(2q_0). \quad (27) \]

The actual growth begins with \(i = 2\). From this point on, in fact, the verification circuit \(HSV_i\) is contained in \(E_i\). Without loss of generality, we assume that on input a circuit of size \(Z\) the verification circuit \(size(HSV)\) has size \(size(HSV) \sim size(Z)^{c_s}\), for a constant value \(c_s \geq 1\) (dependent on the HS scheme). In our compiler this translates to \(q_{HSV}, \log(q_{HSV}) \sim (q_{i-1} \log(q_{i-1}))^{c_s}\), thus:

\[ size(E_2) = size(M_2 \triangleright HSV_2) = |(1, 1, q_2, L_2, R_2, G_2)| \]
\[ \sim q_2 \log(q_2) \quad (28) \]
\[ \sim q_{HSV_2} \log(q_{HSV_2}) \]
\[ \sim (2q_0 \log(2q_0))^{c_s}. \quad (29) \]

\(^{20}\) Approximating \(w = q + n\) with \(q\) is a quite tight in our case, since all \(E_i\) are circuits with one single input.
Where \((25)\) is the usual approximation of the circuit’s size with the number of gates, \((26)\) comes from the fact that \(q_2 = n_{HSV_2} + q_{HSV_2} \sim q_{HSV_2}\) and \((21)\) is implied by our assumption \(size(HSV_2) \sim size(E_1)^{c_{id}}\) and \((27)\). Following this reasoning inductively we get: \(size(E_t) \sim (q_0 \log(q_0))^{c_{id}^{-1}}\). In other words, let \(s'\) denote the size of the circuit \(C\) given in input to \(MKHS.Eval\), then \(size(E_t) = s'^{c_{id}^{-1}} < s\).

Regarding the depth growth we notice that if the function \(d_{HSV}(z, \lambda)\) is polynomial there exists a constant \(c_d \geq 1\) such that \(d_{HSV}(z, \lambda) = z^{c_d}\). Then \(depth(E_t) = size(E_{t-1})^{c_d} = s'^{c_{id}^{-1}}\). However, if \(d_{HSV}(z, \lambda)\) is logarithmic then \(depth(E_t) = \log(size(E_{t-1})) = (c_{id}^{-1})s\).

B.iii Appended proofs

B.iii.1 Proof of Lemma 3.1

Proof. The definition of authentication correctness for multi-key homomorphic signature schemes requires that the signature \(\sigma\) output by \(MKHS.\sigma(sk, \ell, m)\) verifies correctly for the message \(m\) as the output of the identity program \(I_\ell = (C_{id}, \ell)\). In details, \(C_{id} : M \rightarrow M\) is the identity circuit defined as

\[
C_{id} = (n_{id} = 1, u_{id} = 1, q_{id} = 1, L_{id} = 1, R = 1, G = 0)
\]

and \(\ell = (id, \tau)\) for some \(\tau \in T\). Formally, we want to show that

\[
MKHS.Verify(I_\ell, pk_{id}, m, MKHS.\sigma(sk_{id}, \ell, m)) = 1.
\]

The proof is quite intuitive and reduces to the correctness of the homomorphic signature scheme \(HS\). Let \(\sigma \leftarrow MKHS.\sigma(sk, \ell = (id, \tau), m)\). By construction (Equation \((8)\)) \(\sigma\) is the output of \(\sigma \leftarrow HS.\sigma(sk_{id}, \tau, m)\). Since \(t = n = 1\) the multi-key verification algorithm runs the single-key verification circuit on the labelled program \(E_0 = (C, \tau)\), the key \(pk_{id}\), the value \(1\) and the signature \(\sigma = \sigma\) (Equation \((8)\)). Thus,

\[
MKHS.Verify(I_\ell, pk, m, \sigma) = HS.Verify(E_0, pk_{id}, 1, \sigma) = 1
\]

by the correctness of the \(HS\) scheme. \(\Box\)

B.iii.2 Proof of Lemma 3.4

Proof. We define a reduction \(B\) between an \(MK\)-HomUF-CMA forger \(A\) and an HomUF-CMA challenger \(C\). The reduction begins by initializing the identity counter \(q\) to 1 and by choosing a (random) index \(j^* \leftarrow |Q_{id}|\) as a guess for an identity on which \(A\) will make a forgery.

Setup. In the setup phase \(B\) starts the HomUF-CMA game for the scheme \(HS\). The reduction uses the public parameters of the \(HS\) scheme given by its HomUF-CMA challenger \(C\) to generate \(pp\) for the \(MKHS\) scheme (\(e.g.,\) adding the \(ID\) set, redefining the labels). \(B\) sends \(pp\) to the adversary \(A\), and stores the public key \(pk\) provided by \(C\).

\(\text{\footnotesize{21}}\) to upperbound we could put a factor 2 in this estimate: \(q_2 < 2q_{HSV_2}\) but since this is an asymptotic estimate and \(q_{HSV_2} > 2\) it would not change much.
Sign queries. In the sign queries, the reduction $B$ answers to queries $(\Delta, \ell = (id, i), m)$ as follows:

1. If this is the first query for the dataset $\Delta$, the reduction initializes an empty list $L_{\Delta} = \emptyset$ and proceeds to step 2.

2. If this is the first query with identity $id$ and $q \neq j^*$, generate keys for the identity $id$ running $(sk_i, pk_i) \leftarrow$ MKHS.KeyGen(pp). If this is the first query with identity $id$ and $q = j^*$, set $pk_{j^*} = pk$ (A is generating the user that B has guessed as to be the target for the forgery). Update the identity-index map $\omega : ID \rightarrow [Q_{\Delta}]$ with $\omega(id) = q$ and increase the identity counter $q \leftarrow q + 1$. Proceed to step 3 and 4.

3. If the query has not been asked before, (i.e., $(\ell, m) \notin L_{\Delta}$) and $\omega(id) = i \neq j^*$, compute $\sigma \leftarrow$ MKHS.$\sigma (sk_i, \ell, m)$ (notice that in this case B knows the secret key). If $(\ell, m) \notin L_{\Delta}$ and $\omega(id) = j^*$, B queries its challenger C with $(\Delta, \tau, m)$ to obtain a signature $\sigma$. Finally, in both cases, the reduction updates the list of queried messages for the database $\Delta$: $L_{\Delta} \leftarrow L_{\Delta} \cup \{(\ell, m)\}$ and returns $(\sigma, pk_i)$ to A $(i \in [q])$.

4. If the query has the same label of a previous query on the same dataset, i.e., there exists a message $m' \in M$ such that $(\ell, m') \in L_{\Delta}$, ignore the query.

It is easy to see that up to this point B perfectly simulates the MK-HomUF-CMA game to A.

Forgery. Let $(P^*, \Delta^*, \{pk_{id}\}_{id \in P^*}, y^*, \sigma^*)$ denote the output of $A$ at the end of the MK-HomUF-CMA security experiment (simulated by B). Let id$^*$ denote the identity corresponding to the index $j^*$ chosen by B, i.e., $\omega(id^*) = j^*$. If id$^* \notin P^*$ the reduction aborts. In this case indeed, B has for sure failed to guess one of the identities involved in the forgery made by A. Otherwise, in what follows we show that the forgery $(P^*, \Delta^*, \{pk_{id}\}_{id \in P^*}, y^*, \sigma^*)$ can be converted (except with some non-negligible error probability related to the wrong guess of $j^*$) into a single-key forgery for the HomUF-CMA experiment. In what follows we do an analysis case by case.

Single user. If $P^*$ is a computation that involves a single user only, the reduction is perfect, i.e., B can turn every forgery (of any type) output by A against MKHS into a forgery against HS by removing the identity id$^*$ from the labels. Indeed, notice that if B reached this point, it did not abort, and thus id$^* \in P^*$.

Multi-user programs. If $P^*$ involves $t > 1$ users, the reduction proceeds as follows.

Type-1 Forgery. Namely, it holds both MKHS.$\text{Verify}(P^*, \Delta^*, \{pk_{id}\}_{id \in P^*}, y^*, \sigma^*) = 1$ and $L_{\Delta^*} = \emptyset$. We show that this corresponds to a type-1 forgery against HS for the $t$-th key in $P^*$. By construction (see Equation (12)), MKHS.$\text{Verify}$ outputs 1 if and only if $\text{HS}$.$\text{Verify}$($(E_t, (\tau_{1}^*, \ldots, \tau_{n}^*)), \Delta^*, pk_{id_t}, 1, \sigma_t^*) = 1$. Moreover, since $L_{\Delta^*} = \emptyset$, the reduction never queried its challenger $\mathcal{C}$ on the dataset $\Delta^*$ either. The last two conditions ensure that $(E_t, (\tau_{1}^*, \ldots, \tau_{n}^*)), \Delta^*, pk_{id_t}, 1, \sigma_t^*)$ is a type-1 forgery against HS for the key pair $(pk_{id_t}, sk_{id_t})$.

Therefore, in this case the reduction B returns $(E_t, (\tau_{1}^*, \ldots, \tau_{n}^*)), \Delta^*, pk_{id_t}, 1, \sigma_t^*)$ to its challenger, if $j^* = \omega(id_t)$ (i.e., $pk_{id_t} = pk_{j^*}$), and aborts otherwise.
Remark 3.5. The adversary \( A \) can possibly produce type-1 forgeries also for identities \( id_i \) with \( i < t \). In this case, however, \( \Lambda^* \) is empty and therefore it is impossible to run the (single-key) verification algorithm on the circuits \( E_i \) for \( i < t \), as this would require the knowledge of the messages \( m_{i,n+1}, \ldots, m_n \) input by the last \( t - i \) users.

**Type-2 Forgery.** Namely, \( A \) returns \( (\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) \) such that \( \text{MKHS.Verify}(\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) = 1 \) and \( y^* \neq \sigma^*_{C}(m_1, \ldots, m_n) \), \( m_1, \ldots, m_n \) are the messages queries by \( A \) for the respective labels in \( \mathcal{P}^* \). In the following claim, we formally show that from any type-2 forgery against the MKHS scheme, it is possible to extract a type-2 forgery against the HS scheme (corresponding to at least one of the users involved in \( \mathcal{P}^* \)).

Claim 1. Let \( t \geq 2 \), and let \( (\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) \) be such that \( \text{MKHS.Verify}(\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) = 1 \) and \( y^* \neq \sigma^*_{C}(m_1, \ldots, m_n) \), with \( \sigma^* = (\delta^*_1, \ldots, \delta^*_t) \). Then, there exists (at least) one index \( i \in [t] \) such that \( \delta^*_i \) is a type-2 forgery against the HS scheme (for an opportune function).

**Proof.** The claim follows from this inductive reasoning. Consider \( \tilde{\sigma}^* = (\tilde{\delta}^*_1, \ldots, \tilde{\delta}^*_t) \). By definition \( E_0(m_1, \ldots, m_n) = 1 \) if and only if \( C^*(m_1, \ldots, m_n) = y \) (see Equation (13)). Since \( (\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) \) is a type-2 forgery \( y^* \neq y \). Therefore \( E_0(m_1, \ldots, m_n) = 0 \). The correctness of the Matrioska compiler therefore implies that \( E_1(m_1, \ldots, m_n) = 0 \) as well, where \( E_1 \) is the circuit defined in MKHS.Eval with the messages of identities \( id_i, \) with \( j > 1 \), hard-wired.

Given the signature \( \tilde{\sigma}^*_i \) there are two possible cases: either \( \text{HS.Verify}(\mathcal{P}^*, \mathcal{P}^*, \tilde{\sigma}^*_1, 1) = 1 \) or not. In the first case, \( (\mathcal{E}_1, pk_{\tilde{d}_1}, \tilde{\sigma}^*_1, 1) \) is a type-2 forgery against the HS scheme for the key-pair \( (pk_1, sk_1) \), and thus we have found our forgery and the claim is proven with index \( i = 1 \). Otherwise, we proceed inductively to the next identity to show that the claim can be proven for \( i > 1 \).

By induction, let \( i > 1 \) and assume \( E_{i-1}(m_{i-1}, \ldots, m_{n-i+1}) = 0 \). By construction of Matrioska it holds \( E_i(m_{i-1}, \ldots, m_n) = 0 \). Similarly to the case \( i = 1 \), note that for the signature \( \tilde{\sigma}^*_i \) there are two possible cases: either \( \text{HS.Verify}(\mathcal{P}^*, \mathcal{P}^*, \tilde{\sigma}^*_1, 1) = 1 \) or not. In the first case \( (\mathcal{E}_i, pk_{\tilde{d}_i}, \tilde{\sigma}^*_1, 1) \) is a type-2 forgery against the HS scheme for the key-pair \( (pk_i, sk_i) \), and thus we have found our forgery and the claim is proven with this index \( i \). Otherwise, we proceed with index \( i + 1 \).

Finally, to show that such index \( i \) must exist, we notice that we cannot reach \( i = t + 1 \) without finding a forgery. In fact, for \( i = t + 1 \) we would have \( E_t(m_{t+1}, \ldots, m_n) = 0 \). However, by definition of type-2 forgery in MK-HomUF-CMA we have that \( \text{MKHS}(\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) = 1 \), that is \( \text{HS.Verify}(\mathcal{E}_1, pk_{\tilde{d}_1}, 1, \tilde{\sigma}^*_1) = 1 \) (see Equation (13)). This immediately shows that \( (\mathcal{E}_i, pk_{\tilde{d}_i}, 1, \tilde{\sigma}^*_1) \) is a type-2 forgery against HS for the key \( pk_{\tilde{d}_i} \). This completes the proof of the claim.

Given the type-2 forgery produced by \( A \), \( B \) builds the circuit \( E^*_i \) using \( \mathcal{P}^* = (\mathcal{C}^*, (\ell_1, \ldots, \ell_{n})), \) the messages stored in \( L_{\Delta^*} \), and the signatures \( \tilde{\sigma}^*_{j^*} \) for \( i < j^* \). Let \( i \) be the index whose existence is granted by the previous claim. If \( i = j^* \), \( B \) outputs to its challenger \( C \) the tuple \( (\mathcal{E}^*_i, (\ell_{j^*}, (\tau_{j^*}, \ldots, \tau_{n-1+i}))) \), \( 1, \tilde{\sigma}^*_{j^*} \) as its type-2 forgery against HS for the key \( pk_{\tilde{d}_{j^*}} \). Otherwise, the reduction aborts as the guess of \( j^* \) was incorrect and \( \tilde{\sigma}^*_{j^*} \) is not guaranteed to be a forgery.

**Type-3 Forgery.** Namely, \( A \) returns \( (\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) \) such that \( \text{MKHS.Verify}(\mathcal{P}^*, \Delta^*, \{pk^*_d\}_{id \in \mathcal{P}^*}, y^*, \sigma^*) = 1 \) and there exists one label, say \( \ell_i \in \mathcal{P}^* \), for which no sign query was performed, i.e., \( (\ell_i, (id_{\ell_i}, \tau_{\ell_i})) \notin L_{\Delta^*} \). In
the following claim we show that any such type-3 forgery against MKHS reduces to either a type-3 or a type-2 forgery against HS.

**Claim 2.** Let $t \geq 2$. If, at the end of the MK-HomUF-CMA security experiment, $A$ outputs a type-3 forgery for the label $\ell_\star = (id_\star, \tau_\star) \in P^*$ then either (1) the forgery reduces to a type-3 forgery against HS for the identity $id_\star$, or (2) there is (at least one) type-2 forgery against HS for an identity $id_i \in P^*$ with $i > i^\star$.

**Proof.** Let $(P^*, \Delta^\star, \{pk^\star_{id_i}\}_{id_i \in P^*}, y^\star, \sigma^\star)$ be the type-3 forgery output by the adversary at the end of the MK-HomUF-CMA experiment. Since no sign query for the label $\ell_\star$ was performed during the security experiment, it is impossible to reconstruct any circuit $E_i$ for $i < i^\star$. The motivation is that by construction the description of $E_i$ includes all the messages $m_j$ with $j \geq t_i$, including $m_{t_i}$ (see Equation (11)). Therefore the first circuit that is publicly reconstructible is $E_{i^\star}$. Let $E_{i^\star} = (E_{i^\star}, (\tau_{i^\star}, \ldots, \tau_{i^\star+n_{i^\star}}))$, there are two possible cases: either $HS.\text{Verify}(E_{i^\star}, \Delta^\star, pk_{i^\star}, 1, \sigma_{i^\star}) = 1$ or it equals 0. It is immediate to see that in case the verification procedure outputs 1 ($E_{i^\star}$, $\Delta^\star$, $pk_{i^\star}$, 1, $\sigma_{i^\star}$) satisfies all the requirements for a type-3 forgery on the key $pk_{i^\star}$ against the scheme HS. Otherwise, the verification of the $i^\star$-th circuit fails, i.e., $HS.\text{Verify}(E_{i^\star}, \Delta^\star, pk_{i^\star}, 1, \sigma_{i^\star}) = 0$, and the correctness of the Matrioska compiler implies that $E_j(m_{t_j}, \ldots, m_{t_j+n_{t_j}}) = 0$ for all $j > i^\star$. However, by definition of type-3 forgery the final (multi-key) verification outputs 1. We are now in a situation similar to the one of type=2 forgeries. In particular for $MK\text{H}.\text{Verify}$ to output 1, it must hold that $HS.\text{Verify}(E_{i^\star}, \Delta^\star, pk_{id}, \sigma_{id}, 1) = 1$ (see Equation (13)). Therefore there must be a type-2 forgery against the HS scheme for one identity $id_j$ with $i^\star < j \leq t$. The latter follows by the same argument used in the previous Claim (details omitted). This concludes the proof of the claim. □

In light of the claim above, from a type-3 forgery $(P^*, \Delta^\star, \{pk^\star_{id_i}\}_{id_i \in P^*}, y^\star, \sigma^\star)$ the reduction $B$ can derive either a type-3 forgery against its HomUF-CMA challenger (if $id_\star = id_{j^\star}$ and $HS.\text{Verify}(E_{j^\star}, \Delta^\star, pk_{j^\star}, 1, \sigma_{j^\star}) = 1$) or a type-2 forgery (if $j^\star > i^\star$ and $HS.\text{Verify}(E_{j^\star}, \Delta^\star, pk_{j^\star}, 1, \sigma_{j^\star}) = 1$ while $E_{j^\star}(m_{t_{j^\star}}, \ldots, m_{t_{j^\star}+n_{t_{j^\star}}}) = 0$, note that since $j^\star > i^\star$ we know all the messages needed to define $E_{j^\star}$).

Putting together all the cases analyzed above, one can see that, when $B$ does not abort, it provides a perfect simulation to $A$ and always finds a forgery against HS. Hence, $\text{Adv}^\text{HS}_{B} = \text{Adv}_{A}^{MK\text{H}} \text{Pr}[B \text{ does not abort}]$. Since the simulation provided by $B$ to $A$ is perfect, the index $j^\star$ is completely hidden to $A$. Also, $B$ does not abort when $j^\star$ equals an appropriate index (in each forgery case), which happens with probability at least $1/Q_{id}$. □
Anonymous Single-Round Server-Aided Verification

Elena Pagnin, Aikaterini Mitrokotsa and Keisuke Tanaka

Abstract. Server-Aided Verification (SAV) is a method that can be employed to speed up the process of verifying signatures by letting the verifier outsource part of its computation load to a third party. Achieving fast and reliable verification under the presence of an untrusted server is an attractive goal in cloud computing and internet of things scenarios.

In this paper, we describe a simple framework for SAV where the interaction between a verifier and an untrusted server happens via a single-round protocol. We propose a security model for SAV that refines existing ones and includes the new notions of SAV-anonymity and extended unforgeability. In addition, we apply our definitional framework to provide the first generic transformation from any signature scheme to a single-round SAV scheme that incorporates verifiable computation. Our compiler identifies two independent ways to achieve SAV-anonymity: computationally, through the privacy of the verifiable computation scheme, or unconditionally, through the adaptibility of the signature scheme.

Finally, we define three novel instantiations of SAV schemes obtained through our compiler. Compared to previous works, our proposals are the only ones which simultaneously achieve existential unforgeability and soundness against collusion.

Keywords. Server-Aided Verification, Digital Signatures, Anonymity, Verifiable Computation.
1 Introduction

The design of new efficient and secure signature schemes is often a challenging task, especially when the target devices on which the scheme should run have limited resources, as it happens in the Internet of Things (IoT). Nowadays many IoT devices can perform quite expensive computations. For instance, smartphones have gained significant computational power. Carrying out several expensive tasks, however, leads to undesirable consequences as, e.g., draining the battery of the device [1].

We consider signed auctions as a motivating example in an IoT setting. In signed auctions, bidders sign their offers to guarantee that the amount is correct and that the offer belongs to them. The auctioneer considers a bid valid only if its signature is verified. Imagine that the auctioneer checks the validity of the bids using a resource-limited device. In this case, running the signature verification algorithm several times drastically affects the device’s performance. In this setting one may wonder:

Can an auctioneer efficiently, securely and privately check the authenticity of signed bids using a resource-limited device?

This paper addresses the above question in case the auctioneer has access to a computationally powerful, yet untrusted, server. This is indeed the setting of server-aided verification.

1.1 Previous Work

The concept of Server-Aided Verification (SAV) was introduced in the nineties in two independent works [11, 18], and refined for the case of signature and authentication schemes by Girault and Lefranc [15]. The aim of SAV is to guarantee security and reliability of the outcome of a verification procedure when part of the computation is offloaded from a trusted device, called the verifier, to an untrusted one, the server.

All existing security models for SAV consider existential forgery attacks, where the adversary, i.e., the malicious server, tries to convince the verifier that an invalid signature is valid [3, 17, 21, 22, 23, 26]. Despite the fundamental theoretical contributions, [15] did not consider attack scenarios in which the malicious signer colludes with the server, e.g., by getting control over the server, in order to tamper with the outcome of the server-aided verification of a signature. The so-called collusion attack was defined by Wu et al. in [25], together with two SAV schemes claimed to be collusion-resistant. Subsequent works revisited the notion of signer-server collusion [3, 22, 26]. The most complete and rigorous definition of collusion attack is due to Chow et al. [8], who also showed that the protocols in [25] are no longer collusion resistant under the new definition [2, 8]. Recently, Cao et al. [2] rose new
concerns about the artificiality and the expensive communication costs of the SAV in [26].

Chow et al. [8] showed that the enabler of many attacks against SAV is the absence of an integrity check on the results returned by the server. Integrity however, is not the only concern when outsourcing computations. In this paper, we address for the first time privacy concerns and we introduce the notion of anonymity in the context of SAV of signatures.

1.2 Contributions

The main motivation of this work is the need for formal and realistic definitions in the area of server-aided verification. To this purpose we:

- Introduce a formalism which allows for an intuitive description of single-round SAV signature schemes (Section 3);
- Define a security model that includes three new security notions: SAV-anonymity (Section 4.3), extended existential unforgeability and extended strong unforgeability (Section 4.1); and SAV-anonymity when either the employed verifiable computation is private (Theorem 4.3) or the signature scheme is adaptive (Theorem 4.4).
- Apply our generic composition to obtain new SAV schemes for the BLS signature [3] (Section 6.1), Waters’ signature Wat [24] (Section 6.2) and the first SAV for the CL signature by Camenisch and Lysyanskaya [5] (Section 6.3). While preserving efficiency, our proposals achieve better security than previous works (Table C.1).

2 Preliminaries

Throughout the paper, $x \leftarrow A(y)$ denotes the output $x$ of an algorithm $A$ run with input $y$. If $X$ is a finite set, by $x \in X$ we mean $x$ is sampled from the uniform distribution over the set $X$. The expression $\text{cost}(A)$ refers to the computational cost of running algorithm $A$. For any positive integer $n$, $[n] = \{1, \ldots, n\}$ and $\mathbb{G}_n$ is a group of order $n$. A function $f : \mathbb{N} \to \mathbb{R}$ is said to be negligible if $f(n) < 1/poly(n)$ for any polynomial $poly(\cdot)$ and any $n > n_0$, for suitable $n_0 \in \mathbb{N}$. Finally, $\varepsilon$ denotes a negligible function.

2.1 Signature schemes

Signature schemes [4, 7, 13] enable one to sign a message in such a way that anyone can verify the signature and be convinced that the message was created by the signer. Formally,

Definition 4.1 (Signature scheme). A signature scheme $\Sigma = (\text{SetUp}, \text{KeyGen}, \text{Sign}, \text{Verify})$ consists of four, possibly randomized, polynomial time algorithms where:

\text{SetUp}(1^\lambda): on input the security parameter $\lambda \in \mathbb{N}$, the setup algorithm returns the global parameters $\mathbf{gp}$ of the scheme, which include a description of the
message and the signature spaces \( \mathcal{M}, \mathcal{S} \). The gp are input to all the following algorithms, even when not specified.

**KeyGen()**: the key generation outputs public-secret key pairs \((pk, sk)\).

**Sign**(sk, m): on input a secret key sk and a message \( m \in \mathcal{M} \), the sign algorithm outputs a signature \( \sigma \in \mathcal{S} \) for \( m \).

**Verify**(pk, m, \( \sigma \)): The verification algorithm is a deterministic algorithm that given a public key \( pk \), a message \( m \in \mathcal{M} \) and a signature \( \sigma \in \mathcal{S} \), outputs \( b = 1 \) for acceptance, or \( b = 0 \) for rejection.

**Definition 4.2** ((In)Valid signatures). Let \( \Sigma \) be a signature scheme. We say that a signature \( \sigma \in \mathcal{S} \) is valid for a message \( m \in \mathcal{M} \) under the key \( pk \) if \( \text{Verify}(pk, m, \sigma) = 1 \). Otherwise, we say that \( \sigma \) is invalid.

In this paper, we refer to (in)valid signatures also as (in)valid message-signature pairs.

### 2.2 Verifiable computation

Verifiable computation schemes enable a client to delegate computations to one or more untrusted servers, in such a way that one can efficiently verify the correctness of the result returned by the server \([2, 12]\). Gennaro et al. \([14]\) formalised private verification of outsourced computations as:

**Definition 4.3** (Verifiable Computation scheme \([13]\)). A verifiable computation scheme \( \Gamma = (\text{KeyGen}, \text{ProbGen}, \text{Comp}, \text{Verify}) \) consists of four possibly randomized algorithms where:

- **KeyGen**(\( \lambda, f \)): given the security parameter \( \lambda \) and a function \( f \), the key generation algorithm produces a public key \( pk \), that encodes the target function \( f \), and a secret key \( sk \).

- **ProbGen**(sk, \( x \)): given the secret key \( sk \) and the input data \( x \), the problem generation algorithm outputs a public value \( \tau_x \) and a private value \( \omega_x \).

- **Comp**(pk, \( \omega_x \)): given the public key \( pk \) and the encoded input \( \omega_x \), this algorithm computes \( \omega_y \), which is an encoding of \( y = f(x) \).

- **Verify**(sk, \( \tau_x, \omega_y \)): given \( sk \), \( \tau_x \) and the encoded result \( \omega_y \), the verification algorithm returns \( y \) if \( \omega_y \) is a valid encoding of \( f(x) \), and \( \perp \) otherwise.

A verifiable scheme is efficient if verifying the outsourced computation requires less computational effort than computing the function \( f \) on the data \( x \), i.e.,

\[
\text{cost(ProbGen)} + \text{cost(Verify)} < \text{cost}(f(x)).
\]

In the remainder of the paper, we often drop the indexes and write \( \tau_x = \tau \), \( \omega_x = \omega \), \( \omega_y = \rho \) and denote by \( y \) the output of \( \text{Verify}(sk, \tau, \rho) \).
3 Single-round server-aided verification

In the context of signatures, server-aided verification is a method to improve the efficiency of a resource-limited verifier by outsourcing part of the computation load required in the signature verification to a computationally powerful server. Intuitively SAV equips a signature scheme with:

- An additional SAV.VSetup algorithm that sets up the server-aided verification and outputs a public component pb (given to the server) and a private one pr (held by the verifier only).

- An interactive protocol AidedVerify executed between the verifier and the server that outputs: 0 if the input signature is invalid; 1 if the input signature is valid; and ⊥ otherwise, e.g., when the server returns values that do not match the expected output of the outsourced computation.

In this work, we want to reduce the communication cost of AidedVerify and restrict this to a single-round (two-message) interactive protocol. This choice enables us to describe the AidedVerify protocol as a sequence of three algorithms: SAV.ProbGen (run by the verifier), SAV.Comp (run by the server) and SAV.Verify (run by the verifier). This limitation is less restrictive than it may appear: all the instantiations of SAV signature schemes in \[15, 17, 21, 23, 25, 26, 28\] are actually single-round SAV.

We define single-round server-aided verification signature schemes as:

**Definition 4.4** (SAV). A single-round server-aided verification signature scheme is defined by the following possible randomized algorithms:

- SAV.Init(\(1^\lambda\)): on input the security parameter \(\lambda \in \mathbb{N}\), the initialisation algorithm returns the global parameters gp of the scheme, which are input to all the following algorithms, even when not specified.

- SAV.KeyGen(): the key generation algorithm outputs a secret key sk (used to sign messages) and the corresponding public key pk.

- SAV.VSetup(): the server-aided verification setup algorithm outputs a public verification-key pb and a private one pr.

- SAV.Sign(sk, m): given a secret key sk and a message m the sign algorithm produces a signature σ.

- SAV.ProbGen(pr, pk, m, σ): on input the private verification key pr, the public key pk, a message m and a signature σ, this algorithm outputs a public-private data pair (ω, τ) for the server-aided verification.

- SAV.Comp(pb, ω): on input the public verification key pb and ω the outsourced-computation algorithm returns ρ.

- SAV.Verify(pr, pk, m, σ, ρ, τ): the verification algorithm takes as input the private verification-key pr, the public key pk, m, σ, ρ and τ. The output is \(\Delta \in \{0, 1, ⊥\}\).

Intuitively, the output \(\Delta\) of SAV.Verify has the following meanings:

\[22\] In \(15, 25\) the output of SAV.VSetup is called Vstring.
\(- \Delta = 1\): the pair \((m, \sigma)\) is considered valid and we say that \((m, \sigma)\) verifies in the server-aided sense;

\(- \Delta = 0\): the pair \((m, \sigma)\) is considered invalid and we say that \((m, \sigma)\) does not verify in the server-aided sense;

\(- \Delta = \perp\): the server-aided verification has failed, \(\rho\) is rejected (not \(\sigma\)), and nothing is inferred about the validity of \((m, \sigma)\).

Unless stated otherwise, from now on \(SAV\) refers to a single-round server-aided signature verification scheme as in Definition 4.4. Definition 4.4 implicitly allows to delegate the computation of several inputs, as long as all inputs can be sent in a single round, as a vector \(!\).

Completeness and efficiency of \(SAV\) are defined as follows.

**Definition 4.5** \((SAV\) completeness\). A \(SAV\) is said to be complete if for all \(\lambda \in \mathbb{N}\), \(gp \leftarrow SAV.\text{Init}(1^\lambda)\), for any \((pk, sk) \leftarrow SAV.\text{KeyGen}(\cdot)\), \((pb, pr) \leftarrow SAV.\text{VSetup}(\cdot)\) and message \(m \leftarrow \mathcal{M}\); given \(\sigma \leftarrow SAV.\text{Sign}(sk, m)\), \((\omega, \tau) \leftarrow SAV.\text{ProbGen}(pr, pk, m, \sigma)\) and \(\rho \leftarrow SAV.\text{Comp}(pb, \omega)\), it holds:

\[
\Pr[SAV.\text{Verify}(pr, pk, m, \sigma, \rho, \tau) = 1] > 1 - \varepsilon
\]

where the probability is taken over the coin tosses of \(SAV.\text{Sign}, SAV.\text{ProbGen}\).

**Definition 4.6** \((SAV\) efficiency\). A \(SAV\) for a signature scheme \(\Sigma = (\text{SetUp}_\Sigma, \text{KeyGen}_\Sigma, \text{Sign}_\Sigma, \text{Verify}_\Sigma)\) is said to be efficient if the computational cost of the whole server-aided verification is less than the cost of running the standard signature verification, i.e.,

\[
\big(\text{cost}(SAV.\text{ProbGen}) + \text{cost}(SAV.\text{Verify})\big) < \text{cost}(\text{Verify}_\Sigma)\big).
\]

4 Security model

In server-aided verification there are two kinds of adversaries to be considered: the one that solely controls the server used for the aided-verification, and the one that additionally knows the secret key for signing (signer-server collusion). In the first case, we are mostly concerned about forgeries against the signature scheme, while in the second scenario we want to avoid some kind of repudiation \([7]\). Existing security models for \(SAV\) consider existential unforgeability (\(EUF\)) and soundness against collusion (\(SAC\)) \([8, 25]\). In this section, we extend the notion of \(EUF\) to capture new realistic attack scenarios and we consider for the first time signer anonymity in server-aided verification.

In what follows, the adversary \(A\) is a probabilistic polynomial time algorithm. We denote by \(q_s\) (resp. \(q_v\)) the upper bound on the number of signature (resp. verification) queries in each query phase.

4.1 Unforgeability

Intuitively, a \(SAV\) signature scheme is unforgeable if a malicious server, taking part to the server-aided verification process, is not able to tamper with the output of the protocol. All the unforgeability notions presented in this section are based on the unforgeability under chosen message and verification attack (\(UF-ACMV\)) experiment:
Definition 4.7. The unforgeability under chosen message and verification experiment \(\text{Exp}_{\text{UF-ACMV}}^A(\lambda)\) goes as follows:

**Setup.** The challenger \(C\) runs the algorithms SAV.Init, SAV.KeyGen and SAV.VSetup to obtain the system parameters \(gp\), the key pair \((pk, sk)\), and the public-private verification keys \((pb, pr)\). The adversary \(A\) is given \(pk, pb\), while \(sk\) and \(pr\) are withheld from \(A\).

**Query Phase I.** The adversary can make a series of queries which may be of the following two kinds:

- **sign:** \(A\) chooses a message \(m\) and sends it to \(C\). The challenger behaves as a signing oracle: it returns the value \(\sigma \leftarrow \text{SAV.Sign}(sk, m)\) and stores the pair \((m, \sigma)\) in an initially empty list \(L \subseteq \mathcal{M} \times \mathcal{S}\).

- **verify:** \(A\) begins the interactive (single-round) protocol for server-aided verification by supplying a message-signature pair \((m, \sigma)\) to its challenger. \(C\) simulates a verification oracle: it runs SAV.ProbGen\((pr, pk, m, \sigma) \rightarrow (\omega, \tau)\), returns \(\omega\) to \(A\), and waits for a second input. Upon receiving an answer \(\rho\) from the adversary, the challenger returns \(\Delta \leftarrow \text{SAV.Verify}(pr, pk, m, \sigma, \rho, \tau)\).

The adversary can choose its queries adaptively based on the responses to previous queries, and can interact with both oracles at the same time.

**Challenge.** \(A\) chooses a message-signature pair \((m^*, \sigma^*)\) and sends it to \(C\). The challenger computes \((\hat{\omega}, \hat{\tau}) \leftarrow \text{SAV.ProbGen}(pr, pk, m^*, \sigma^*)\). The value \(\hat{\tau}\) is stored and withheld from \(A\), while \(\hat{\omega}\) is sent to the adversary.

**Query Phase II.** In the second query phase the sign queries are as before, while the verify queries are answered using the same \(\hat{\tau}\) generated for the challenge, i.e., \(A\) submits only \(\rho\) and \(C\) replies with \(\Delta \leftarrow \text{SAV.Verify}(pr, pk, m^*, \sigma^*, \rho, \hat{\tau})\).

**Forgery.** \(A\) outputs the tuple \((m^*, \sigma^*, \rho^*)\).

The experiment outputs 1 if \((m^*, \sigma^*, \rho^*)\) is a forgery (see Definition 4.8), and 0 otherwise.

Unlike unforgeability for digital signatures, in SAV the adversary can influence the outcome of the signature verification through the value \(\rho^*\). Moreover, \(A\) can perform verification queries. This is a crucial requirement as the adversary cannot run SAV.Verify on its own, since \(pr\) and \(\tau\) are withheld from \(A\). In practice, whenever the output of the server-aided verification is \(1\), the verifier could abort and stop interacting with the malicious server. In this work, we ignore this case and follow the approach used in [8] and in verifiable computation [13], where the adversary ‘keeps on querying’ independently of the outcome of the verification queries.

**Definition 4.8 (Forgery).** Consider an execution of the UF-ACMV experiment where \((m^*, \sigma^*, \rho^*)\) is the tuple output by the adversary. We define three types of forgery:

- **type-1a forgery:** \((m^*, \cdot) \notin L\) and \(1 \leftarrow \text{SAV.Verify}(pr, pk, m^*, \sigma^*, \rho^*, \hat{\tau})\).

- **type-1b forgery:** \((m^*, \sigma^*) \notin L\) and \(1 \leftarrow \text{SAV.Verify}(pr, pk, m^*, \sigma^*, \rho^*, \hat{\tau})\).

- **type-2 forgery:** \((m^*, \sigma^*) \in L\) and \(0 \leftarrow \text{SAV.Verify}(pr, pk, m^*, \sigma^*, \rho^*, \hat{\tau})\).

Existential unforgeability for SAV signature schemes is defined for a quite weak adversary: the second query phase is skipped and only type-1a forgeries are considered:

**Definition 4.9 (Existential Unforgeability (EUF) [8]).** A SAV scheme is \((\varepsilon, q_s, q_v)\)-existentially unforgeable under adaptive chosen message and verification attacks if

\[
\text{Prob}[\text{Exp}_{\text{UF-ACMV}}^A(\lambda) = 1] < \varepsilon \quad \text{and the experiment }\text{Exp}_{\text{UF-ACMV}}^A(\lambda) \text{ outputs 1 only on type-1a forgeries, and no query is performed in the Query Phase II.}
\]
This notion of unforgeability fails to capture some realistic attack scenarios. For instance, consider the case of signed auctions. The adversary is a bidder and wants to keep the price of the goods he is bidding on under a certain threshold. A simple way to achieve this goal is to get control over the server used for the SAV and prevent signatures of higher bids from verifying correctly. This motivates us to extend the notion of EUF in [8, 25] to also account for malicious servers tampering with the verification outcome of honestly generated message-signature pairs:

**Definition 4.10 (Extended Existential Unforgeability (ExEUF)).** A SAV scheme is $(\varepsilon, q_s, q_v)$-extended existentially unforgeable under adaptive chosen message and verification attacks if $\text{Prob}[\text{Exp}^\text{UF-ACMV}_A[\lambda] = 1] \leq \varepsilon$ and the experiment $\text{Exp}^\text{UF-ACMV}_A[\lambda]$ outputs 1 on type-1a and type-2 forgeries.

Extended existential unforgeability deals with a stronger adversary than the one considered in EUF: in ExEUF the adversary can perform two different types of forgeries and has access to an additional query phase (after setting the challenge). Resembling the notion of the strongly unforgeable signatures [4], we introduce extended strong unforgeability for SAV:

**Definition 4.11 (Extended Strong Unforgeability (ExSUF)).** A SAV scheme is $(\varepsilon, q_s, q_v)$-extended strong unforgeable under adaptive chosen message and verification attacks if $\text{Prob}[\text{Exp}^\text{UF-ACMV}_A[\lambda] = 1] \leq \varepsilon$ and $\text{Exp}^\text{UF-ACMV}_A[\lambda]$ outputs 1 on type-1a, type-1b and type-2 forgeries.

In ExSUF there is no restriction on the pair $(m^*, \sigma^*)$ chosen by the adversary: it can be a new message (type-1a), a new signature on a previously-queried message (type-1b) or an honestly generated pair obtained in the first Query Phase (type-2).

### 4.2 Soundness against collusion

In collusion attacks, the adversary controls the server used for the aided verification and holds the signer’s secret key. This may happen when a malicious signer hacks the server and wants to tamper with the outcome of a signature verification. As a motivating example consider signed auctions. The owner of a good could take part to the auction (as the malicious signer) and influence its price. For instance, in order to increase the cost of the good, the malicious signer can produce an invalid signature for a high bid (message) and make other bidders overpay for it. To tamper with the verification of the invalid signature, the malicious signer can use the server and make his (invalid) signature verify when the bid is stated. However, in case no one outbids him, the malicious signer can repudiate the signature as it is actually invalid.

We define collusion as in [3], with two minor adaptations: (i) we use our single-round framework, that allows us to clearly state the information flow between $A$ and $C$; and (ii) we introduce a second query phase, after the challenge phase (to strengthen the adversary).

**Definition 4.12 (Soundness Against Collusion (SAC)).** Define $\text{Exp}^\text{ACVAC}[\lambda]$ to be $\text{Exp}^\text{UF-ACMV}_A[\lambda]$ where:

- in the Setup phase, $C$ gives to $A$ all keys except $pr$, and
- no sign query is performed, and
- the tuple $(m^*, \sigma^*, \rho^*)$ output by $A$ at the end of the experiment is considered forgery if $\Delta \leftarrow \text{SAV}.\text{Verify}(pr, pk, m^*, \sigma^*, \rho^*, \tilde{\tau})$ is such that $\Delta \neq \bot$ and
A highl{}ights connections between the notions of extended existential unforgeability and soundness against collusion. In particular, it is possible to think of collusion attacks as unforgeability attacks where \( A \) possesses the signing secret key \( sk \) (and thus no sign query is needed), and a forgery is a tuple for which the output of the server-aided verification does not coincide with the correct one, e.g., if \( \sigma^* \leftarrow SAV\text{-Sign}(sk, m^*) \) then \( SAV\text{-Verify}(pr, pk, m^*, \sigma^*, \rho^*, \tau) \) returns 0.

\[ \Delta \neq SAV\text{-Verify}(pr, pk, m^*, \sigma^*, \rho, \tau), \text{ where } \rho \leftarrow SAV\text{-Comp}(pb, \hat{\omega}) \text{ is generated honestly.} \]

A SAV signature scheme is \((\varepsilon, q_v)\)-sound against adaptive chosen verification attacks under collusion if \( \text{Prob}^{ACVAuC}_{A}[\lambda] = 1 < \varepsilon \).

Definition 4.12 highlights connections between the notions of extended existential unforgeability and soundness against collusion. In particular, it is possible to think of collusion attacks as unforgeability attacks where \( A \) possesses the signing secret key \( sk \) (and thus no sign query is needed), and a forgery is a tuple for which the output of the server-aided verification does not coincide with the correct one, e.g., if \( \sigma^* \leftarrow SAV\text{-Sign}(sk, m^*) \) then \( SAV\text{-Verify}(pr, pk, m^*, \sigma^*, \rho^*, \tau) \) returns 0.

4.3 Anonymity

We initiate the study of anonymity in the context of server-aided verification of signatures and provide the first definition of SAV-anonymity.

Consider the running setting of signed auctions. If a malicious server can distinguish whose signature it is performing the aided-verification of, it can easily ‘keep out’ target bidders from the auction by preventing their signatures from verifying (in the server aided sense). To prevent such an attack, bidders may want to hide their identity from the untrusted server. SAV-anonymity guarantees precisely this: the auctioneer (trusted verifier) learns the identities of the bidders (signers), while the untrusted server is not able to determine whose signature was involved in the SAV.

**Definition 4.13 (SAV-anonymity).** A SAV scheme is \((\varepsilon, q_v)\)-SAV-anonymous if \( \text{Prob}^{\text{SAV-anon}}_{A}[\lambda] = 1 < \frac{1}{2} + \varepsilon \) and \( \text{Exp}^{\text{SAV-anon}}_{A}[\lambda] \) is:

**Setup.** The challenger runs the algorithms SAV.Init, SAV.VSetup to obtain the system parameters and the verification keys \((pb, pr)\). Then it runs SAV.KeyGen twice to generate \((sk_0, pk_0), (sk_1, pk_1)\) and draws \( b \leftarrow \{0, 1\} \). \( C \) gives \( pb, pk_0, pk_1 \) to \( A \) and retains the secret values \( pr, sk_0, sk_1 \).

**Query I.** \( A \) can adaptively perform up to \( q_v \) partial-verification queries as follows. The adversary sends a pair \((m, i), i \in \{0, 1\}\) to \( C \). The challenger computes \( \sigma \leftarrow SAV\text{-Sign}(sk_i, m) \), runs SAV.ProbGen\( (pr, pk_i, m, \sigma) \rightarrow (\omega, \tau) \) and returns \( \omega \) to \( A \).

**Challenge.** The adversary chooses a message \( m^* \) to be challenged on, and sends it to \( C \). The challenger computes \( \sigma \leftarrow SAV\text{-Sign}(sk_0, m^*) \) and \((\omega, \tau) \leftarrow SAV\text{-ProbGen}(pr, pk_0, m^*, \sigma)\); and sends \( \omega \) to the adversary.

**Query II.** \( A \) can perform another query phase, as in Query I.

**Output.** The adversary outputs a guess \( b^* \in \{0, 1\} \) for the identity \( b \) chosen by \( C \). The experiment outputs 1 if \( b^* = b \) and 0 otherwise.

The fundamental difference between anonymity for signatures schemes [13, 27] and SAV-anonymity lies in the choice of the challenge message \( m^* \). In the former case, it is chosen by the challenger at random, while in SAV we let the adversary select it. This change increases the adversary’s power and reflects several application scenarios where \( A \) learns the messages (e.g., bids in signed auctions). We remark that in SAV-anonymity the adversary does not have access to the verification outcome \( \Delta \), as this would correspond to having a verification oracle, which is not allowed in the anonymity game for signature schemes [13, 27].
A compiler for SAV

We present here the first generic compiler for server-aided verification of signatures. Our generic composition method allows to combine any signature scheme $\Sigma$ with an efficient verifiable computation scheme $\Gamma$ for a function $f$ involved in the signature verification algorithm, and outputs $\text{SAV}^\Gamma_{\Sigma}$, a single-round server-aided verification scheme for $\Sigma$.

The idea to employ verifiable computation in SAV comes from the following observation. All the attacks presented in $\cite{8}$ succeed because in the target SAV schemes the verifier never checks the validity of the values returned by the server. We leverage the efficiency and security properties of verifiable computation to mitigate such attacks.

5.1 Description of our compiler

Let $\Sigma = \{\text{SetUp}_{\Sigma}, \text{KeyGen}_{\Sigma}, \text{Sign}_{\Sigma}, \text{Verify}_{\Sigma}\}$ be a signature scheme and $\Gamma = \{\text{KeyGen}^\Gamma, \text{ProbGen}^\Gamma, \text{Comp}^\Gamma, \text{Verify}^\Gamma\}$ be a verifiable computation scheme. In our generic composition, we identify a computationally-expensive sub-routine of $\text{Verify}_{\Sigma}$ that we refer to as $\text{Ver}_H$ (the heavy part of the signature verification); and we outsource $f = \text{Ver}_H$ using the verifiable computation scheme $\Gamma$. To ease the presentation, we introduce:

- $\text{ProbGen}^{\text{PRE}}$: This algorithm prepares the input to $\text{ProbGen}^\Gamma$.
- $\text{Ver}_L$: This algorithm is the computationally light part of the signature verification. More precisely, $\text{Ver}_L$ is $\text{Verify}_{\Sigma}$ where $\text{Ver}_H$ is replaced by the output $y$ of $\text{Verify}^\Gamma$. It satisfies: $\text{cost}(\text{Ver}_L) < \text{cost}(\text{Verify}_{\Sigma})$ and $\text{Ver}_L(\text{pk}_\Sigma, m, \sigma, y) = \text{Verify}_{\Sigma}(\text{pk}, m, \sigma)$ whenever $y \neq \bot$.

Definition 4.14 ($\text{SAV}^\Gamma_{\Sigma}$). Let $\Sigma$, $\Gamma$ and $f$ be as above. Our generic composition method for single-round server-aided verification signature scheme $\text{SAV}^\Gamma_{\Sigma}$ is defined by the following possibly randomized algorithms:

- $\text{SAV}.\text{Init}(1^\lambda)$: the initialisation algorithm outputs the global parameters $\text{gp} \leftarrow \text{SetUp}_{\Sigma}(1^\lambda)$, which are implicitly input to all the algorithms.
- $\text{SAV}.\text{KeyGen}()$: this algorithm outputs $(\text{pk}_\Sigma, \text{sk}_\Sigma) \leftarrow \text{KeyGen}_{\Sigma}()$.
- $\text{SAV}.\text{Sign}(\text{sk}_\Sigma, m)$: the sign algorithm outputs $\sigma \leftarrow \text{Sign}_{\Sigma}(\text{sk}_\Sigma, m)$.
- $\text{SAV}.\text{VSetup}()$: the verification setup algorithm outputs a pair of verification keys $(\text{pk}^\Gamma, \text{sk}^\Gamma) \leftarrow \text{KeyGen}^\Gamma(\lambda, f)$, where the function $f$ is described in $\text{gp}$.
- $\text{SAV}.\text{ProbGen}(\text{sk}^\Gamma, \text{pk}_\Sigma, m, \sigma)$: this algorithm first runs $\text{ProbGen}^{\text{PRE}}(\text{pk}_\Sigma, m, \sigma) \rightarrow x$ to produce an encoding of $\text{pk}_\Sigma$, $m, \sigma$. Then $x$ is used to compute the output $(\omega, \tau) \leftarrow \text{ProbGen}^\Gamma(\text{sk}^\Gamma, x)$.
- $\text{SAV}.\text{Comp}(\text{pk}^\Gamma, \omega)$: this algorithm returns $\rho \leftarrow \text{Comp}^\Gamma(\text{pk}^\Gamma, \omega)$. 

\footnote{To improve readability, we put the subscript $\Sigma$ (resp. superscript $\Gamma$) to each algorithm related to the signature (resp. verifiable computation) scheme.}
The verification algorithm executes $\text{Verify}(sk, pk, m, \rho, \tau) \rightarrow y$; if $y = \bot$, it sets $\Delta = \bot$ and returns. Otherwise, it returns the output of $\text{Ver}_\tau(pk, m, \sigma, y) \rightarrow \Delta \in \{0, 1\}$.

Intuitively, the SAV:ProbGen algorithm prepares the inputs for the delegated computations ($\omega$) and the private values for the verification of computations ($\tau$). The SAV:Comp algorithm performs the verifiable delegation of the bilinear pairing computation, and returns $\rho$, which includes the encoding of the bilinear pairing and some additional values to prove the correctness of the performed operations. Finally, SAV:Verify checks the correctness of the values received by the server, and proceed with the (light-weight) verification of the signature, only if the server has behaved according to the protocol.

**Completeness of SAV.** The correctness of SAV is a straight-forward computation assuming that $\Sigma$ is complete and $\Gamma$ is correct (see the extended version of this paper [19] for a detailed proof).

**Efficiency of SAV.** It is immediate to check that $\text{cost}(\text{Verify}_\Sigma) = \text{cost}(\text{Ver}_H) + \text{cost}(\text{Verify})$. The ProbGenPRE algorithm is just performing encodings of its inputs (usually projections), and does not involve computationally expensive operations. By the efficiency of verifiable computation schemes we have: $\text{cost}(\text{Ver}_H) > \text{cost}(\text{ProbGen}^\Sigma) + \text{cost}(\text{Verify})$ and thus

$$\text{cost}(\text{Verify}_\Sigma) > \text{cost}(\text{ProbGen}^{\Sigma}) + \text{cost}(\text{ProbGen}^\Gamma) + \text{cost}(\text{Verify}^\Gamma) + \text{cost}(\text{Ver}_L),$$

which proves the last claim.

Our generic composition enjoys two additional features: it applies to any signature scheme and it allows to reduce the security of SAV to the security of its building blocks, $\Sigma$ and $\Gamma$. To demonstrate the first claim, let us set $f = \text{Ver}_H = \text{Verify}_\Sigma$ and $\text{ProbGen}^{\Sigma}(pk, m, \sigma) \rightarrow x = (pk, m, \sigma)$. The correctness of $\Gamma$ implies that $y = \text{Ver}_H(x) = \text{Verify}_\Sigma(pk, m, \sigma)$. In this case, $\text{Ver}_L(pk, m, \sigma, y)$ is the function that returns 1 if $y = 1$ and 0 otherwise. We defer the proof of the second claim to the following section.

### 5.2 Security of our generic composition

The following theorems state the security of the compiler presented in Definition 4.14. Our approach is to identify sufficient requirements on $\Sigma$ and $\Gamma$ to guarantee specific security properties in the resulting SAV scheme. All the proofs can be found in the extended version of this paper [19]. We highlight that the results below apply to all our instantiations of the SAV signature schemes presented in Section 6, since these are obtained via our generic composition method.

**Theorem 4.1 (Extended Unforgeability of SAV).** Let $\Sigma$ be an $\Sigma$-existentially (resp. strongly) unforgeable signature scheme, and $\Gamma$ an $\Sigma$-secure verifiable computation scheme. Then SAV is $\Sigma$-extended existentially (resp. strongly) unforgeable.

The proof proceeds by reduction transforming type-1a (resp. type-1b) forgeries into existential (resp. strong) forgeries against $\Sigma$, and type-2 forgeries, into forgeries against the security of $\Gamma$.  

---

24This claim will become clear after seeing examples of SAV signature schemes.
Theorem 4.2 (Soundness Against Collusion of $\text{SAV}_{\Sigma}^{\Gamma}$). Let $\Sigma$ be a correct signature scheme and $\Gamma$ an $(\varepsilon^T, q_v)$-secure verifiable computation scheme. Then $\text{SAV}_{\Sigma}^{\Gamma}$ is $(\varepsilon^T, q_v)$-sound against collusion.

The intuition behind the proof of Theorem 4.2 is the same as in Theorem 4.3 for the case of type-2 forgeries.

We present now two independent ways to achieve $\text{SAV}$-anonymity for schemes obtained with our compiler: leveraging either the privacy of the verifiable computation scheme or the adaptability of the signature scheme.

Theorem 4.3 (Anonymity of $\text{SAV}_{\Sigma}^{\Gamma}$ from Private Verification). Let $\Sigma$ be a correct signature scheme and $\Gamma$ an $(\varepsilon^T, q_v)$-private verifiable computation scheme. Then $\text{SAV}_{\Sigma}^{\Gamma}$ is $(\varepsilon^T, q_v)$-$\text{SAV}$-anonymous.

Theorem 4.3 does not require $\Sigma$ to be anonymous and $\text{SAV}$-anonymity comes directly from the privacy of the verifiable computation scheme.

Key-homomorphic signatures have been recently introduced by Derler and Sla-25

manig [10]. In a nutshell, a signature scheme provides adaptability of signatures if given a signature $\sigma$ for a message $m$ under a public key $pk$, it is possible to publicly create a valid $\sigma'$ for the same message $m$ under a new public key $pk'$. In particular, there exists an algorithm Adapt that, given $pk$, $m$, $\sigma$ and a shift amount $h$, returns a pair $(pk', \sigma')$ for which $\text{Verify}(pk', m, \sigma') = 1$ (cf. Definition 16 in [10] for a formal statement).

Theorem 4.4 (Anonymity of $\text{SAV}_{\Sigma}^{\Gamma}$ from Perfect Adaption). Let $\Sigma$ be a signature scheme with perfect adaption and $\Gamma$ a correct verifiable computation scheme. If the output of $\text{ProbGen}^{\text{PRE}}$ depends only on the adapted values, i.e., for all $pr$, $pk$, $m$, $\sigma$ there is a function $G$ such that:

$$\text{ProbGen}^{\text{PRE}}(pr, pk, m, \sigma) = G(\text{Adapt}(pk, m, \sigma, h), m)$$

for a randomly chosen shift amount $h$, then $\text{SAV}_{\Sigma}^{\Gamma}$ is unconditionally $\text{SAV}$-anonymous.

Theorem 4.4 provides a new application of key-homomorphic signatures to anonymity. The proof is inspired to the tricks used in [10], intuitively $\text{SAV}$-anonymity follows from the indistinguishability of the output of $\text{Adapt}$ from $(pk'', \sigma'' \leftarrow \text{Sign}(sk', m))$ for a freshly generated key pair $(pk'', sk'')$. Many signatures based on the discrete logarithm problem enjoy this property, e.g., BLS [3] and Wat [24].

6 New instantiations of SAV schemes

Our generic composition requires the existence of a verifiable computation scheme for a function $f = \text{Ver}_f$ used in the signature verification algorithm. To the best of the authors’ knowledge, there are verifiable computation schemes for arithmetic circuits [13, 21] and bilinear pairings [1], but no result is yet known for simpler computations such as hash functions and group exponentiations. Following previous works’ approach, we consider only SAV for pairing-based signatures [8, 21, 22, 28], since bilinear pairings are bottleneck computations for resource-limited devices.\footnote{To provide an example, consider the BLS signature scheme [3]. Given $pk = g^{k^*}, m \in \{0, 1\}^*$, $\sigma \in G_2$, and $h \in \mathbb{Z}_p$, the output of $\text{Adapt}$ can be defined as: $pk' = pk \cdot g^h$ and $\sigma' = \sigma \cdot H(m)^h$. It is immediate to check that $(\sigma', m)$ is a valid pair under $pk'$.}

\footnote{To give benchmarks, let $M_p$ denote the computational cost of a base field multiplication in $\mathbb{F}_p$ with $\log p = 256$, then computing $z^a$ for any $z \in \mathbb{F}_p$ and $a \in \mathbb{Z}$ costs about $256M_p$, while computing the Optimal Ate pairing on the $\mathbb{G}_2$ curve requires about $16000M_p$ (results extrapolated from Table 1 in [10]).}
A secure SAV for BLS (SAV$_{\text{BLS}}^{\text{CDS}_1}$)

The BLS signature by Boneh et al. [3] has been widely used for constructing server-aided verification schemes, e.g., Protocols I and II in [23]. Cao et al. [10] and Chow et al. [8] have shown that all the existing SAV for BLS are neither existentially unforgeable, nor sound against collusion. This motivates us to propose SAV$_{\text{BLS}}^{\text{CDS}_1}$ (described in Figure C.10). As a verifiable scheme for the pairing computation, we employ ‘a protocol for public variable A and B’ by Canard et al. [1], which we refer to as CDS$_1$. By the correctness of the CDS$_1$ scheme $y_2 = e(pk_S, H(m))$ and $y_2 = e(\sigma, g)$, thus Ver$_L$ has the same output as Verify$_{\text{BLS}}$. Given that BLS is strongly unforgeable in the random oracle model [7] and that CDS$_1$ is secure in the generic group model [1], SAV$_{\text{BLS}}^{\text{CDS}_1}$ is extended strongly unforgeable and sound against collusion. Our SAV scheme for the BLS is not SAV-anonymous: the signer’s public key is given to the server for the aided verification. However, SAV-anonymity can be simply gained via the adaptability of BLS [11].

In SAV$_{\text{BLS}}^{\text{CDS}_1}$ the verifier does not need to perform any pairing computation. This is a very essential feature, especially if the verifying device has very limited computational power, e.g., an RFID tag.

A secure SAV for Wat (SAV$_{\text{Wat}}^{\text{CDS}_1}$)

Wu et al. [24] proposed a SAV for Waters’ signature Wat [24], which is neither existentially unforgeable nor sound against collusion. Here we propose SAV$_{\text{Wat}}^{\text{CDS}_1}$ (described in Figure C.11), which is similar to Protocol III in [23], but has strong security guarantees thanks to the verifiable computation scheme for ‘public A and B’ CDS$_1$ [11].

By the correctness of the CDS$_1$ scheme $y_1 = e(\sigma_1, g)$, and $y_2 = e(H(m), \sigma_2)$. Thus, Ver$_L$ has the same output as Verify$_{\text{Wat}}$. Given that CDS$_1$ is secure in the generic group model [11], and that Wat is existentially unforgeable in the standard model [24] our SAV$_{\text{Wat}}^{\text{CDS}_1}$ is extended existential unforgeable and sound against collusion. Similarly to Protocol III in [23], SAV$_{\text{Wat}}^{\text{CDS}_1}$ achieves SAV-anonymity thanks to the perfect adaption of Wat [11].
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\[ \text{ProbGen}^{\text{PRE}}(pk, m, \sigma) \]: given \( pk \in \mathbb{G}_1 \), \( m \in \{0, 1\}^\ast \) and \( \sigma \in \mathbb{G}_1 \), select \( h \in \mathbb{Z}_p \), compute \( (pk', \sigma') \leftarrow \text{Adapt}(pk, m, \sigma, h) \), return \( x = (pk', m, \sigma') \).

\[ \text{Ver}_L(pk', m, \sigma, y) \]: this is \( \text{Verify}_{\text{Wat}} \) where the computation of the two pairings is replaced with the outputs \( y_1, y_2 \) of \( \text{Verify}_{\text{CDS}_1} \). Formally, \( \text{Ver}_L \) checks if \( y_1 = pk' \cdot y_2 \), in which case it outputs \( \Delta = 1 \), otherwise it returns \( \Delta = 0 \).

Figure C.11: The core algorithms of \( \text{SAV}_{\text{CDS}_1}^{\text{Wat}} \).

\[ \text{ProbGen}^{\text{PRE}}(pk, m, \sigma) \]: this algorithm simply returns the first two entries of the signature \( \sigma = (\sigma_1, \sigma_2, \sigma_3) \), i.e., \( x = (\sigma_1, \sigma_2) \).

\[ \text{Ver}_L(pk, m, \sigma, y) \]: this algorithm is \( \text{Verify}_{\text{CDS}_2} \) except for two pairing computations which are replaced with the outcome \( y = (\beta_1, \beta_2) \) of \( \text{Verify}_{\text{CDS}_2} \). More precisely, the \( \text{Ver}_L \) algorithm computes \( \alpha_1 = e(\sigma_1, Y) \), \( \alpha_2 = e(X, \sigma_1) \) and \( \alpha_3 = e(X, \sigma_2)^m \). It then checks whether \( \alpha_1 = \beta_1 \) and \( \alpha_2 \cdot \alpha_3 = \beta_2 \). If both of the conditions hold, the algorithm returns \( \Delta = 1 \), otherwise \( \Delta = 0 \).

Figure C.12: The core algorithms of \( \text{SAV}_{\text{CL}}^{\text{CDS}_2} \).

6.3 The first SAV for CL (SAV\text{CL}^{\text{CDS}_2})

The verification of the BLS and the Wat signatures only requires the computation of two bilinear pairings. We want to move the focus to more complex signature schemes that would benefit more of server-aided verification. To this end, we consider scheme A by Camenish and Lysyanskaya [5], which we refer to as CL, where \( \text{Verify}_{\text{CL}} \) involves the computation of five bilinear pairings. For verifiability we employ CDS\textsubscript{2}, ‘a protocol with public constant \( B \) and variable secret \( A \’) by Canard et al. [6]. Our \( \text{SAV}_{\text{CL}}^{\text{CDS}_2} \) scheme is reported in Figure C.14.

By the correctness of \( \text{CDS}_2 \) we have: \( y_1 = \beta_1 = e(\sigma, g_1) \) and \( y_2 = \beta_2 = e(H(m), pk) \). Therefore \( \text{Ver}_L \) performs the same checks as \( \text{Verify}_{\text{CL}} \) and the two algorithms have the same output. Given that CL is existential unforgeable in the standard model [7] and CDS\textsubscript{2} is secure and private in the generic group model [8], \( \text{SAV}_{\text{CL}}^{\text{CDS}_2} \) is extended-existential unforgeable, sound against collusion and SAV-anonymous. Therefore \( \text{SAV}_{\text{CL}}^{\text{CDS}_2} \) is an example of a scheme which is SAV-anonymous although the base signature scheme is not anonymous.

6.4 Comparison with previous work

Table C.1 gives a compact overview of how our SAV schemes compare to previous proposals in terms of unforgeability, soundness under collusion and SAV-anonymity. We report only the highest level of unforgeability that the scheme provides. A yes (resp. no) in the table states that the scheme does (resp. does not) achieve the property written at the beginning of the row, e.g., Protocol III does not employ a verifiable computation scheme and provides SAV-anonymity. Every scheme or property is followed by a reference paper or the section where the claim is proven. Regarding efficiency, the computational cost of pairing-based algorithms is influ-
Table C.1: Comparison among our SAV schemes and previous works: Protocol I (Figure 3 in [25]), Protocol II (Figure 5 in [25]), Protocol III (Figure 4 in [25]), SAV-ZSS [15] (depicted in Figure 1 in [25]).

<table>
<thead>
<tr>
<th></th>
<th>Protocol I [25]</th>
<th>Protocol II [25]</th>
<th>SAV$_{\text{BLS}}^\text{Proto}$</th>
<th>SAV$_{\text{CDS}}^\text{Proto}$</th>
<th>SAV$_{\text{ZSS}}^\text{Proto}$</th>
<th>SAV$_{\text{CL}}^\text{Proto}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>signature</td>
<td>BLS</td>
<td>BLS</td>
<td>BLS</td>
<td>Wat</td>
<td>Wat</td>
<td>ZSS</td>
</tr>
<tr>
<td>verifiability</td>
<td>no</td>
<td>no</td>
<td>CDS$_1$</td>
<td>no</td>
<td>CDS$_1$</td>
<td>CL</td>
</tr>
<tr>
<td>unforgeability</td>
<td>EUF</td>
<td>no</td>
<td>ExSUF</td>
<td>ExEUF</td>
<td>EUF</td>
<td>ExEUF</td>
</tr>
<tr>
<td>collusion resistance</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
</tr>
<tr>
<td>anonymity</td>
<td>no</td>
<td>no</td>
<td>yes</td>
<td>yes</td>
<td>no</td>
<td>yes</td>
</tr>
</tbody>
</table>

7 Conclusions

In this paper, we provided a framework for single-round server-aided verification signature schemes and introduced a security model which extends previous proposals towards more realistic attack scenarios and stronger adversaries. In addition, we defined the first generic composition method to obtain a SAV for any signature scheme using an appropriate verifiable computation scheme. Our compiler identifies for the first time sufficient requirements on the underlying primitives to ensure the security and anonymity of the resulting SAV scheme. In particular, we showed sufficient conditions to achieve both computational and unconditional SAV-anonymity. Finally, we introduced three new SAV signature schemes obtained via our generic composition method, that simultaneously achieve existential unforgeability and soundness against collusion.

Currently, Canard et al.’s is the only verifiable computation scheme for pairings available in the literature. Considering the wide applicability of bilinear pairings in cryptography, a more efficient verifiable computation scheme for these functions would render pairings a server-aided accessible computation to a large variety of resource-limited devices, such as the ones involved in IoT and cloud computing settings.
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27 Efficiency gain is the ratio $\frac{\text{cost}(\text{SAV:ProbGen}) + \text{cost}(\text{SAV:Verify})}{\text{cost}(\text{Verify}_S)}$. 
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Appendix

C.i Detailed descriptions of our SAV schemes

In this Appendix we present thorough descriptions of the new SAV scheme proposed in this paper (Section C). The complete explanations of the algorithms in $SAV_{\text{BLS}}$, $SAV_{\text{CDS}}$, and $SAV_{\text{CL}}$ are presented in Figures C.1, C.2 and C.3 respectively.

For consistency, we adopt the multiplicative notation for describing the operation elliptic curve groups.

\[
SAV.\text{Init}(\lambda) = \text{SetUp}_{\text{BLS}}(\lambda).
\]

This algorithm generates the global parameters of the scheme, that include: a Gap Diffie-Hellman bilinear group $(p, g, \mathbb{G}, \mathbb{G}_T, e)$ according to the security parameter $\lambda$; and a hash function $H : \{0, 1\}^* \rightarrow \mathbb{G}$ that maps messages $m \in \mathcal{M} = \{0, 1\}^*$ to group elements in $\mathbb{G}$. The output is $gp = (p, g, \mathbb{G}, \mathbb{G}_T, e)$.

\[
SAV.\text{KeyGen}() = \text{KeyGen}_{\text{BLS}}().
\]

The key generation algorithm draws a random $x \in \mathbb{Z}_p^*$ and outputs $(pk, sk) = (g^x, x)$.

\[
SAV.\text{VSetup}() = \text{KeyGen}_{\text{CDS}}().
\]

This algorithm outputs $pr = \text{void}$ and $pb = (p, g, \mathbb{G}_T, e, g, \hat{\beta})$, where $\hat{\beta} = e(g, g)$.

\[
SAV.\text{Sign}(sk, m) = \text{Sign}_{\text{BLS}}(sk, m).
\]

The signing algorithm outputs $\sigma = H(m)^x \in \mathbb{G}$.

\[
SAV.\text{ProbGen}(\text{void}, pk, m, \sigma).
\]

This algorithm runs $\text{ProbGen}_{\text{BLS}}(pk, m, \sigma) \rightarrow ((pk, H(m)), (\sigma, g))$ and returns the outputs of $\text{ProbGen}_{\text{CDS}}$ on the two pairs $(pk, H(m))$ and $(\sigma, g)$. In details, for $(pk, H(m))$ the problem generator algorithm selects two random values $r_1, r_2 \in \mathbb{Z}_p$, computes the points $R_1 = pk^e^{-1}g^{-1}$, $R_2 = H(m)^{-1}g^{r_2^2}$, and $\hat{U} = \tilde{\beta}^{r_1^2}$. This process (with fresh randomness) is applied to the pair $(\sigma, g)$ as well. The final outputs are $\omega = ((pk, H(m), R_1^{(1)}, R_2^{(1)}), (\sigma, g, R_1^{(2)}, R_2^{(2)}))$ and $\tau = ((U^{(1)}, r_1^{(1)}, r_2^{(1)}), (U^{(2)}, r_1^{(2)}, r_2^{(2)}))$.

\[
SAV.\text{Comp}(pb, \omega).
\]

The algorithm computes the following bilinear pairings: $\alpha_1^{(1)} = e(pk, H(m)), \alpha_2^{(1)} = e(R_1^{(1)}, R_2^{(1)})(e(pk, g)e(g, H(m)))^{-1}, \alpha_1^{(2)} = e(\sigma, g), \alpha_2^{(2)} = e(R_2^{(2)}, R_2^{(2)})(e(\sigma, g)e(g, g))^{-1}$. It returns $\rho = (\rho_1, \rho_2) = ((\alpha_1^{(1)}, \alpha_1^{(2)}), (\alpha_2^{(1)}, \alpha_2^{(2)}))$.

\[
SAV.\text{Verify}(\text{void}, pk, m, \sigma, \rho, \tau).
\]

The verification algorithm first runs $\text{Verify}_{\text{CDS}}(\rho_1, \tau_1)$ for $i \in [2]$, i.e., checks whether $\alpha_2^{(1)} = \hat{U}^{(i)}(\alpha_1^{(1)}))^{\gamma_i^{(1)}\gamma_2^{(1)}}$ and $\alpha_1 \in \mathbb{G}_T$. If any of the previous checks fails, the verification algorithm returns $\Delta = 1$ and halts. Otherwise, it sets $y_i = \alpha_i^{(1)}$, for $i \in [2]$ and runs $\text{Ver}_{\text{CDS}}(pk, m, \sigma, y)$, which returns $\Delta = 1$ if $y_1 = y_2$, and $\Delta = 0$ otherwise.

Figure C.13: $SAV_{\text{CDS}}_{\text{BLS}}$: Our SAV for the BLS Signature in [3].
$\text{SAV}_{\text{Init}}(1^\lambda) = \text{SetUp}_{\text{Wat}}(1^\lambda)$. This algorithm generates a bilinear group $(p, g, H, g_T, e)$ according to the security parameter $\lambda$; selects $n + 1$ group elements $V_0, V_1, \ldots, V_n \in \mathbb{G}$ and defines a function $H : \{0, 1\}^n \rightarrow G$ as $H(m) = V_0(\prod_{i=1}^{n} V_i^m)$. The output is $gp = (p, g, H, g_T, e)$.

$\text{SAV}_{\text{KeyGen}}() = \text{KeyGen}_{\text{Wat}}()$. The key generation algorithm draws a random $x \in \mathbb{Z}_p^*$ and outputs $(pk, sk) = (e(g_1, g)^x, x)$.

$\text{SAV}_{\text{VSetup}}() = \text{KeyGen}_{\text{CDSS}}()$. This algorithm outputs $pr = \text{void}$ and $pb = (p, G, g, e, g, \beta)$, where $\beta = e(g, g)$.

$\text{SAV}_{\text{Sign}}(sk, m) = \text{Sign}_{\text{Wat}}(sk, m)$. The signing algorithm picks a random $a \in \mathbb{Z}_p^*$ and outputs $\sigma = (\sigma_1, \sigma_2) = (g_1^a(H(m))^a, g_1^a) \in \mathbb{G}^2$.

$\text{SAV}_{\text{ProbGen}}(void, pk, m, \sigma) = \text{ProbGen}^{\text{PRE}}(pk, m, \sigma) \rightarrow (pk', \sigma')$ to create a signature for a new public key, i.e., it picks two random values $b, c \in \mathbb{Z}_p$ and sets $pk' = pk^b, \sigma' = (\sigma^c, e(H(m)^b, \sigma_2g^b))$. (By the adaptivity of Wat if $\sigma$ is a valid signature for $m$ under $sk$ with randomness $a$, then $\sigma'$ is a valid signature for $m$ under $sk' + h$ with randomness $a + b$).

Secondly, the problem generation algorithm runs $\text{ProbGen}^{\text{CDSS}}$ on $(\sigma_1', g)$ and $(H(m), \sigma_2')$. In details, for each pair $(A, B)$, the algorithm selects two random values $r_1, r_2 \in \mathbb{Z}_p^*$, computes the points $R_i = A^{r_1}g^{r_1}, R_2 = B^{r_2}g^{r_2}$ and $\hat{U} = \beta^{r_1r_2}$. The final outputs are $\omega = (R_1^{(1)}, R_2^{(1)}, R_1^{(2)}, R_2^{(2)})$ and $\tau = (pk^{\hat{U}}(r_1^{(1)}, r_2^{(1)}), U^{(r_1^{(2)}, r_2^{(2)})})$.

$\text{SAV}_{\text{Comp}}(pb, \omega)$. The algorithm parses $\omega$ as $((R_1^{(1)}, R_2^{(1)}), (R_2^{(2)}, R_1^{(2)}))$; for each pair $(A, B)$ it computes $\alpha_1 = e(A, B)$ and $\alpha_2 = e(R_1, R_2)(e(g, B), e(A, g))^{-1}$. It returns $\rho = (\alpha_1^{(1)}, \alpha_2^{(1)}, \alpha_1^{(2)}, \alpha_2^{(2)})$.

$\text{SAV}_{\text{Verify}}(void, pk, m, \sigma, \rho, \tau)$. The verification algorithm parses $\rho = (\rho^{(1)}, \rho^{(2)}) = ((\alpha_1^{(1)}, \alpha_2^{(1)}), (\alpha_1^{(2)}, \alpha_2^{(2)}))$ and $\tau = (pk^{\hat{U}}(r_1^{(1)}, r_2^{(1)}), (U^{(r_1^{(2)}, r_2^{(2)})})$. For $i \in [2]$ it runs $\text{Ver}_{\text{CDSS}}^{\text{PRE}}(\rho^{(i)}, \tau^{(i)})$, i.e., it checks if $\alpha_2^{(i)} = U^{(r_1^{(i)}, r_2^{(i)}, \tau^{(i)})^{-1}}$ and $\alpha_1 \in G_T$. If any of the previous checks fails, the verification algorithm returns $\Delta = 1$ and halts. Otherwise, it returns $y^{(i)} = \alpha_1^{(i)}$ and runs $\text{Ver}_{\text{Wat}}(pk, m, \sigma, y)$, which returns $\Delta = 1$ if $y^{(i)} = pk^{y^{(i)}}$, and $\Delta = 0$ otherwise.

Figure C.14: $\text{SAV}^{\text{CDSS}}_{\text{Wat}}$: Our SAV for the Wat Signature in $[22]$. 
SAV.Init(1^λ) = SetUp_C1(1^λ). The setup algorithm generates the global parameters of the scheme, that include a bilinear group (q, G, g, G_T, β, e).

SAV.KeyGen() = KeyGen_C1(). The key generation algorithm draws two random values x, y \in \mathbb{Z}_q, computes g^x = X, g^y = Y and returns pk = (X, Y) and sk = (x, y).

SAV.VSetup() = KeyGen^{CDS}(). This algorithm outputs pr = void and pb = (p, G, G_T, e, G, B, β), where G \in \mathbb{G}, B = g and β = e(G, B).

SAV.Sign(sk, m) = Sign_C1(sk, m). The sign algorithm picks a random a \in \mathbb{Z}_q and outputs the signature σ = (σ_1, σ_2, σ_3) = (a, a^y, a^{x+my}) \in G^3.

SAV.ProbGen(void, pk, m, σ). This algorithm first runs ProbGen^{pre}(pk, m, σ) \rightarrow (σ_2, σ_3). Then it runs ProbGen^{CDS} on σ_2 and σ_3. In more details, for i \in \{2, 3\} it selects three random values \( i_1^{(i)}, i_2^{(i)}, i_u^{(i)} \in \mathbb{Z}_q \), computes the points \( R_1^{(i)} = σ_1 \cdot G_1^{i_1^{(i)}} \) and \( R_2^{(i)} = σ_1^{i_1^{(i)}} \cdot G_2^{i_1^{(i)}} \) and calculates \( \hat{X}_1^{(i)} = (\hat{β})^{i_2^{(i)}}, \hat{X}_2^{(i)} = (\hat{β})^{i_u^{(i)}} \). The final outputs are \( \omega = (R_1^{(2)}, R_2^{(2)}, R_1^{(3)}, R_2^{(3)}) \) and \( τ = (u^{(2)}, \hat{X}_1^{(2)}, \hat{X}_2^{(2)}, u^{(3)}, \hat{X}_1^{(3)}, \hat{X}_2^{(3)}) \).

SAV.Comp(pb, ω). The algorithm parses \( ω = (R_1^{(2)}, R_2^{(2)}, R_1^{(3)}, R_2^{(3)}) \) and returns \( ρ = (e(R_1^{(2)}, g), e(R_2^{(2)}, g), e(R_1^{(3)}, g), e(R_2^{(3)}, g)) \).

SAV.Verify(void, pk, m, σ, ρ, τ). The verification algorithm first runs Verify^{CDS}(ρ, τ), i.e., for i \in \{2, 3\} it checks if \( α_2^{(i)} = \hat{X}_2^{(i)}(α_1(\hat{X}_1^{(i)})^{-1})^u \) and \( α_1^{(i)} \in G_T \). If any of the previous checks fails, the verification algorithm returns \( Δ = ⊥ \) and halts. Otherwise, the values \( y^{(i)} = β_1^{(i)}(X^{(i)})^{-1}, \) for i \in \{2, 3\} are used as input for Ver_C1. In details, Ver_C1(pk, m, σ, ρ, τ = (y^{(2)}, y^{(3)})), computes: \( β_1 = e(σ_1, Y), \) \( β_2 = e(X, σ_1 σ_2^2) \). If both \( β_1 = y^{(1)} \) and \( β_2 = y^{(2)} \), the algorithm returns \( Δ = 1 \); otherwise it returns \( Δ = 0 \).

Figure C.15: SAV^{CDS}_CL : Our SAV for the CL Signature in \textit{M}. 
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Keywords. Distance-bounding, relay attacks, authentication.

Two-hop Distance-Bounding Protocols: Keep your Friends Close

1 Introduction

Wireless communications have strong connections with proximity-based authentication. For instance, in multiple wireless access control scenarios, we gain access to a service and/or a place depending on our physical proximity to an access control point. Furthermore, wireless communications often rely on the cooperation of one-hop and two-hop neighbours (e.g., routing in wireless ad-hoc networks). Verifying the location of our neighbours and our proximity to an access point is usually performed by employing a secure neighbour discovery (SND) method [20]. Distance-bounding (DB) protocol is an important method for reliable SND, which is based on the round-trip-time of carefully designed challenge-response messages to provide an upper bound on the physical distance between two nodes. Although DB protocols provide a cryptographic proof of proximity for one-hop neighbours they cannot be employed when the prover is outside the communication range of the verifier.

In this paper, we investigate the extension of conventional (one-hop) DB protocols to a two-hop setting. More precisely, we examine how DB protocols designed for two participants—a (trusted) verifier $V$ and a (usually untrusted) prover $P$—can be extended to a three participants setting—a (trusted) verifier $V$, a (potentially untrusted) prover that lies two hops away from $V$, and an (untrusted) in-between entity, henceforth called the linker $L$, which is in the communication range of both $P$ and $V$.

We should stress here that one-hop DB protocols can be employed when $P$ is in the communication range of $V$, in order to verify that $P$ is in the vicinity of $V$. However, when $P$ is outside $V$’s communication range, traditional one-hop DB protocols are not enough. In the latter case, there is a need for two-hop DB protocols that are able to verify that $L$ is close to $V$ and that $P$ is close to $L$ by measuring the time-of-flight of the exchanged messages.

Given the tremendous development of wireless communications and the new era of ubiquitous computing, two-hop distance-bounding can be useful in multiple important scenarios, such as the detection of wormhole attacks and wireless access control scenarios where the prover is located outside the communication range of the verifier.

A wormhole is an attack strategy, first described by Perrig et al. [14], for disrupting the normal operation of routing protocols. In a wormhole attack, an adversary advertises as the most attractive routing path to another node in the network, a path that passes through her. In this way, she is able to get under her control the communication between two nodes (i.e. the messages are sent to her in order to be forwarded). This implies that she can modify or even discard the messages that reach her and consequently disrupt the whole communication. In a wormhole attack, an adversary may have compromised a node $L$ that is a one-hop neighbour
of two nodes $P$ and $V$, while $P$ is a two-hop neighbour (i.e. outside the communication range) of $V$. For instance, consider the scenario where $V$ wants to transmit a message to $P$ and verify that $P$ is $V$’s two-hop neighbour. Here we can distinguish between two cases: (i) if $V$ trusts $P$, and (ii) if $P$ is untrusted. If $V$ trusts $P$ but both $P$ and $V$ do not trust $L$ then by running a conventional DB protocol twice (once run between $V$ and $L$ and once between $L$ and $P$), $V$ could verify that $P$ is indeed its two-hop neighbour. In the second case (untrusted $P$), conventional (one-hop) DB protocols cannot directly verify the two-hop proximity of $P$. The same problem exists when the adversary controls two nodes $L_1$ and $L_2$ instead of a single node $L$ (Figure D.16). It is easy to see that in such a scenario, there is an eminent need for a mechanism to verify the two-hop proximity of an untrusted node $P$ by relying on an untrusted one-hop neighbour ($L$).

![Figure D.16: A wormhole attack run by an external adversary that employs two malicious nodes $L_1$ and $L_2$. The communication ranges of $V$ and $P$ are indicated by $d_V$ and $d_P$ respectively.](image)

As an additional motivation for the need of two-hop DB protocols we could consider access control problems when the prover (i.e. employed device) does not have direct access to the verifier (i.e. access point) but instead has to depend on an untrusted (in-between) node (device). This could be the case in multiple scenarios where smart devices are employed in ubiquitous computing environments, e.g., in a university campus, gaining access to a printer if the prover can prove that he is a two-hop neighbour of the verifier (i.e. printer).

**Contributions.** In this paper, we investigate how conventional (one-hop) DB protocols can be extended to a two-hop setting i.e. when the prover does not have direct access (i.e. not in the communication range) with the verifier, but instead has to rely on an in-between untrusted party. We provide a general framework that can be employed to transform certain families of one-hop DB protocols to the two-hop (three participants) setting. We analyse the security of two-hop DB protocols and identify connections with the security issues of the corresponding one-hop case. Finally, we demonstrate the correctness of our security analysis and the efficiency of our model by implementing five different two-hop DB protocols and performing experimental attacks on them.

**Organisation.** The paper is organised as follows. Section 2 describes related work, while Section 3 describes conventional (one-hop) DB protocols. In Section 4 we describe the general structure of a two-hop DB protocol. Section 5 presents a formal model for analysing the security of two-hop DB protocols, while Section 6 presents the experimental evaluation of our proposed model based on five existing DB protocols. Finally, Section 7 concludes the paper.
2 Related Work

DB protocols are real-time challenge-response authentication protocols that attempt to simultaneously verify the credentials and the proximity of an untrusted prover. These protocols are mainly employed in settings where the adversary wants to fool a verifier (e.g., access point) into accepting a distant prover. DB protocols were initially proposed by Brands and Chaum [6] as an efficient countermeasure against relay attacks in ATM systems. They rely on the round-trip-time of multiple challenge-response pairs to determine an upper bound on the physical distance between a trusted verifier $V$ and an untrusted prover $P$. The final output of the protocol depends on (i) the estimated distance between the prover and the verifier, and (ii) the correctness of the received responses.

In 2005, Hancke and Kuhn [12] proposed a DB protocol resistant to the main two threats against DB protocols and introduced the concept of registers for DB protocols. Subsequently, many protocols were proposed that rely on the Hancke and Kuhn’s protocol (e.g., [1, 11, 16, 22, 24]). In the recent decade, the interest in formulating and evaluating DB protocols has grown considerably, and different approaches have been presented [11, 12, 13, 16, 23]. Although the majority of DB protocols present in the literature are based on secret key cryptography, there are also some recent proposals that rely on public key cryptography [11, 13, 15]. In our analysis, to facilitate understanding, we shall focus on DB protocols that rely on secret key cryptography. However, our results could also be easily applied to protocols that rely on public key cryptography.

We classify DB protocols into two main categories, depending on how the prover generates the responses:

**Register-based DB protocols:** In this case, the set of possible responses is composed of $\rho \geq 1$ vector(s), called register(s) [12]. The verifier’s challenges indicate which register should be used for the calculation of the responses. Multiple existing DB protocols belong in this category, e.g., Brands-Chaum [3], where $\rho = 1$; Hancke-Kuhn [12], Swiss-knife [16], Bussard-Bagga [7] and Reid et al. [22], where $\rho = 2$; finally SKI [4] treats the case where $\rho \geq 3$.

**Non-register-based DB protocols:** There are very few protocols that fall in this category. In particular, Avoine et al. [2] proposed a DB protocol that employs a tree-based response function, where the prover’s responses depend on all the challenges sent in the same protocol run. Furthermore, a DB protocol where the responses are based on challenge reflection with channel selection (CRCS) were introduced by Rasmussen and Capkun [21].

In this paper, we shall focus on DB protocols that are register-based, as these constitute the overwhelming majority of the proposals presented in the literature. We need to note though that non-register based DB protocols could easily be extended to a two-hop setting. However, the employed generalisation and notation does not capture the description of non-register based protocols, since they have more complicated structures (e.g., a tree-based response function). Henceforth, when referring to DB protocols we shall consider register-based DB protocols. Similar to part of our work, Mauw et al. [18] also constructed an abstract model for the register-based DB protocols based on finite state automata, provided security analysis of these protocols, and developed a new family of DB protocols which is resistant to mafia fraud attacks. As a comparison, we provide more comprehensive security analysis which captures all the three common attacks.
Current DB protocols mostly consider a single prover bounding the distance of a single verifier. None of these proposals provide non-repudiation of the distance-bound between two parties to any third (untrusted) party. Our proposal allows the verifier to determine a distance bound on the linker (next-hop node) and verify the validity of the distance bound between the linker and the prover, even though the linker is not trusted. One interesting divergence from the two-party distance-bounding approach is performing distance-bounding with multiple parties \[8\]. This group distance-bounding verifies that all the parties are in close proximity. However, this still requires all the parties in the group to be able to communicate directly with each other to be able to complete the protocol. Our proposal allows a verifier to verify that two nodes are in close proximity (next-hop and two-hop) without directly communicating with the two-hop node. Centralized SND approaches can verify more than just next-hop neighbours but are based on the assumption that there are many nodes that can collaborate and aggregate data to a central system controller \[17\]. This approach often involves location-based methods that require the physical location of each node to be known \[13\]. Determining the location of a node requires additional network infrastructure and resources, especially indoors where Global Positioning Systems (GPS) are not so effective, while a system wide localization scheme still relies on accurate node-level neighbour detection to build secure connectivity maps \[3\]. There are several secure localization schemes that use DB protocols for the underlying distance estimation between nodes \[9\]. Our approach does not compete with these centralised approaches and can potentially assist them by allowing individual nodes to securely verify the proximity of next-hop and two-hop nodes.

We have recently introduced \[19\] the concept of two-hop distance-bounding that extends traditional DB protocols to a two-hop setting and proposed an approach on how some of the existing DB protocols could be modified to verify the proximity of both next-hop and two-hop neighbours. In this paper, we go beyond this and introduce a general model that covers most of the existing DB protocols and analyse its security for internal and external adversaries. Furthermore, we provide instantiations for the transformation of five existing DB protocols to a two-hop setting. To verify our theoretical analysis, we evaluate the five chosen protocols and provide an analysis of the success probability of the different types of attacks for a varying number of rounds. Finally, we provide simulated experiments that validate our theoretical results.

Table D.2: Notations

<table>
<thead>
<tr>
<th>Notation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$V/P/L$</td>
<td>honest verifier/prover/linker</td>
</tr>
<tr>
<td>$P'/L'$</td>
<td>dishonest prover/linker</td>
</tr>
<tr>
<td>$K/M/I/C/R$</td>
<td>key/message/index/challenge/response space</td>
</tr>
<tr>
<td>$X, W$</td>
<td>the range of two strings generated in the non-time critical phases</td>
</tr>
<tr>
<td>$n$</td>
<td>the number of rounds in the DB phase</td>
</tr>
<tr>
<td>$i$</td>
<td>the index of the rounds in the DB phase</td>
</tr>
<tr>
<td>$g_0/g_1/g_2$</td>
<td>functions used in the non-time critical phases</td>
</tr>
<tr>
<td>$f$</td>
<td>the response function used in the DB phase</td>
</tr>
<tr>
<td>$x_{VL}/x_{VP}$</td>
<td>the secret key shared between the verifier and the linker/prover</td>
</tr>
<tr>
<td>$m_V/m_L/m_P$</td>
<td>messages sent by the verifier/linker/prover in the initialisation phase</td>
</tr>
<tr>
<td>$c_i/r_i$</td>
<td>the verifier’s challenge value / the prover’s response value</td>
</tr>
<tr>
<td>$\ell_i$</td>
<td>the linker’s response value</td>
</tr>
<tr>
<td>$w$</td>
<td>the final signature sent by the prover</td>
</tr>
<tr>
<td>$\xi_L, \xi_P$</td>
<td>vectors used to produce the responses</td>
</tr>
<tr>
<td>$\Delta t_i$</td>
<td>the time difference between the time $c_i$ was sent and $r_i$ was received</td>
</tr>
<tr>
<td>$t_{\text{max}}$</td>
<td>the maximum round-trip-time allowed (as a bound on the distance)</td>
</tr>
</tbody>
</table>
3 A General Model for Distance-Bounding Protocols

In this section, we describe a general structure of most existing DB protocols that belong in the register-based category. Table D.2 refers to the main notations used throughout the paper. Let $\mathcal{K}$ denote the set of keys, $\mathcal{M}$ the set of messages and $\mathcal{X}$ the set of session vectors. The challenges will be taken from the set $\mathcal{C}$, the responses from the set $\mathcal{R}$ while $\mathcal{I}$ denotes the set of indices.

Claim: All (existing) register-based DB protocols can be described using the seven (finite) sets $\mathcal{K}$, $\mathcal{M}$, $\mathcal{X}$, $\mathcal{C}$, $\mathcal{R}$, $\mathcal{I}$, $\mathcal{W}$ and the four maps, $g_0$, $g_1$, $g_2$, $f$ defined as follows: $g_0 : \mathcal{K} \rightarrow \mathcal{M}$, $g_1 : \mathcal{K} \times \mathcal{M} \times \mathcal{M} \rightarrow \mathcal{X}$, $g_2 : \mathcal{K} \times \mathcal{X} \times \mathcal{C}^n \times \mathcal{R}^n \rightarrow \mathcal{W}$, $f : \mathcal{K} \times \mathcal{X} \times \mathcal{C} \times \mathcal{I} \rightarrow \mathcal{R}$.

We shall demonstrate this claim via a proof-of-concept. More precisely, we shall construct a general (register-based) DB protocol that employs the functions $g_0$, $g_1$, $g_2$, $f$. By explicitly defining the functions $g_0$, $g_1$, $g_2$, $f$ and the sets $\mathcal{K}$, $\mathcal{M}$, $\mathcal{X}$, $\mathcal{C}$, $\mathcal{R}$, $\mathcal{I}$, $\mathcal{W}$, one can obtain all register-based DB protocols. Specific instantiations for five existing DB protocols are given in Section 6.

Verifier $\mathcal{V}$

<table>
<thead>
<tr>
<th>$x_{VP}$</th>
<th>$x_{VP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Initialisation phase</strong></td>
<td></td>
</tr>
<tr>
<td>$m_V = g_0(x_{VP})$</td>
<td>$m_P = g_0(x_{VP})$</td>
</tr>
<tr>
<td>$\xi = g_1(x, m_V, m_P)$</td>
<td>$\xi = g_1(x, m_V, m_P)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_{VP}$</th>
<th>$x_{VP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Distance-bounding phase</strong></td>
<td></td>
</tr>
<tr>
<td>start $c_i \in \mathcal{C}$</td>
<td>$c_i$</td>
</tr>
<tr>
<td><strong>Start Clock</strong></td>
<td>$r_i$</td>
</tr>
<tr>
<td><strong>Stop Clock</strong></td>
<td>$r_i = f(x_{VP}, \xi, c_i, i)$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$x_{VP}$</th>
<th>$x_{VP}$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Verification phase</strong></td>
<td></td>
</tr>
<tr>
<td>Compute $w = g_2(x_{VP}, \xi, c_1, ..., c_n, r_1, ..., r_n)$</td>
<td>$w$</td>
</tr>
<tr>
<td>Verify $r_i$ and $w$, and check if $\Delta_t \leq \tau_{\text{max}}$ for $i \in {1, ..., n}$</td>
<td></td>
</tr>
</tbody>
</table>

Figure D.17: The general description of a register-based DB protocol.

We consider a trusted verifier $\mathcal{V}$ who is equipped with a clock, and an untrusted prover $\mathcal{P}$ that shares a secret key $x_{VP} \in \mathcal{K}$. The general structure model for register-based DB protocols is depicted in Figure D.17 and is composed of the following phases:

28 $\mathcal{I} = \{1, ..., n\}$ where $n$ is the total number of rounds in the distance-bounding phase.
Initialisation Phase  This first phase enables the verifier \( V \) and the prover \( P \) to initialise some values that will be used in the subsequent phases of the protocol. At this stage both parties can (i) generate some values (e.g., nonces, using the function \( g_0 \)) and (ii) perform some preliminary computations (using the function \( g_1 \)). More precisely, the functions \( g_0 \) and \( g_1 \) are defined as follows:

- \( g_0 : \mathcal{K} \to \mathcal{M} \) is a possibly randomised function used to generate the initialisation messages: \( m_V \) (for the verifier) and \( m_P \) (for the prover). The function \( g_0 \) could be for example a random selection (e.g., generation of a nonce) \([\text{PRF}]\).
- \( g_1 : \mathcal{K} \times \mathcal{M} \times \mathcal{M} \to \mathcal{X} \) is a deterministic function used in the initialisation phase. It takes as input the shared secret key and two previously generated messages, and outputs \( \xi = g_1(x_{VP}, m_V, m_P) \). The function \( g_1 \) could be for instance a hash function, a pseudorandom function (PRF), a commitment scheme \([\text{PRF}]\) or it could just return \text{void}. The session vector \( \xi \) is usually representing a session key that will be used to generate the responses in the following phase.

Distance-Bounding Phase  This is the only time-critical part of the protocol and consists of \( n = \lceil \ell \rceil \) rounds with the same structure. \( V \) picks a random element in \( \mathcal{C} \) (a challenge), sends it to \( P \) and starts the clock. Upon receiving the prover’s response, \( V \) stops the clock, stores the received data and records the round-trip-time \( \Delta t_i \) for \( i \in \{1, \ldots, n\} \). The main function in the whole DB protocol is the response function \( f : \mathcal{K} \times \mathcal{X} \times \mathcal{C} \times \mathcal{I} \to \mathcal{R} \) that is called in this phase. In general, \( f \) outputs \( r_i \) according to the values of the secret key \( x \), the session vector \( \xi \), the challenge \( c_i \) and also the round \( i \). In DB, the independency of the responses \( r_i \) follows from the independency of the challenges \( c_i \) and the domain definition of \( f \).

Verification Phase  This is the final stage of the protocol. In most existing DB protocols in this phase, the verifier checks that the received responses are correct, and all the recorded round-trip times (\( \Delta t_i \)) are smaller or equal to a pre-defined threshold \( t_{\text{max}} \) that denotes the maximum-round-trip-time between \( P \) and \( V \). Optionally, \( P \) can provide an additional message that \( V \) shall check. We could actually discriminate two main classes of DB protocols that provide an additional message to be checked (e.g., a MAC or a signature) following the protocol proposed by Brands and Chaum \([\text{DB}]\) or those where there is no additional message, following the paradigm of Hancke and Kuhn’s protocol \([\text{DB}]\). Eventually, if all the conditions are satisfied, the verifier states that the prover is close enough and authenticated. We model the final message produced by \( P \) through the function \( g_2 : \mathcal{K} \times \mathcal{X} \times \mathcal{C}^n \times \mathcal{R}^n \to \mathcal{W} \). The exponent \( n \) is the number of rounds in the distance-bounding phase. The function \( g_2 \) computes the value (usually a vector) \( w = g_2(x_{VP}, \xi, c_1, \ldots, c_n, r_1, \ldots, r_n) \). The output \( w \) depends on the secret key \( x_{VP} \), the session vector \( \xi \) and possibly the transcript of the DB phase (\( n \) challenges and the \( n \) corresponding responses). Depending on the protocol, \( g_2 \) can be an open-commitment \([\text{DB}]\), a signature on the transcript \([\text{DB}]\) or it might return a void value \([\text{DB}]\).

It should be obvious to see that any register-based DB protocol fits in the presented framework. For instantiations of the functions \( g_0, g_1, g_2, f \) and the sets \( \mathcal{K}, \mathcal{M}, \mathcal{X}, \mathcal{C}, \mathcal{R}, \mathcal{I}, \mathcal{W} \) we refer the reader to Section \([\text{DB}]\).

4 From One-Hop to Two-Hop Distance-Bounding

Although traditional (one-hop) DB protocols have important advantages on combating relay attacks and verifying the proximity of an untrusted prover \( P \) to a trusted
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verifier $V$, they cannot be employed when $P$ is beyond the communication range of $V$. In this section, we describe how traditional DB protocols could be extended to the two-hop setting. In this setting, we consider three parties: an untrusted prover $P$, a trusted verifier $V$ and an untrusted in-between node $L$. $P$ and $V$ are not in the communication range of each other while $L$ is a one-hop neighbour of both $P$ and $V$. The goal of a two-hop DB protocol is to enable $V$ in determining an upper bound of the distance of the next-hop node $L$ as well as the two-hop neighbouring node $P$ even when both of these nodes are untrusted. Figure D.18 depicts the configuration of a two-hop DB protocol under consideration. Following the same formalisation used in section 3, in this section we provide the general structure of a two-hop DB protocol.

![Figure D.18: The basic configuration of two-hop DB protocols: $P$ lies at a two-hop distance from $V$. Being outside $V$’s communication range, $P$ relies on the in-between untrusted node $L$, who is in the communication range of both $P$ and $V$. $d_V$, $d_L$ and $d_P$ denote the communication ranges of $V$, $L$ and $P$ correspondingly.](image)

4.1 Challenge-Response in two-hop Distance-Bounding

We assume that each entity in the setting under consideration broadcasts its messages. This condition implies that whenever the linker $L$ sends a message to the verifier $V$, this message will also be received by the prover $P$ (since $P$ lies in $L$’s communication range). In particular, in the time-critical phase (i.e., the distance-bounding phase) of the two-hop DB protocol, any response $\ell_i$ produced by $L$, will be interpreted as a challenge by $P$. Therefore, we will refer to $\ell_i$, the output of the linker in the time-critical phase, as the challenge-response, because it is a response to the challenge $c_i$ (generated by $V$) and also a challenge to $P$ (who will return the final response $r_i$).

In our generalisation of two-hop DB protocols (depicted in Figure D.19), we let $L$ use the same response function $f$ as $P$ (obviously $f$ has different inputs for each entity). Because of this choice, the range $R$ of the response function $f$ shall be contained in the set of possible challenges, i.e., $R \subseteq C$. For security reasons explained in Section 5.3, we require that $C = R$. This assumption is actually satisfied by the large majority of existing DB protocols [6, 7, 12, 16, 22].

Our two-hop extension also applies to the register-based DB protocols for which $|C| > |R|$, e.g., [3]. Since the values $\ell_i$ are used both as challenges and as responses (for the entities $P$ and $V$ respectively), $\ell_i \in R \cap C = R$, the prover knows a priori that some challenge-values are not possible. Thus, the security level of the corresponding two-hop DB protocols drops considerably. For this reason, we generalise Boureanu
et al.’s DB protocol [3] to the two-hop case, only in the case where \( C = R \).

### 4.2 General Construction of Two-Hop DB Protocols

We proceed now with the formal description of a two-hop DB protocol. Similarly to the one-hop case, we assume that the verifier \( V \) shares a secret key \( x_{VP} \) with the prover \( P \) and a secret key \( x_{VL} \) with the linker \( L \). Note that a linker itself could be a prover in another DB protocol execution. We recall that for the two-hop DB protocols under consideration the set of challenges and the set of responses coincide, i.e., \( C = R \). The general structure of a two-hop DB protocol is depicted in Figure D.19 and is composed of the following three phases:

<table>
<thead>
<tr>
<th>Verifier ( V )</th>
<th>Linker ( L )</th>
<th>Prover ( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{VC}, x_{VP} )</td>
<td>( x_{VC} )</td>
<td>( x_{VP} )</td>
</tr>
<tr>
<td><strong>Initialisation phase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( m_V = g_0(x_{VC}) )</td>
<td>( m_L = g_0(x_{VC}, m_V, m_P) )</td>
<td>( m_P = g_0(x_{VP}) )</td>
</tr>
<tr>
<td>( \zeta_L = g_0(x_{VC}, m_V, m_L) )</td>
<td>( \zeta_L = g_0(x_{VC}, m_V, m_L) )</td>
<td>( \zeta_P = g_0(x_{VP}, m_P, m_L) )</td>
</tr>
<tr>
<td><strong>Distance-bounding phase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{pick } c_i \in C )</td>
<td>( \ell_i \rightarrow \ell_i )</td>
<td>( \text{for } i \in {1, \ldots, n} )</td>
</tr>
<tr>
<td>( \text{Start Clocks} )</td>
<td>( \ell_i = f(x_{VC}, \zeta_L, c_i, i) )</td>
<td>( \ell_i \rightarrow r_i = f(x_{VP}, \zeta_P, \ell_i, i) )</td>
</tr>
<tr>
<td>( \text{Stop Clock } )</td>
<td>( t_L \rightarrow t_L )</td>
<td></td>
</tr>
<tr>
<td>( \text{Stop Clock } t_P )</td>
<td>( t_P \rightarrow t_P )</td>
<td></td>
</tr>
<tr>
<td><strong>Verification phase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \text{Check } \ell_i \text{ values} )</td>
<td>( w = g_0(x_{VP}, \zeta_P, \ell_1, \ldots, \ell_n, r_1, \ldots, r_n) )</td>
<td></td>
</tr>
</tbody>
</table>

Figure D.19: The general structure of a two-hop DB protocol.

**Initialisation Phase** In this phase \( V, L \) and \( P \) calculate some values that will be used in the rest of the protocol. Initially, \( V \) and \( P \) send to \( L \) the messages \( m_V = g_0(x_{VC}, \text{void}, \text{void}) \) and \( m_P = g_0(x_{VP}, \text{void}, \text{void}) \) respectively. The linker \( L \) broadcasts its message \( m_L = g_0(x_{VC}, m_V, m_P) \), which can be related to \( m_V \) and \( m_P \), e.g., a concatenation of them, or be independent, e.g., a randomly selected nonce. Finally, all parties produce a (possibly different) value, which will be used in the next phase. In the two-hop DB we augment the input of the function \( g_0 : K \times X \times M \rightarrow M \) to include the case in which \( L \) transmits a manipulation of the messages \( m_V \) and \( m_P \) generated by \( V \) and \( P \) correspondingly.

**Distance-Bounding Phase** This phase consists of \( n \) time-critical rounds and it uses the response function \( f : K \times X \times C \times I \rightarrow R \). In each round \( i \in \{1, \ldots, n\} \), \( V \) generates a challenge \( c_i \), transmits it and starts two clocks \( t_L \) and \( t_P \). The linker
\( L \) receives \( c_i \) and evaluates the function \( f \) on \( x_{VL}, \xi_L, c_i \) and the round counter \( i \) to obtain value \( \ell_i \). Then, \( L \) broadcasts \( \ell_i \), which will be read by \( V \) as the response to the challenge \( c_i \) and by the \( P \) as the \( i \)-th challenge. As soon as \( V \) receives \( \ell_i \) it stops the clock \( t_L \) and stores the round-trip-time \( \Delta t_L \). The prover \( P \) replies to \( \ell_i \) with the value \( r_i = f(x_{VP}, \xi_p, \ell_i, i) \). Eventually, \( L \) replies \( r_i \) to the verifier, who stops the clock \( t_P \) and records the round-trip-time \( \Delta t_P \).

**Verification Phase** In this phase, \( V \) checks whether the responses \( \ell_i, r_i, \forall i \in \{1, \ldots, n\} \) are correct and whether the recorded round-trip-times satisfy the conditions \( \Delta t_L \leq t_{\text{max}} \), and \( \Delta t_P \leq t'_{\text{max}} \) where \( t_{\text{max}} = c \cdot d_V \) and \( t'_{\text{max}} = c \cdot (d_V + d_L) \); \( c \) denotes the speed of light, and \( d_V, d_P \) the communication ranges of \( V \) and \( P \) respectively. If we consider that all entities have the same communication range then \( t'_{\text{max}} = 2t_{\text{max}} \). Moreover, in case \( g_2 \) outputs a non-void value \( w \), the verifier will also check the correctness of it. Finally, if the verification succeeds, \( V \) states that \( P \) is within its two-hop communication range and authenticated.

In the verification phase, both the linker and the prover are authenticated in terms of the identity authentication and the distance checking.

## 5 Security Analysis in one-hop and two-hop Distance-Bounding

In this section, we provide the security analysis of the generalisations of one-hop and two-hop DB protocols presented in sections 3 and 4 respectively. We consider a list of threats in the two settings and show general formulas to compute the success probability of the best attacks for each of the threats under consideration against one-hop and two-hop DB protocols. The exact security level of a DB protocol can be computed using the provided formulas, and obviously depends on the specific properties of the employed functions \((g_0, g_1, g_2, f)\). We explicitly calculate these values in Section 6 for several one-hop and two-hop instantiations of DB protocols.

In this work we rely on the classical security assumption of DB, namely:

- The verifier \( V \) is honest, i.e., it behaves according to the protocol.
- All entities (honest, malicious and/or external attackers) are aware of how the DB protocol works, e.g., the functions \( g_0, g_1, g_2, f \) are public.
- All rounds \( i \in \{1, \ldots, n\} \) are independent, which implies that all challenges are equi-probable at each round of the protocol (this is the usual case for most existing DB protocols).

### 5.1 Threat Model for one-hop DB protocols

The main objective of DB protocols is to protect against the following main threats:

- **Distance Fraud (DF):** In this case, a dishonest prover \( P^* \) attempts to prove that it is close to the verifier \( V \) while in reality it is far away.

- **Mafia Fraud (MF):** This threat involves three entities: an honest verifier \( V \), an untrusted prover \( P \) and an adversary \( A \) who acts as man-in-the-middle and is located close to \( V \). More precisely, \( P \) and \( V \) are not in close proximity and \( A \) attempts to shorten the distance between \( P \) and \( V \), by convincing \( V \) that it communicates with \( P \), while in reality both \( P \) and \( V \) are communicating...
with $\mathcal{A}$. For instance, in order to achieve this, $\mathcal{A}$ could control two nodes $\mathcal{L}_2$ and $\mathcal{L}_1$ respectively one near $\mathcal{P}$ and the other near $\mathcal{V}$ (as shown in Figure 4.11). Note that, since DB protocols take into account the round-trip-time of the challenge-response pairs, in order to succeed $\mathcal{A}$ cannot simply relay the communication.

- **Terrorist Fraud (TF):** In this case, similarly to the *mafia fraud*, three entities are involved: a prover $\mathcal{P}^*$, an honest verifier $\mathcal{V}$ and an adversary $\mathcal{A}$ located close to $\mathcal{V}$. Also in this case, the adversary’s goal is to shorten the distance between $\mathcal{P}$ and $\mathcal{V}$. However, in this threat the prover is dishonest and helps $\mathcal{A}$ to get authenticated, and more precisely to make it appear that $\mathcal{A}$ is the prover close to $\mathcal{V}$. The attack is successful if $\mathcal{P}^*$ does not reveal any (useful) information to the attacker.

### 5.2 General Security Analysis for one-hop DB protocols

Since the main threats against DB protocols are *distance fraud* (DF), *mafia fraud* (MF) and *terrorist fraud* (TF) [11, 12], in this section we describe the three attacks in terms of the properties of the functions $g_0, g_1, g_2, f$ introduced in Section 3. We also provide general formulas to compute the attacker’s best success probability for any register-based DB protocol captured by our general framework.

- **One-hop DF:** In this fraud, the attacker is a dishonest prover $\mathcal{P}^*$. In addition to the previously mentioned assumptions (introduction of Section 3), the adversary knows the secret key $x_{\mathcal{VP}}$ and can correctly compute $\xi$ and $mp$. The attack is considered successful if and only if (a) $\Delta t_i < t_{\text{max}}$ and (b) $\mathcal{P}^*$’s responses $r_i^*$ are correct, i.e., $r_i^* = r_i$ at any round $i$, where $r_i$ is the honest response to challenge $c_i$ sent by the verifier. Due to the actual distance between $\mathcal{P}^*$ and $\mathcal{V}$, in order to fool the verifier in point (a) the malicious prover has to send a response before receiving the corresponding challenge. In this way, the time-difference $\Delta t_i$ measured by $\mathcal{V}$ will be smaller than the actual one. In order to achieve distance shortening, the responses are computed right after the initialization phase, before the time-critical DB phase. The best strategy to achieve (b) is for $\mathcal{P}^*$ to choose the response $r_i^*$ that is most likely to happen, independently of the challenge $c_i$. This can be easily achieved by evaluating the function $f$ on $x_{\mathcal{VP}}, \xi, i$ and try all the possible values for the challenge, obtaining a list $r_i^{(j)} = f(x_{\mathcal{VP}}, \xi, c(i), j)$, $j \in \{1, \ldots, |C|\}$. In order to maximize the success probability, the malicious prover will take the value $r_i^*$ that has the largest number pre-images in round $i$, i.e., the $r_i^*$ that appears most frequently in the list $\{r_i^{(1)}, \ldots, r_i^{(|C|)}\}$. Formally, $r_i^* = \max_{c \in \mathcal{R}} |\{c \in C, r = f(x_{\mathcal{VP}}, \xi, c, i)\}|$, where the pre-images are taken according to the known values of $x_{\mathcal{VP}}, \xi$ and $i$. Let $p_{r_i} \in (0, 1)$ be the probability that the attacker $\mathcal{P}^*$ guesses the correct $r_i$, and $\mathbb{P}_{DF1}$ denote the success probability of the distance fraud in the one hop setting, then, assuming that all rounds are independent\(^2\), the following holds:

$$\mathbb{P}_{DF1} = \prod_{i=1}^{n} p_{r_i} \quad \text{(D.31)}$$

\(^2\)Often, in order to ease the understanding the two adversarial-controlled nodes are collapsed into one single entity, the adversary $\mathcal{A}$.

\(^3\)This assumption can be re-formulated as, all challenges are equi-probable at each round of the protocol, which is the case for all register-based protocol considered in this paper.
Let \( c_i \) denote the actual challenge for round \( i \), \( p_{r_i} = \Pr (r_i^* = f(x \lor P, \xi, c_i, i)) \geq \max \left\{ \frac{1}{\lvert K \rvert}, \frac{1}{\lvert R \rvert} \right\} \). We refer the reader to Section D.32 for concrete examples of values for \( p_{r_i} \).

- **One-hop MF**: Differently from DF, in MF the attacker \( \mathcal{A} \) is an entity external to the protocol, and therefore does not know \( x \lor P, \xi \). The attack is considered successful if \( \mathcal{A} \) manages to pass the protocol as if she were the prover \( \mathcal{P} \) but is located in \( \mathcal{A} \)'s position (i.e., close to \( \mathcal{V} \)). Since, by assumption, \( \mathcal{A} \) lies in the verifier’s DB range, the only condition to have a valid forgery is that \( \mathcal{A} \) produces answers \( r_i^* \) and a final transcript check \( w^* \) (if needed) that correctly pass the verification performed by \( \mathcal{V} \).

In order to output correct replies \( r_i^* \), the adversary can adopt the classical (optimal) strategy against DB protocols: in the initialisation phase, relay the transmissions for \( \mathcal{V} \) and \( \mathcal{P} \); start a pre-ask session with the prover, i.e., query \( \mathcal{P} \) for the responses \( r_i \) to challenges \( c_i^* \) of the attacker’s choice; collect the final message \( w = g_2(x \lor P, \xi, c_1^*, \ldots, c_n^*, r_1, \ldots, r_n) \). When the actual DB phase starts, \( \mathcal{A} \) runs the protocol with \( \mathcal{V} \) pretending to be \( \mathcal{P} \). Every time the verifier’s challenge equals the malicious pre-asked challenge \( (c_i = c_i^*) \) the attacker can correctly reply using the response \( r_i^* = r_i \) collected during the pre-ask session. If \( c_i = c_i^* \) for all \( i \in \{1, \ldots, n\} \), \( \mathcal{A} \) can succeed by relaying \( w^* = w \). On the other hand, if \( c_i \neq c_i^* \) in at least one round \( i \in \{1, \ldots, n\} \), \( \mathcal{A} \) returns a random element \( r_i^* \) from the set of responses \( R \), and has to tamper with the final message of the DB protocol. To formally define the probability of one-hop mafia fraud (\( \Pr_{MF1} \)) we introduce three events: \( G_k : \mathcal{A} \) guesses correctly exactly \( k \) challenges (among the \( n \) rounds); \( E_f : \mathcal{A} \) successfully guesses the correct answer to all of the verifier’s challenges; \( E_w : \mathcal{A} \) forges the final message \( w \). Then, by the law of total probability we have:

\[
\Pr_{MF1} = \sum_{k=0}^{n} \Pr(G_k) \Pr(E_f|G_k) \Pr(E_w|E_f \cap G_k) \tag{D.32}
\]

Let \( \varepsilon_w(k) = \Pr(E_w|E_f \cap G_k) \), for \( k \in \{1, \ldots, n\} \). It is immediate to see that, independently of the function \( g_2 \), \( \varepsilon_w(n) = 1 \). Indeed, when \( k = n \) the adversary has successfully guessed all the verifier’s challenges, and \( \mathcal{A} \) can set \( w^* = w \) obtained from \( \mathcal{P} \) in the pre-ask phase. For \( 1 \leq k \leq n - 1 \), \( \varepsilon_w(k) \) is either negligible, as it corresponds to the unforgeability of the employed signature/commitment scheme, or \( \varepsilon_w(k) = 1 \), e.g., when the output of \( g_2 \) is void, or it can be computed using solely public data. In any case, for \( k < n \), \( \varepsilon_w(k) = \varepsilon \) is a constant value. We can thus split the summation in Equation (D.32) into the \( k = n \) term, and the \( k < n \) term:

\[
\Pr_{MF1} = \Pr(G_n) \Pr(E_f|G_n) \cdot 1 + \sum_{k=0}^{n-1} \Pr(G_k) \Pr(E_f|G_k) \cdot \varepsilon
\]

\[
= \rho_{\varepsilon} + \varepsilon \sum_{k=0}^{n-1} \binom{n}{k} p_{\varepsilon}^k (1 - p_{\varepsilon})^{n-k} \left( \frac{1}{\lvert R \rvert} \right)^{n-k} \tag{D.33}
\]

The value \( \rho_{\varepsilon} \) in the above expression corresponds to the probability of correctly guessing the challenge \( c_i \). In our security model \( p_{\varepsilon} = \frac{1}{\lvert R \rvert} \). Equation (D.33) translates the intuition highlighted before: a mafia fraud attack is successful if either \( \mathcal{A} \) guesses all the challenges correctly, or \( \mathcal{A} \) guesses correctly
all the replies $r_i^*$ for which $c_i^* \neq c_i$ and produces a valid $w^*$. In particular, when $|\mathcal{R}| = |\mathcal{C}|$, which is the case for most DB protocols, Equation (D.33) becomes: $P_{\text{MF1}} = \frac{1}{|\mathcal{C}|^n} + \text{negligible terms}$, for an unforgeable $g_2$; and $P_{\text{MF1}} = \frac{1}{|\mathcal{C}|^n} \left(2 - \frac{1}{|\mathcal{C}|^n}\right)^n$, when $g_2$ is forgeable (i.e., $\epsilon = 1$).

- **One-hop TF**: Terrorist fraud is a challenging threat to defend against and different definitions are given regarding its success [1, 4, 10]. Although it is not possible to design a general formula to capture all the different definitions, we identify the common notion behind all of them: the malicious prover $P^*$ is willing to help $A$ as long as no compromising information about the long-term secret key $x_{VP}$ is revealed. Existing DB protocols that are TF resistant (according to at least one of the cited definitions) prevent the forgery by forcing the prover to partially or fully disclose the secret key to the attacker. Table D.3 provides the values for the best success probability of TF for the protocols investigated in this paper.

### 5.3 General Security Analysis of two-hop DB protocols

We begin the security analysis of two-hop DB protocols by identifying two types of adversaries: **internal adversaries** and **external adversaries**. As the name suggests, internal adversaries are entities that take part in the protocol and pretend to be honest but actually behave in a dishonest way (we mark these malicious entities with a * symbol). Internal adversaries can be a dishonest prover $P^*$ and/or a dishonest linker $L^*$. An external adversary $A$ is an entity (possibly controlling multiple entities) that is not supposed to take part in the protocol, however she interferes with it. In order to maximise the success of the attacks an external adversary would place herself between the $V$ and the $L$ or between the $L$ and the $P$.

In general, malicious entities (internal or external) have two simultaneous goals: (a) to successfully pass the protocol (impersonating $P$), and (b) shorten the distance between a legitimate entity (i.e., $P$ or $L$) and $V$. On top of the assumptions in Section 5 for one-hop DB protocols, in the two-hop case we enable adversaries ($A$, $P^*$, $L^*$) to send unilateral messages. For example, $L^*$ is able to query $P$ without $V$ receiving the message(s) as well.

**Internal Adversaries** In two-hop DB protocols there are two possible attacks that involve solely internal adversaries, and the attack scenarios resemble the ones considered against one-hop DB protocols. However, the fact that the adversaries are internal, the protocol makes the resulting security analysis quite different from the one-hop cases. Since the linker is untrusted in the two-hop DB scenarios, the two corresponding attack cases are: 1) dishonest linker, honest prover ($L^*, P$); and 2) dishonest linker, dishonest prover ($L^*, P^*$), where we denote them as $L^*P$, and $L^*P^*$ respectively.

- **Case $L^*P$** ($L^*, P$): in this attack, the prover $P$ is honest while the linker $L^*$ is malicious. Although the setting resembles one-hop MF, in the two-hop case the fact that the attacker is an internal entity for the protocol implies that $L^*$ has a greater advantage with respect to the classical MF attacker $A$. More precisely, $L^*$ additionally knows $x_{VL}, \xi_L$ and $m_P$. By running a strategy similar to the one-hop MF, $L^*$ can pre-ask $P$ with challenge-responses $\xi^*_i$ of its choice. The values $\xi^*_i$ are chosen without knowing the corresponding challenge $c_i$ coming from $V$. In some cases, however, $L^*$ is able to predict the exact value
of some $\ell_i$. Consider for instance the two-hop Hancke and Kuhn [2] DB protocol depicted in Figure D.2 (as illustrated in the initialisation phase generates two equal-length registers, say $\xi \in \{0, 1\}^{2n}$. In the time-critical phase, the response function $f$ outputs $\ell_i = (R_{\ell_i})$, on an input challenge $c$, i.e., the challenge-response $\ell_i$ corresponding to the challenge $c_i$ is the $i$-th entry of the $c_i$-th register. Whenever $(R_0)_i = (R_1)_i$, $\mathcal{L}^*$ can determine the correct $\ell_i = (R_0)_i$ without waiting for the challenge $c_i$. For the remaining rounds, in which $(R_0)_i \neq (R_1)_i$, $\mathcal{L}^*$ cannot pre-determine the exact challenge-response value and will simply choose the most likely one, i.e., $\ell_i^* \in \mathbb{C}$ s.t. $|\{c \in \mathcal{C}, \ell_i^* = f(x_{\mathcal{V}L}, \xi, m_p, c)\}| = \max_{\ell \in \mathbb{C}} |\{c \in \mathcal{C}, \ell = f(x_{\mathcal{V}L}, \xi, m_p, c)\}|$.

During the actual DB phase, upon receiving $c_i$ from $\mathcal{V}$, the malicious linker will find out whether its guess on $\ell_i^*$ was correct or not. Every time it holds that $\ell_i^* = (R_{\ell_i})$, $\mathcal{L}^*$ will use the value $r_i$ that $\mathcal{P}$ honestly provided in the pre-ask session (for the prover it was the DB phase). Otherwise, $\mathcal{L}^*$ returns a random guess $r_i^*$ on the value of $\mathcal{P}$’s response.

To formally definite the success probability of two-hop $\mathcal{L}^* \mathcal{P}$ attack, consider the following three events: $G_k : \mathcal{A}$ guesses correctly exactly $k$ values $\ell_1, \ldots, \ell_k$ (among the $n$ rounds); $E_f : \mathcal{A}$ successfully guesses the correct answer $r_i$ to the verifier’s challenge $c_i$ for all the $n$ rounds; $E_w : \mathcal{A}$ forges the final message $w$. By the law of total probability we have:

$$\Pr(\mathcal{L}^*, \mathcal{P}) = \sum_{k=0}^{n} \Pr(G_k) \Pr(E_f|G_k) \Pr(E_w|E_f \cap G_k)$$

$$= \left( \prod_{i=1}^{n} \Pr(\ell_i) \right) + \epsilon \left( \sum_{k=0}^{n-1} \binom{n}{k} \left( \prod_{i \in I} \Pr(\ell_i) \right) \left( \prod_{i \in [1, \ldots, n] \setminus I} (1 - \Pr(\ell_i)) \right) \left( \frac{1}{|L|} \right)^{n-k} \right)$$

(D.34)

where, similarly to the case of one-hop mafia fraud, we split the summation into two terms: the $k = n$ case, corresponding to the case $\mathcal{A}$ guesses all the values $\ell_i$ correctly; and the case where $\mathcal{A}$ guesses correctly $k < n$ values of $\ell_i$ and outputs the correct responses $r_i^* = r_i$ for all $1 \leq i \leq k$ and forges $w$. Similarly to the one-hop mafia fraud case, $\epsilon$ denotes the probability that $\mathcal{L}^*$ forges the value $w = g_2(x_{\mathcal{V}P}, \xi, \ell_1, \ldots, \ell_n, r_1^*, \ldots, r_n^*)$ with $r_j^* \neq r_j$ for some $j \in \{1, \ldots, n\}$.

We observe that $\Pr_{\mathcal{L}^* \mathcal{P}} = \mathbb{P}_{\text{RF1}}$ whenever $p_{\ell_i} = p_{c_i} = \frac{1}{|L|}$ at each round. This corresponds to $\mathcal{L}^*$ actually having no advantage in pre-determining the values $\ell_i$. Intuitively, the longer the output of $g_1$ (i.e., the larger the number of registers) the lower the value of $p_{\ell_i}$, and the closer $\Pr_{\mathcal{L}^* \mathcal{P}}$ is to $\mathbb{P}_{\text{RF1}}$.

- Case $\mathcal{L}^* \mathcal{P}$: In this attack, both the prover and the linker are malicious and collaborate with each other. Although this scenario resembles TF in the one-hop case, there is a substantial difference: $\mathcal{L}^*$ is an insider in the protocol and potentially can exploit information about the values of $\ell_i$ (as in the two-hop ($\mathcal{L}^*, \mathcal{P}$) case). However, differently from one-hop TF, $\mathcal{L}^*$ must be careful not to leak secret information (e.g., $x_{\mathcal{L}^*}$) to $\mathcal{P}$. We distinguish two scenarios for this attack:
(i) $P^*$ helps $L^*$ to pass one protocol run with probability 1. However, if $L^*$ later on runs a two-hop $L^*P$ attack, she should have no advantage (i.e., the knowledge leaked by $P^*$ does not increase the chances of $L^*$ to cheat alone).

(ii) $P^*$ helps $L^*$ to pass one protocol run with a certain probability $Pr(L^*, P^*) \leq 1,$ without $P^*$ or $L^*$ leaking any secret information to each other.

Even though the two definitions appear distinct, they essentially capture the aim of the $L^*P^*$ attack: the higher the chance to pass the DB protocol the larger amount of secret information needs to be leaked. The two expressions we provide are consistent with each other and respectively answer the questions:

**Can $L^*$ pass the two-hop DB protocol with the help of $P^*$, without any of them leaking information that can be useful to cheat in a subsequent protocol run?** and

**If no information is leaked by $L^*$ or $P^*$, this could be useful for future frauds, what is the probability that $L^*$ and $P^*$ together successfully succeed in cheating on the prover’s distance?** In the sequel, when mentioning the adversary’s success probability with respect to the $L^*P^*$ attack, we will refer only to the case (ii). Similar to the one-hop TF, it is not straightforward to give an equation for the success probability of $L^*P^*$ for the general two-hop DB protocol in Figure D.2. The main problem consists of defining the leakage of information of a DB protocol in a general way, since this quantity depends on the properties of the specific response function $f$, and thus differs for each DB protocol. We will compute the leakage of information explicitly for the five DB protocols considered in this paper in Section 6.2.

**External Adversaries** an external adversary $A$ (man-in-the-middle) is a malicious entity that takes part in a two-hop DB protocol, as a ghost, i.e., $A \notin \{P^*, L^*\}$. It can be located between $V$ and $L$, or between $L$ and $P$. In both cases, the adversary has no direct access to the secret key of the parties $L$ and $P$. Therefore, $A$ is as powerless as a one-hop MF adversary. The success probability of $A$ equals $Pr_{MF}$ in equation (6.34). We underline that there is no interest for an $A$ settled between $V$ and $L$ to impersonate both $L$ and $P$, as this will only lower the success probability. Let us discuss two-hop collusions. If the prover $P$ helps $A$ to pass the protocol, we are exactly in the same situation as one-hop TF. Similarly, for the collusion between $L$ and $A$; however, in this case the probability should be higher, as $L$ (and so $A$) does not need to additionally evaluate function $g_2$. In general, the success probability of external attackers is always lower than obtained by internal ones, simply because internal adversaries have access to the same information as external ones and, in addition, possess at least one secret key needed in the protocol run.

6 Protocols Evaluation

We have provided the security analysis of the novel model for general two-hop DB protocols. In this section, we evaluate our proposed model on five existing DB protocols: Hancke and Kuhn [12], Brands and Chaum [6], Reid et al. [22], Swiss-Knife [10] and SKI\textsubscript{extend} from SKI [3]. We choose these five protocols because their employed functions ($g_0, g_1, g_2, f$) are representative of the majority of the existing DB protocols. According to our model in Section 5, these four functions are the key factors that determine any DB protocol, one-hop or two-hop. Therefore, all aforementioned functions influence the adversary’s success probability in the three
main frauds. In the following, we first give a representative example of transforming a one-hop DB protocol to two-hop and employ the Hancke and Kuhn’s protocol \[12\] to a two-hop case. Then, we briefly revisit the other four selected protocols. Next, we calculate the best success probabilities of the main attacks against one-hop and two-hop DB protocols described in Sections 5.2 and 5.3 respectively. Finally, we verify our theoretical analysis through some simulation experiments for the three main attacks (distance fraud, mafia fraud and terrorist fraud).

### 6.1 The Selected DB Protocols

**Hancke and Kuhn (HK) \([12]\) protocol**

In the Hancke-Kuhn protocol \([12]\) (depicted in Figure D.20), the verifier \(V\) and the prover \(P\) share a secret key \(x_{VP}\). During the **initialisation phase** the two parties exchange some randomly selected nonces \(m_V = N_V\) and \(m_P = N_P\) through an appropriate function \(g_0\) (e.g., a PRNG function). \(V\) and \(P\) evaluate a pseudorandom function (PRF) \(f\) (corresponding to \(g_1\) in the general description of one-hop DB protocols) on the exchanged nonces and the shared key, obtaining two \(n\)-bits sequences, \(a_0\) and \(a_1\) (\(\xi = a_0||a_1\)). The **distance-bounding phase** consists of \(n\) rounds: for \(i \in \{1, \ldots, n\}\), the verifier \(V\) sends a random bit \(c_i\) as a challenge to \(P\). Upon receiving \(c_i\), the prover \(P\) sends \((a_{c_i})i\) as a response back to the verifier. After the last round, the verifier checks whether the \(n\) responses \(r_1, \ldots, r_n\) are correct and if each round-trip-time (denoted by \(\Delta t_i\)) is less than or equal to a pre-defined maximum delay-threshold \(t_{\text{max}}\). If all previous constraints hold, the verifier states that the prover is close enough and authenticated. There is no final message, i.e., the output \(w\) of \(g_2\) is void.

<table>
<thead>
<tr>
<th>Verifier (V)</th>
<th>Prover (P)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_{VP})</td>
<td>(x_{VP})</td>
</tr>
</tbody>
</table>

#### Initialisation phase

\(N_V \leftarrow \{0,1\}^m\) \hspace{1cm} \(N_V \rightarrow \) \hspace{1cm} \(N_P\) \hspace{1cm} \(N_P \leftarrow \{0,1\}^m\)

\(a_0||a_1 = f_{x_{VP}}(N_V, N_P)\)

#### Distance-bounding phase

For \(i = 1, \ldots, n\)

- Pick \(c_i \in \{0,1\}\)
  - **Start Clock** \(\rightarrow c_i\) \hspace{1cm} if \(c_i \notin \{0,1\}\), halt
  - **Stop Clock** \(\leftarrow r_i\) \hspace{1cm} else \(r_i = (a_{c_i})i\)

Check if \(r_i\)’s are correct and \(\Delta t_i \leq t_{\text{max}}\)

Figure D.20: The Hancke-Kuhn protocol.

Figure D.21 depicts the extension of the HK protocol. We assume that \(P\) and \(L\) respectively share secret keys \(x_{VP}\) and \(x_{VL}\) with the verifier \(V\) only. In the first
The two-hop Hancke-Kuhn DB protocol (extension to three participants)

<table>
<thead>
<tr>
<th>Verifier ( V )</th>
<th>Linker ( \mathcal{L} )</th>
<th>Prover ( P )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x_{VL}, x_{VP} )</td>
<td>( x_{VL} )</td>
<td>( x_{VP} )</td>
</tr>
<tr>
<td><strong>Initialisation phase</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>( N_V \leftarrow {0,1}^n )</td>
<td>( N_L \leftarrow {0,1}^n )</td>
<td>( N_P \leftarrow {0,1}^n )</td>
</tr>
<tr>
<td>( a_0</td>
<td></td>
<td>a_1 = f_{\text{xor}}(N_V, N_L) )</td>
</tr>
<tr>
<td>( d_0</td>
<td></td>
<td>d_1 = f_{\text{xor}}(N_L, N_P) )</td>
</tr>
</tbody>
</table>

| **Distance-bounding phase** | | |
| \( \text{for } i \in \{1, \ldots, n\} \) | | |
| \( \text{pick } c_i \in \{0,1\} \) | \( \text{if } c_i \notin \{0,1\}, \text{halt} \) | |
| \( \text{Start Clocks} \) | \( \ell_i \) | \( \text{if } \ell_i \in \{0,1\}, \text{halt} \) |
| \( \text{Stop Clock } t_L \) | \( \text{else } \ell_i = (a_i)_i \) | \( \text{else } r_i = (d_i)_i \) |
| \( \text{Store } \Delta t_L \) | | |
| \( \text{Stop Clock } t_P \) | | |
| \( d_0||d_1 = f_{\text{xor}}(N_L, N_P) \) | | |
| check \( r_i \) and \( \Delta t_i < \tau_{\text{max}} \) for \( i = 1, \ldots, n \) | | |

**Verification phase**

| \( d_0||d_1 = f_{\text{xor}}(N_L, N_P) \) | | |

Figure D.21: The two-hop Hancke-Kuhn DB protocol (extension to three participants)

In this way, \( V \) is able to check the correctness of \( \mathcal{L} \)'s responses during the DB phase. The DB phase consists of \( n \) rounds that run as follows. The verifier generates a (random) challenge-bit \( c_i \) and transmits it. The linker checks whether the received input is acceptable, if so it reads the \( i \)-th entry of the \( c_i \)-th register, namely \( (a_i)_i \), and transmits this bit, say \( \ell_i \). Both \( V \) and \( P \) get \( \ell_i \), the prover sends its reply \( r_i = (d_i)_i \) to the linker, who forwards it to the verifier.

The protocol ends with the verification phase, where \( V \) estimates the distance of \( P \) by computing an average of the times \( \Delta t_i \) that elapses between the instant when the challenge \( c_i \) is sent (by \( V \)) and the instant when \( V \) receives the corresponding response \( r_i \). \( V \) can check the authenticity of all the responses received from \( P \) and thus authenticate the prover. The function \( g_2 \) always returns \( w = \text{void} \), and we omit to write it.

**Brands and Chaum (BC) [6]**

In the Brands and Chaum’s protocol, \( g_0 \) is a commitment, \( g_1 \) is a pseudorandom number generator (PRNG) and they are executed only in the prover side. Thus, \( m_V \) is a null string (i.e., there is no \( m_V \) in this protocol). \( g_2 \) is a combination of an open commitment and a signature scheme. The response function is \( f = c_i \oplus (N_P)_i \), where \( c_i \in \{0,1\} \).
Reid et al. [22]

In Reid et al.’s protocol, \( g_0, f, g_2 \) are the same as that of Hancke and Kuhn’s protocol. The difference is in \( g_1 \), i.e., \( g_1 \) is a combination of a PRF and an encryption scheme \( \text{Enc} \). In particular, \( \xi = a_0||a_1 \), where \( a_0 \) is an output of PRF and \( a_1 = \text{Enc}_{a_0}(x) \).

Swiss-Knife [11]

The Swiss-Knife protocol is an extension of Reid et al.’s protocol, and thus shares the same \( g_0 \) and the response function \( f \). \( g_1 \) is a combination of a PRF and a one-time pad encryption function. In particular, \( \xi = a_0||a_1 \), where \( a_0 \) is an output of PRF and \( a_1 = a_0 \oplus x \). The response function is \( f = (a_{c_i}) \), where \( c_i \in \{0,1\} \). \( g_1, g_2 \) are PRF. Note that in the Swiss-Knife protocol, there is a fourth non-time critical phase (i.e., verification phase) where the verifier sends the prover the final message to authenticate himself. Thus, this protocol achieves mutual authentication. However, this does not influence the security analysis of this protocol (does not change any success probability). Therefore, hereafter when we talk about the Swiss-Knife protocol under our general DB model, we mean the Swiss-Knife protocol without the fourth slow (non-time critical) message.

SKI and SKI\textsubscript{extend} [3]

Boureanu et al. proposed the first family of provably secure DB protocols, named SKI. This family of DB protocols introduced the use of circular-keying PRF functions and PRF masking to provide resistance against a generalised version of mafia and terrorist as well as distance fraud attacks. In one of the instantiations proposed by Boureanu et al., \( g_0 \) is a function that generates uniformly at random \( m_{V} = N_{V} \) and \( m_{P} = N_{P} \). \( g_1 \) is derived by masking the output of a PRF (that employs as input the random values \( N_{V} \) and \( N_{P} \)) with a random mask \( M \). The result is denoted by \( \xi = a_1||a_2 = M \oplus f(x, N_{V}, N_{P}) \). The response function is \( f = (a_{c_i}) \), for \( c_i \in \{1,2\} \), \( a_{c_i} \in \{0,1\} \) and \( f = x'_i + (a_{c_i})i \mod 2 \) for \( c_i = 3 \), where \( c_i \in \{1,2,3\} \), \( x' = L(x) \), and \( L \) is a linear transformation. There is no final message and thus \( w \) and \( g_2 \) are void. Obviously, a response is either 0 or 1 and a challenge belongs to \{1,2,3\}. This implies that the response space and the challenge space are different. To ease understand and employ the described approach of extending one-hop DB protocols to DB protocols, we adopt a modified version of the SKI family of protocols and derive a new protocol that we call SKI\textsubscript{extend}. More precisely, in SKI\textsubscript{extend} we set both of the challenge and response space as \{0,1,2\}. Now the response function becomes \( f = (a_{c_i})i \), for \( c_i \in \{0,1\} \) and \( f = x'_i + (a_{0})i + (a_{1})i \mod 3 \) for \( c_i = 2 \), where \( a_{0}, a_{1} \in \mathbb{F}_{3} \) are two vectors consisting of \( n \) random numbers, and thus \((a_{0}), (a_{1}), c_i \in \{0,1,2\} \).

6.2 Concrete Security Analysis for Five Selected DB Protocols

In the following, we shall show how to apply our security analysis model to compute the concrete success probabilities of the chosen five protocols in the cases of both one-hop and two-hop scenarios. In all these protocols, each round in the DB phase is independent of another, i.e., the response of the current round \( r_i \) is not influenced by previous \( r_{i-1} \) or \( c_{i-1} \). Thus, we only need to compute the success probability for each round and then we can obtain the success probability for \( n \) rounds immediately.
Table D.3: Comparison of the best case success probabilities of attacks against five DB protocols. The values shown for the one-hop case are the ones provided by the authors in the corresponding papers.

<table>
<thead>
<tr>
<th>Protocol</th>
<th>One-hop DF</th>
<th>One-hop MF</th>
<th>One-hop TF</th>
<th>Two-hop (L^*P)</th>
<th>Two-hop (L^<em>P^</em>)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BC</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>1</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>1</td>
</tr>
<tr>
<td>HK</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>1</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>1</td>
</tr>
<tr>
<td>Reid et al.</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>1</td>
</tr>
<tr>
<td>Swiss-Knife</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
</tr>
<tr>
<td>SKI_{Extend}</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
<td>(\left(\frac{1}{2}\right)^n)</td>
</tr>
</tbody>
</table>

**ONE-HOP DISTANCE FRAUD**

Using equation (D.14), we only need to calculate \(p_{r_i}\). In the Brands and Chaum’s protocol, the \(i\)-th response \(r_i\) equals to \(c_i \oplus (N_P)_i\), where the attacker \(P^*\) knows \(N_P\) but not \(c_i\), where \(c_i, r_i \in \{0, 1\}\). Thus, \(p_{r_i} = \frac{1}{2}\) and we get \(P_{DF1} = Pr(L, P^*) = \left(\frac{1}{2}\right)^n\).

In the HK, Reid et al., Swiss-Knife, and SKI_{extend} protocols, the responses come from more than one register and thus the attacker gets a higher advantage. Let’s take the HK protocol as an example, in which the response function \(f\) is \(r_i = (a_{c_i})_i\), where \(c_i, r_i \in \{0, 1\}\), and \(a_0, a_1\) are two \(n\)-bit secret registers (outputs of a PRF). For each round, the attacker already knows \((a_0)_i\) and \((a_1)_i\), but she has no idea of \(c_i\). She can list all the possible \(c_i \in \{0, 1\}\) and thus find the most likely response. With a probability of \(\frac{1}{2}\) no matter if \(c_i\) equals 0 or 1, the response is the same (i.e., \((a_0)_i = (a_1)_i\)), then the attacker definitely knows the correct \(r_i\) in advance. For the other half, the attacker randomly guesses \(r_i^*\) and thus \(p_{r_i} = \frac{1}{2} \times 1 + (1 - \frac{1}{2}) \times \frac{1}{2} = \frac{3}{4}\). Using the same strategy for the other protocols we can get the specific values as shown in Table D.3.

**ONE-HOP MAFIA FRAUD**

For the one-hop MF, we can apply equation (D.3), which requires the value of \(|C|\), \(|R|\) and \(\varepsilon_w\). Protocols like HK, Reid et al., and SKI_{extend} have no final signature, that is, \(w\) is a null string in these protocols. Therefore, for these protocols the value of \(\varepsilon_w\) is 1, which means the attacker does not need to forge \(w\). In the BC and Swiss-Knife protocols, the attacker has to forge a valid \(w\) without knowing the secret key used in \(g_2\). If \(g_2\) is secure, then \(\varepsilon_w\) is negligible. Based on the above analysis, we take the HK protocol as an example, where \(|C| = |R| = 2\), \(\varepsilon_w = 1\) and thus, we get \(P_{MF1} = \left(\frac{1}{2} + (1 - \frac{1}{2}) \times \frac{1}{2} \times \varepsilon_w\right)^n = \left(\frac{1}{2}\right)^n\). The analysis for mafia fraud in BC, Reid et al., Swiss-Knife, and SKI_{extend} protocols is similar.

**ONE-HOP TERRORIST FRAUD**

Protocols like BC, HK are not secure against terrorist fraud, since the malicious prover can always help the attacker to pass the current protocol run, without leaking any secret information, which means that the information that \(P^*\) gives to the attacker in the current protocol run does not help to increase the attacker’s success probability in a future protocol run. Now we will focus on the Reid et al., Swiss-Knife, and SKI_{extend} protocols.

In the Reid et al. protocol, the prover has to give all the response registers to the adversary, which results in revealing the secret key \(x\). Therefore, it prevents the one-hop TF. Both the Swiss-Knife and the SKI_{extend} protocols use secret sharing schemes
to prevent terrorist fraud. Suppose an \((m, m)\) secret-sharing scheme is used. The prover \(P^*\) can at most give \((m - 1)\) shares of the secrets (response registers) to the adversary, otherwise the secret will be revealed. In the case when a challenge requires a response that comes from the last share of the secrets that is not sent to the adversary, the adversary can send a random response as its answer. Thus, the success probability of one-hop TF is:

\[
P_{TF1} = \left( \frac{m - 1}{m} \cdot 1 + \frac{1}{m} \cdot \frac{1}{m} \right)^n = \left( 1 - \frac{1}{m} + \frac{1}{m^2} \right)^n
\]  \hspace{1cm} (D.35)

According to equation (D.35), we can obtain the success probability of one-hop TF for Swiss-Knife and SKI\textsubscript{extend} are \((\frac{1}{2})^n\) and \((\frac{7}{9})^n\), respectively.

**Two-hop \(L^*P\)**

For the two-hop \(L^*P\), according to equation (D.34), besides \(p_c\) and \(\varepsilon_w\), we also need to compute \(p_{\ell_i}\), i.e., the probability that the attacker \(L^*\) knows \(\ell_i\) definitely. In the two-hop BC protocol, there is only one response register and thus \(L^*\) has no way to assert \(\ell_i\), which means \(p_{\ell_i} = 0\). Thus, \(Pr(L^*, P) = (\frac{1}{2})^n\). In the rest of the selected protocols, there are more than one register and thus \(L^*\) has the advantage in winning the two-hop \(L^*P\) over in the one-hop MF. For instance, in the two-hop HK protocol there are two registers, while the probability of having both registers with the same value (either 0 or 1) is equal to \(\frac{1}{2}\). Thus, we have \(p_{\ell_i} = \frac{1}{2}\) and \(Pr(L^*, P) = (\frac{1}{2} + (1 - \frac{1}{2}) \cdot (\frac{1}{2} + (1 - \frac{1}{2}) \cdot \frac{1}{2})) = (\frac{7}{9})^n\). The analysis of the other protocols is similar and the results are shown in Table D.3.

**Two-hop \(L^*P^*\)**

Similar with one-hop terrorist fraud, protocols like two-hop BC and two-hop HK are not secure against two-hop \(L^*P^*\), since the malicious prover can always help the linker to pass the current protocol run, without leaking any secret information. We only focus on the other three protocols.

In the two-hop Reid \textit{et al.} protocol, the malicious linker \(L^*\) can predict half of \(\ell_i\)'s \((1 \leq i \leq n)\) correctly and can ask for the corresponding responses \(r_i\)'s from \(P^*\) without leaking any secret information (this is because half of the responses are either from the first register or from the second register, and thus one of the registers will not leak secret information). As to the rest half of the responses, \(P^*\) can give both of the two register values to \(L^*\). With this method, \(L^*\) has all the correct responses \(r_i\) and thus she can pass the current protocol with probability of 1, but she does not have all the values of the two registers, which means she cannot recover the secret key. This means in the future protocols, without \(P^*\)'s help, \(L^*\) has no advantage to win. Thus, the two-hop Reid \textit{et al.} cannot prevent the two-hop \(L^*P^*\) attack.

In both of the two-hop Swiss-Knife and the two-hop SKI\textsubscript{extend} protocols, the malicious linker \(L^*\) can predict some \(\ell_i\) and thus can query for the corresponding correct response \(r_i\) which can be given by \(P\) without leaking any secret information. Below we provide the detailed analysis for the two-hop Swiss-Knife and SKI\textsubscript{extend}.

For the two-hop Swiss-Knife protocol both \(L^*\) and \(P^*\) have two registers that store the candidate response strings, which are computed by the same response function \(f\) but with different secret keys. In particular, \(\ell_i = (a_{w_i})_i\), \(r_i = (b_{\ell_i})_i\) where \(a_0, b_0\) are \(n\)-bits outputs of a PRF, \(a_1 = a_0 \oplus x_L\) and \(b_1 = b_0 \oplus x_P\). Table D.2 shows all the possible values of \((a_0)_i\) (resp. \((b_0)_i\)) and \((a_1)_i\) (resp. \((b_1)_i\)) in the \(i\)-th round, as well as the probability of those cases. Now we discuss how much
information $P^*$ can give to $L^*$ in order to help her pass the current protocol run. On one hand, $P^*$ can only give either $(b_0)_i$ or $(b_1)_i$ for each round, otherwise $L^*$ can trivially recover $(x_P)_i$ by computing $(b_0)_i \oplus (b_1)_i$. On the other hand, $L^*$ needs to know the actual response $r_i \in \{(b_0)_i, (b_1)_i\}$ to pass the $i$-th round. $L^*$ can query for $r_i$ by sending $\ell_i = (a_{c_i})_i$ to $P^*$ who will return $r_i = (b_i)_i$. Without knowing $c_i$, $L^*$ has to query both $(a_0)_i$ and $(a_1)_i$, but this will reveal $L^*$’s secret key $(x_L)_i$ to $P^*$. Therefore, the best strategy for $P^*$ is to send half of the two register values to $L^*$. For example, $P^*$ may give the first register $b_0$ to $L^*$. Thus, this case falls in the same category as the one-hop TF and thus we get $\Pr(L^*, P^*) = \left(\frac{1}{2}\right)^n$.

In the two-hop SKExtended protocol both $L^*$ and $P^*$ have three registers. The analysis is very similar with that in the two-hop Swiss-Knife, but with more registers. The adversaries have more flexible ways to query the responses. In particular, $\ell_i = (a_{c_i})_i$, $r_i = (b_i)_i$ where $a_0/b_0, a_1/b_1$ are vectors consisting of $n$ random numbers belonging to $F_3$ generated by a PRF, $(a_2)_i = (a_0)_i + (a_1)_i + (x_L)_i \mod 3$ and $(b_2)_i = (b_0)_i + (b_1)_i + (x_P)_i \mod 3$. Table D.4 shows all possible values of $\ell_i$ and $r_i$.

In the first case, (i.e., $(a_0)_i = (a_1)_i = (a_2)_i$), $L^*$ can query any two values such as $(a_0)_i$ and $(a_1)_i$, and get the correct response $r_i$. In this way, $L^*$ does not leak $(x_L)_i$, nor does $P^*$ leak $(x_P)_i$. In case 2, (i.e., two registers have the same value in the $i$-th position), $L^*$ can still query two values and can succeed. Suppose $(a_0)_i = (a_1)_i \neq (a_2)_i$, then $L^*$ can query $(a_0)_i$ and $(a_2)_i$ to get all the possible responses that will be used to answer the real challenges sent by $V$. In the last case, all the registers have different values in the $i$-th position, then $L^*$ has to query for all the positions, but this will reveal $(x_P)_i$ to $L^*$ if $P^*$ gives all $(b_0)_i$, $(b_1)_i$ and $(b_2)_i$ to $L^*$. In this case, $P^*$ can give at most two register values to $L^*$. Therefore, the success probability should be $\Pr(L^*, P^*) = \left(\frac{1}{2} \cdot 1 + \frac{1}{2} \cdot 1 + \frac{1}{2} \right)^n = \left(\frac{3}{2}\right)^n$. In fact, for an $(m, m)$ secret sharing scheme, we can obtain the following equation in order to compute the two-hop TF probability, that is,

$$\Pr(L^*, P^*) = \left(1 - \frac{m!}{m^{m+1}}\right)^n \quad (D.36)$$

### 6.3 Experiments

To verify our theoretical security analysis, we simulated the two different attack scenarios in the two-hop versions of the five selected DB protocols in Matlab, namely the case of $L^*P$ (dishonest linker, honest prover) and the case of $L^*P^*$ (dishonest linker, dishonest prover). For each selected value $n$ (i.e., the number of rounds in fast phase), we calculate the realistic success probability of the adversary by figuring out how many correct responses that the adversary has returned, and we repeat the simulation for 1000 times, as a consequence obtaining the final simulated success probability by averaging the 1000 values. The results are shown in Figure
(a) All possible values of \((a_0)_i\), \((a_1)_i\), and \((a_2)_i\) for the \(i\)-th round, \(y_0, y_1, y_2 \in \{0, 1, 2\}\). \(\ell_i = (a_{c_i})_i\), \(r_i = (b_{r_i})_i\).

(b) All possible values of \((b_0)_i\), \((b_1)_i\), and \((b_2)_i\).

| \((a_0)_i\) | \(y_0\) | \(y_0\) | \(y_0\) | \((b_0)_i\) | \(y_0\) | \(y_0\) | \(y_0\) |
| \((a_1)_i\) | \(y_0\) | \(y_0\) | \(y_1\) | \((b_1)_i\) | \(y_0\) | \(y_0\) | \(y_1\) |
| \((a_2)_i\) | \(y_0\) | \(y_1\) | \(y_2\) | \((b_2)_i\) | \(y_0\) | \(y_1\) | \(y_2\) |
| \(\Pr\) | \(\frac{1}{9}\) | \(\frac{2}{9}\) | \(\frac{4}{9}\) | \(\Pr\) | \(\frac{1}{9}\) | \(\frac{2}{9}\) | \(\frac{4}{9}\) |

Table D.5: All possible values of \((a_0)_i/(b_0)_i\), \((a_1)_i/(b_1)_i\), and \((a_2)_i/(b_2)_i\) for the \(i\)-th round, \(y_0, y_1, y_2 \in \{0, 1, 2\}\). \(\ell_i = (a_{c_i})_i\), \(r_i = (b_{r_i})_i\).

(a) Two-hop Brands and Chaum (BC) protocol
(b) Two-hop Hancke-Kuhn (HK) protocol
(c) Two-hop Swiss-Knife protocol
(d) Two-hop Reid et al. protocol
(e) Two-hop SKI extended protocol

Figure D.22: Theoretical and simulated success probabilities of the attackers in two attack scenarios for the selected two-hop DB protocols. In particular, \(LP\) means the attack case of dishonest linker and honest prover, while \(LP^*\) refers to the attack scenario of dishonest linker and dishonest prover. The \(x\)-axis shows the number of rounds in fast phase and the \(y\)-axis shows the adversary’s success probability.
Each subfigure illustrates one protocol with regard to the two attacks and plots both the theoretical and the simulated success probabilities of the attacker. The $x$-axis shows the number of rounds in fast phase and the $y$-axis shows the adversary’s success probability. According to Figure D.22, the evaluation results verify our theoretical analysis very well.

Moreover, we explore the relationship between a $(m, m)$ secret-sharing scheme with the success probability against one-hop terrorist fraud and two-hop $L^P$ attack, since secret-sharing scheme seems to be a good candidate to prevent these complicated attacks. Figure D.23 shows that when $m$ increases, the success probabilities against both attacks also increase. In particular, when $m \geq 6$, the adversary has an overwhelming advantage to win the $L^P$ attack. Intuitively, this is because, when $m$ is larger, the linker can exchange more information with the dishonest prover without revealing any secret information to each other.

![Figure D.23: Relationship between the success probability against one-hop terrorist fraud, two-hop $L^P$ attack and $m$, $m \geq 2$](image)

7 Conclusions

In this paper, we investigated how to extend DB protocols to the two-hop case, i.e., when the prover and the verifier do not lie in each other’s communication range and they need to rely on an in-between entity (linker) to perform authentication and distance-bounding. We defined two categories of DB protocols and provided a model that captures all the so-called register-based ones (which is the large majority of existing proposals). Using this model, we constructed a general method to derive the two-hop DB protocol from a one-hop register based one. A detailed security analysis for the two general constructions is then given, in particular we were the first to define attack scenarios for the two-hop case. Experiments were run on five different protocols to compare the values of the two main attacks against DB and their analogues in the two-hop case. We discussed the relation between the obtained results, and observed that (not surprisingly) the security of two-hop DB protocols is less or equal than that of the corresponding original DB protocols, which is consistent with our security analysis.
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Abstract. In biometric authentication protocols, a user is authenticated or granted access to a service if her fresh biometric trait matches the reference biometric template stored on the service provider. This matching process is usually based on a suitable distance which measures the similarities between the two biometric templates. In this paper, we prove that, when the matching process is performed using a specific family of distances (which includes distances such as the Hamming and the Euclidean distance), then information about the reference template is leaked. This leakage of information enables a hill-climbing attack that, given a sample that matches the template, could lead to the full recovery of the biometric template (i.e. centre search attack) even if it is stored encrypted. We formalise this “leakage of information” in a mathematical framework and we prove that centre search attacks are feasible for any biometric template defined in $\mathbb{Z}_n^q$, ($q \geq 2$) after a number of authentication attempts linear in $n$. Furthermore, we investigate brute force attacks to find a biometric template that matches a reference template, and hence can be used to run a centre search attack. We do this in the binary case and identify connections with the set-covering problem and sampling without replacement.
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1 Introduction

While biometric authentication is becoming increasingly popular, the privacy and security risks related to their usage are raising severe concerns. The main threats associated to biometric authentication include profiling and tracking of individuals and identity theft. If successfully performed, any attack that recovers a biometric template may have serious impact since users cannot change their biometric features and biometric data may reveal very sensitive information (e.g. genetic information and medical diseases). Biometric authentication protocols involve comparing fresh biometric data with a stored biometric template. The process is essentially performed by computing some distance or divergence between the fresh and the stored template. If the measured distance is less than a predefined threshold, then the user is authenticated; otherwise she is rejected. Many biometric authentication protocols use straightforward choices for the distance, such as the Hamming distance, the normalised Hamming distance (for iris recognition) and the Euclidean distance. In these cases the matching process leaks information that could be exploited by an adversary to recover the stored template. More precisely, the adversary could run an iterative process where he progressively changes the components of an arbitrary biometric template until acceptance. This strategy is known as hill-climbing attack, due to similarity with the synonymous optimisation technique. When the initial template is an acceptable biometric trait (e.g. a fresh sample) this process is called centre search attack. Recovering stored biometric templates has more severe impact than just finding an acceptable biometric template. Indeed, the same stored template might be used in multiple biometric authentication systems which may even employ different matching processes. Furthermore, a recovered stored template could be used to find a match in criminal biometric template databases or even compromise health records.

Hill climbing attacks involve making incremental changes to a potential solution, until one or more acceptable solutions are found. In our case, the adversary observes how the matcher responds to forged biometric templates. His goal is to recover the stored template from one matching template. Bringer et al. presented a hill-climbing strategy that is successful even when a dedicated secure access module (e.g. smartcard) is used to perform the biometric authentication process. The matching process considered in involves an adapted Hamming distance with erasures, nevertheless, the adversary is able to recover multiple encrypted biometric templates. Later on, Simoens et al. describe multiple attacks (including the centre search attack) that can be mounted by each of the internal entities in a distributed biometric authentication systems.

In the past years, privacy-preserving distance computation has been investigated. Although these protocols have direct applications to biometric
identification and authentication they all suffer from leakage of information when a centre search attack is employed.

The problem of leakage of information due to the employment of distances has also been investigated in other areas not relevant to biometric authentication. For example, the Hamming weight model has been employed in order to successfully perform side channel attacks \cite{3, 5} \textit{(e.g.} differential power analysis). It has been shown \cite{3, 5} that the power consumption of a device \textit{(e.g.} a smart card) directly depends on the Hamming weight and on the number of changes 0 \leftrightarrow 1 in the binary vector that is considered during the execution of the attack.

**Our contribution:** In this paper, we point out that all biometric authentication protocols that rely on certain distances (including the Hamming and the Euclidean distance) are susceptible to leakage of information and we provide a formal mathematical framework to analyse this. In particular, we generalise the centre search attack and prove that it is efficient and feasible in the binary case as well as when the biometric templates are defined in $\mathbb{Z}_q^n$. In both cases we show that the maximal number of authentication attempts in order to fully recover the stored biometrics corresponding to the given data is linear in $n$ \textit{(the size of the biometric string)}. Our proofs hold also when the Euclidean distance is employed. Thus, we go beyond the Hamming distance case that was described in \cite{23}. We furthermore investigate the preliminary step to the centre search attack: finding a biometric template that matches a reference one. For the binary case, we propose a new algorithm that exploits a tree structure and we compare its performance to standard brute force attacks and to the \textit{optimal} but infeasible attack. Finally, we highlight how the \textit{optimal} solution of finding a matching biometric template connects to the NP-complete \textit{set-covering} problem and \textit{sampling without replacement}. Our proofs are valid for standard as well as for privacy-preserving biometric authentication protocols since the output of the matching process is not affected by the employed protection mechanism \textit{(e.g.} homomorphic encryption). This means that encryption alone cannot mitigate the leakage of information of the matching process. More precisely, this leakage of information leads to full recovery of the stored template for the centre search attack and to a matching template for the brute-force attack. An implication of our work is that achieving security and privacy of biometric templates using the known techniques is challenging.

**Outline:** The notations and the background material are introduced in Section 2 while Section 3 describes the adversarial model. We generalise the centre search attack in Section 4 in two ways: first to any leaking distance on $\mathbb{Z}_q^n$ and then to any leaking distance on $\mathbb{Z}_q^q$. In addition, we investigate the success probability of finding an acceptable fresh biometric template and compare the bounds for the success probability in different cases in Section 5. Finally, Section 6 summarises our results.

### 2 Preliminaries

**Notations:** Let $q \in \mathbb{Z}$ be a positive integer, $q \geq 2$. The set of $n$-dimensional vectors with components in $\mathbb{Z}_q = \{0, 1, \cdots, q - 1\}$ is denoted by $\mathbb{Z}_q^n$. The $i$-th component of a vector $x \in \mathbb{Z}_q^n$ is referred to as $x_i \in \mathbb{Z}_q$. Given a distance $d : \mathbb{Z}_q^n \times \mathbb{Z}_q^n \rightarrow \mathbb{R}_{\geq 0}$, a point $x \in \mathbb{Z}_q^n$ and a positive number $\tau \in \mathbb{R}_{>0}$, the $d$-ball of center $x$ and radius $\tau$ is defined as $B_x(\tau) = \{z \in \mathbb{Z}_q^n : d(x, z) \leq \tau\}$. In the following,
the binary case \((q = 2)\) will always be explicitly written as \(\mathbb{Z}_2^q\). If not otherwise specified, \(\mathbb{Z}_q^2\) implies \(q > 2\). We denote the bit-flip operation as \(\tilde{\cdot} : \mathbb{Z}_2 \rightarrow \mathbb{Z}_2\), namely \(1 = 0\); \(0 = 1\). The integer part of a real number \(\tau\), is denoted by \([\tau]\) (rounding to the closest integer \(\leq \tau\)).

### 2.1 Biometric authentication

A biometric authentication system consists of two main phases: the enrolment phase and the authentication phase.

The enrolment phase is a one-time step: a user (client) \(C\) registers to a trusted party her biometric templates (digital strings \(b\)) along with her identity \(ID\). These two pieces of information are then stored in the database of the authentication server \(AS\). Once enrolled in the system, the client can authenticate herself an unlimited number of times.

In the authentication phase, the client is required to provide a fresh biometric trait \(b'\) as well as her identity \(ID\). These two data are then communicated to the authentication server, which checks if matching templates (fresh \(b'\) and stored \(b\)) match. If the distance between the user’s fresh biometric trait \(b'\) and the reference biometric template \(b\) is less or equal to a pre-defined threshold \(\tau\), then the client gets authenticated. Otherwise, the system rejects the user.

Without loss of generality we will consider only the two party setting (i.e. one client \(C\) and one authentication server \(AS\), as depicted in Figure D.24). However, our analysis naturally applies when more than two parties are involved in the biometric authentication process [11,8,24]. Due to privacy concerns, the biometric templates should be protected and not sent in the clear over the network. This implies that often the matching procedure is performed in the encrypted domain. For instance, in multiple privacy-preserving biometric authentication protocols, secure multi-party computation techniques are employed to preserve the privacy of the users. In those protocols usually the biometric data are protected using homomorphic encryption [19], garbled circuits [25] or oblivious transfer [21]. Figure D.24 depicts the authentication phase of a biometric authentication system in a two party setting, between a client \(C\) and an authentication server \(AS\). The client presents her fresh biometric and her ID to the authentication system. The sensor \(S\) gets the user’s biometric vector \(b'\) and her identity. In the privacy-preserving case, \(S\) encrypts \(b' (E(b'))\) and ID (\(\tilde{ID}\)), otherwise this data is sent in the clear. Subsequently, the two data \((E(b'), \tilde{ID})\) are sent to the authentication server \(AS\), who retrieves the (possibly encrypted) stored template that corresponds to the user with identity ID. The matching process is then preformed by checking if the distance between the fresh and stored biometric templates is less than a predefined threshold \(\tau\) (i.e. \(d(b, b') \leq \tau\)). Finally, depending on the outcome of the matching \((\text{Out}_{AS})\), the authentication server either accepts or rejects the client. Note that even in the privacy-preserving case, where the biometric data is encrypted, the output of the
authentication server depends only on the value of $d(b, b')$, i.e. the distance between the fresh and the stored biometric vectors. Hence, encryption alone does not mitigate our attacks.

The main enablers of the attacks described in this paper are:

1. A return channel of the biometric authentication process, denoted as $\text{Out}_{\text{AS}}$ (e.g. access granted or not) that is sent by the authentication server to the user after each authentication attempt. In a real-life biometric authentication scenario this could be a door that opens denoting “access granted” when biometric authentication is used for access control in a building.

2. The fact that the matching process (and so the value of $\text{Out}_{\text{AS}}$) is based on a distance that is sensitive to single component variations (see leaking distance Definition 6.1).

In this paper, we demonstrate that even when secure-multi party computation techniques are employed, it is still possible to disclose the biometric templates as long as a certain family of distances is used to compare the raw (plaintext) biometric data. That is, an attacker can learn information about the value of $b$ (plaintext of stored biometric template) by observing the authentication server’s response $\text{Out}_{\text{AS}}$ to the client’s authentication requests, if the response depends on the value of $d(b, b')$. More precisely, if $d$ is a distance that detects component-variation (see Definition 6.1), and if there exists a function $f$ that enables to retrieve information about the distance of the raw templates, given their possibly encrypted versions, i.e. $\exists f$ s.t. $f(E(b), E(b')) = d(b, b')$, then the biometric authentication system leaks information (in the non privacy-preserving case $E = \text{id}$, is the identity map and $f = d$ is the given distance). In particular, it is always possible to disclose the original $b$ given a matching $b'$. For instance, consider the case $\mathbb{Z}_2$ where $b, b' \in \mathbb{Z}_2^n$, $d = d_H$ is the Hamming distance and $E$ and $D$ are the Goldwasser-Micali encryption and decryption functions, respectively. Then, $d_H(b, b') = \text{HW}(b \oplus b') = \text{HW}(D(E(b) \oplus b')) = \text{HW}(D(E(b) \times E(b'))) = \text{HW}(D(E(b) \times E(b')))$, where $\text{HW}$ denotes the Hamming weight of a vector, i.e. $\text{HW}(x) = \sum_{i=1}^n x_i$. In this case, we have $f = \text{HW} \circ D \circ \times$.

3 Adversarial Model

The main threats in a privacy-preserving biometric authentication protocol are classified as follows [23]:

- **Biometric reference recovery**: the adversary tries to recover the reference (stored) biometric template $b$.

- **Biometric sample recovery**: the adversary tries to recover (or generate) a fresh biometric template $b'$ that will be acceptable by the biometric authentication system.

- **Identity privacy**: the adversary tries to link a biometric template $b(i)$ of a user $i$ to the user’s identity $\text{ID}(i)$.

- **Traceability and distinguishability of users**: the adversary’s objective is to distinguish different users and/or trace one user in different authentication attempts.
In this paper, we focus on the two first threats only, as they apply to any biometric authentication system, privacy-preserving or not. We also consider that the adversary \( A \) has access to the output of the authentication process \( \text{Out}_{AS} \) as well as to the predefined threshold \( \tau \) used in matching process. The settings for the two attacks are:

- **Biometric reference recovery**: the adversary \( A \) has an acceptable fresh biometric template \( b' \) at his disposal and tries to recover the stored template \( b \) (centre search attack).
- **Biometric sample recovery**: the adversary \( A \) does not have access to an acceptable fresh biometric \( b' \) but tries to find an accepted template anyway (brute force attack).

## 4 Generalisations of the Centre Search Attack

Let \( b' \in \mathbb{Z}_q^n \) denote a fresh biometric template and \( b \in \mathbb{Z}_q^n \) the reference (stored) template, for \( q \geq 2 \). The standard centre search attack aims at finding the point \( b \) in the centre of the acceptance ball \( B_0(\tau) = \{ z \in \mathbb{Z}_2^n : d(b, z) \leq \tau \} \). Simoens et al. [23] gave an informal description of this attack in the case \( d \) is the Hamming distance. Here, we extend this attack to a larger family of distances over \( \mathbb{Z}_2^n \) (Theorem 6.1). In order to do so, we prove in Theorem 6.2 that any leaking distance (cf. Definition 6.1) over \( \mathbb{Z}_2^n \) is equivalent to the Hamming distance. In addition, Theorem 6.3 proves that a centre search attack is feasible also for \( b \in \mathbb{Z}_q^n \) when \( q > 2 \) if a leaking distance (e.g. the Euclidean distance) is employed in the matching process.

The family of distances we consider in this paper is defined as follows:

**Definition 6.1** (Leaking distances). Let \( q \geq 2 \), a distance \( d : \mathbb{Z}_q^n \times \mathbb{Z}_q^n \to \mathcal{R}_{\geq 0} \), is said to be a leaking distance (to detect component variations) if it can be written as \( d(x, y) = h(\sum_{i=1}^{n} |x_i - y_i|^k) \), for all \( x, y \in \mathbb{Z}_q^n \), \( k \in \mathbb{Q}_{>0} \) and \( h : \mathcal{R} \to \mathcal{R}_{\geq 0} \) a monotonically strictly increasing positive function.

The Hamming distance is an example of a leaking distance over \( \mathbb{Z}_2 \) (take \( h \) to be the identity map and \( k = 1 \)). For a general \( q \geq 2 \), the Euclidean distance detects component variation (\( h \) is the square-root function and \( k = 2 \)). Note that leaking distances are reasonable distances to be used for biometric authentication, as they enable to compare vectors (biometric data) component wise.

In order to simulate the query/access to an oracle, we introduce the following decision function.

**Definition 6.2.** Let \( q \geq 2 \), \( \tau \in \mathcal{R}_{>0} \) and let \( d : \mathbb{Z}_q^n \times \mathbb{Z}_q^n \to \mathcal{R}_{>0} \) be a distance metric. Then, for each \( x \in \mathbb{Z}_q^n \), we define a decision function \( \delta_x : \mathbb{Z}_q^n \to \{0, 1\} \) as

\[
\delta_x(z) = \begin{cases} 
0 & \text{if } d(x, z) > \tau \\
1 & \text{if } d(x, z) \leq \tau
\end{cases}
\]

It is easy to see that the decision function \( \delta_x \) corresponds to the output of the authentication process denoted as \( \text{Out}_{AS} \) in Sections 4 and 5. Firstly, we consider biometric templates as binary vectors. This is for instance the case for iris recognition based biometric authentication [25, 13]. We begin by proving that any binary leaking distance can be written in terms of the Hamming distance.

**Theorem 6.1.** Let \( d : \mathbb{Z}_2^n \times \mathbb{Z}_2^n \to \mathcal{R}_{\geq 0} \) be a leaking distance on \( \mathbb{Z}_2^n \). Then every \( d \)-ball corresponds to a \( d_H \)-ball, with \( d_H \) being the Hamming distance.
We provide the proof of Theorem 6.1 in the appendix. Observe that Theorem 6.1 provides a boardwalk among all binary leaking distances. In particular, it enables us to extend all the results concerning Hamming distance to any other leaking distance (on $Z_2^n$). For example, the correction factor for the Euclidean distance on $Z_2^n$ is $\tau = \bar{\tau}^2$.

**Theorem 6.2.** Let $d_H : Z_2^n \times Z_2^n \rightarrow \mathcal{R}_{\geq 0}$ be the Hamming distance and $\tau \in \mathcal{R}_{>0}$. Then, it is possible to determine the bit-values of a string $x$ having access only to a vector $y \in B_\tau(\bar{\tau})$ and in at most $n + 2\tau$ calls to the decision function $\delta_x$ (cf. Definition 5.2).

The proof of Theorem 6.2 is provided in the appendix. In light of Theorem 1, we have the natural extension of Theorem 6.2 to the case of any leaking distance on $Z_2^n$.

**Corollary 1.** For any leaking distance $d$ on $Z_2^n$, Theorem 6.2 holds, with $\tau = h^{-1}(\bar{\tau})$ being the corresponding threshold when $\bar{\tau}$ is the given radius of the ball for the distance $d$.

As a side result, we have:

**Corollary 2.** If $x$ is the stored biometric template $b$, and $y$ is a matching fresh measurement $b'$ satisfying $d(b, b') \leq \tau$, then Theorem 6.2 provides an algorithm to retrieve $b$ being given $b'$ in a number of authentication attempts linear in bit-length of the biometric templates.

In the protocol for iris recognition by Daugman [13], the matching process relies on a normalised Hamming distance, which is defined as $NHD(b, b', X, Y) = \sum_{i=1}^n (b_i \oplus b'_i)X_iY_i / \sum_{i=1}^n X_iY_i$, for $b, b', X, Y \in Z_2^n$. In the previous formula the vector $X$ is the mask for the stored biometric template $b$, while $Y$ masks the fresh trait $b'$. It is immediate to see that the normalised Hamming distance does not comply with Definition 5.4, nevertheless it is still possible, given $b'$ and $Y$, to mount a centre search attack and recover the bits of $b$ that are not blinded by the mask $X$, i.e. $b_i$ such that $X_i = 1$.

Theorem 6.2 holds only for leaking distances on $Z_2^n$ as in the proof we exploit the fact that $|x_i - y_i|$ can only assume two values 0 and 1, when $x_i = y_i$ and $x_i \neq y_i$, respectively. However, Theorem 6.2 generalises the reasoning in Theorem 6.2 to the non-binary case when any leaking distance is used (such as the Euclidean distance, often used in non-binary biometric authentication protocols).

**Theorem 6.3.** Let $d : Z_q^n \times Z_q^n \rightarrow \mathcal{R}_{\geq 0}$ be any leaking distance on $Z_q^n$ (cf. Definition 5.4) and $\tau \in \mathcal{R}_{>0}$, be a threshold such that $\tau < h(|\frac{q}{2^k}|)$, then it is possible to determine the value of the vector $x \in Z_q^n$ having access only to a vector $y \in B_\tau(\bar{\tau})$ in at most $mn$ calls to the decision function $\delta_x$ (as in Definition 5.2), where $m = \min\{|2\tau|, 2\log q\}$.

The proof of Theorem 6.3 is provided in the appendix. Also in this case, if we consider the vectors as biometric templates it holds:

**Corollary 3.** Considering $x$ as the stored biometric template $b$, and $y$ as the fresh matching trait $b'$, then the proof of Theorem 6.3 provides an algorithm to mount centre searches attacks against biometric authentication systems with templates in $Z_q^n$. And the maximal number of authentication attempts is linear in length (dimension as vectors) of the biometric templates.

It is important to highlight that the results of this section imply that all biometric authentication protocols that employ a leaking distance in the matching process are vulnerable to the centre search attack, and this attack can be performed in an efficient way.
5 Biometric Sample Recovery Attacks in the Binary Case

One of the most severe threats to biometric authentication systems is recovering a stored raw biometric template $b$ (maybe linked to the identity of the user). The knowledge of $b$ provides more information than the knowledge of a fresh trait $b'$, as the same $b$ could be used in multiple biometric authentication systems possibly employing different matching processes (while $b'$ might be rejected). In Section 4 we already presented efficient ways to recover the centre $b$ of a ball, given a point $b'$ close to it, namely $b' \in B_0(\tau)$. The question we address now is: Is there a way to find a matching template $b'$ given access only to $b$? The next subsections present four different answers to this question. We discuss the connection between this problem and the set-covering problem in Section 5.2.

In the following, we consider only the case in which the biometric traits are binary vectors, i.e. $b \in \mathbb{Z}_2^n$, and the employed distance is a leaking distance (cf. Definition 4.1).

5.1 Blind Brute Force

In the blind brute force attack, the attacker randomly chooses a point $b' \overset{R}{\leftarrow} \mathbb{Z}_2^n$, and checks the output of the function $\delta_b(b')$. If $\delta_b(b') = 1$, it means that $p \in B_0(\tau)$, so the attacker can easily recover $b$ using this point $b'$ (cf. Theorem 2). Otherwise (i.e., if $\delta_b(b') = 0$), the attacker picks another point at random from $\mathbb{Z}_2^n$ as before. We call this attack blind brute force because in each attempt the adversary tries a random point until a point in $B_0(\tau)$ is found.

Let us compute the success probability of this attack after $t \in \mathbb{Z}_{>0}$ attempts. Suppose first that we pick $b' \overset{R}{\leftarrow} \mathbb{Z}_2^n$ uniformly at random. Then the probability of having $b'$ accepted is $\omega := |B_0(\tau)|/|\mathbb{Z}_2^n| = \sum_{k=0}^n \binom{n}{k}/2^n$. In each attempt, if the trial point is chosen uniformly at random and independently from the previous attempts, then with probability $\omega$ this new trial point will be accepted. Let us now introduce binary random variables $X_i = 0$ or 1, for $i = 1, 2, \cdots, t$, and let $\Pr(X_i = 1) = \omega$ and $\Pr(X_i = 0) = 1 - \omega$. Obviously, $X_i$, $i = 1, 2, \cdots, t$, are i.i.d. Bernoulli random variables $X_i \sim \text{Bern}(\omega)$. We are interested in computing $\Pr\left(\sum_{i=1}^t X_i = 1\right)$, the total probability of succeeding once in $t$ attempts. It is not hard to see that $\Pr\left(\sum_{i=1}^t X_i = 1\right) = t \omega (1 - \omega)^{t-1}$, as the random variable $\sum_{i=1}^t X_i \sim \text{Binom}(t, \omega)$ has a binomial distribution.

5.2 Sampling without replacement

Brute Force without Point Replacement

In order to perform a brute force attack without point replacement the attacker has to define a set of potential candidates $C \subseteq \mathbb{Z}_2^n$. For the first trial, $C = \mathbb{Z}_2^n$ and the attacker chooses a point $b' \overset{R}{\leftarrow} C$ at random. If $\delta_b(b') = 1$, the selected point is inside the acceptance ball, $b' \in B_0(\tau)$, and so the attack is successful. Otherwise, the attacker updates the set of potential candidates $C = C \setminus \{b'\}$, deleting the one point that is not in the acceptance ball. The attack proceeds by randomly picking a point from the updated set $C$.

Let the random variables $X_i$, $i = 1, 2, \cdots, t$, be as in the case of the blind brute force attack. Note, however, that now $\Pr(X_i = 1)$ is different in each at-
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Figure D.25: The fundamental step of the Tree algorithm. Suppose the target biometric template is the vector $b = (10100)_2 \in \mathbb{Z}_2^n$, the black bullet in the tree, and suppose the threshold is set to be $\tau = 2$. Let $a = (000)$ be the selected ancestor, highlighted as a grey circle in the picture. Let $b' = (00011)$ be the leaf randomly generated from $a$, then $d_H(b', b) > \tau$ and so $\delta_b((00011)) = 0$. In this case the points generated by $a$ (i.e. that have $a$ as common ancestor) will be deleted from the set of potential solutions.

In this case, $\sum_{i=1}^t X_i$ follows the Hypergeometric distribution. Therefore, $\Pr\left(\sum_{i=1}^t X_i = 1 \right) = B\left(\binom{2^n - B}{t-1}, \binom{2^n}{t}\right)$, where $B = |B_x(\tau)| = \sum_{k=0}^{\tau} \binom{n}{k}$. This attack is intuitively better than the blind brute force, but of course the larger the $n$ is, the less efficient it is.

The Tree Algorithm

We propose here a method (Algorithm 1) to find a point $b' \in \mathbb{Z}_2^n$ within distance $\tau$ from the unknown biometric template $b$, given access to the decision function $\delta_b$ (as in Definition 6.2). The central idea of Algorithm 1 is to consider the points of $\mathbb{Z}_2^n$ as leaves of a binary tree of depth $n$. The tree structure is then exploited to define relatives-relations among the points of $\mathbb{Z}_2^n$ and to ensure that at each unsuccessful trial one can delete non-overlapping portions of the space $\mathbb{Z}_2^n$. More precisely, if a point $p \in \mathbb{Z}_2^n$ is such that $\delta_b(p) = 0$, the algorithm removes from the set of potential centres not only the tried point $p$, but also its siblings-relatives generated by the $\tau$ common ancestor (see Figure D.25).

The main function called by the algorithm is generate. Its input is the threshold $\tau$ and a $(n - \tau)$-dimensional binary vector $a$. The output is a random leaf $b' \in \mathbb{Z}_2^n$ generated by $a$ (the $\tau$ ancestor). That is, $\text{generate}(a, \tau) = (a_1, \ldots, a_{n-\tau}, r_1, \ldots, r_\tau) = b'$, where $r_i \in \mathbb{Z}_2$, $i = 1, \ldots, \tau$ are $\tau$ random bits. The set of potential ancestors $C$ is updated at every unsuccessful round, by deleting the chosen ancestor. The tree algorithm uses the Hamming distance.

**Algorithm 1** The Tree algorithm

---

**Input:** $(n, \tau, \delta_b)$

**Output:** $b' = b'_1, \ldots, b'_n$ (a matching template)

**C** = $\mathbb{Z}_2^{n-\tau}$

**for** $i = 1$ to $2^{n-\tau}$:** do**

  **a** $\leftarrow$ **C**

  **p** = generate($a, \tau$)

  if $\delta_b(b') = 1$ (accepted) **then**

  Return $b'$

  **else**

  $C = C \setminus \{a\}$

**end if**

**end for**
For a practical implementation, we can store the paths of the tree that lead to the already rejected ancestors, and pick the new node \( a \) among the non-already-traversed paths. The running time of the attack is (of course) exponential, as it progressively constructs a binary tree of order \( n - \tau \). Nevertheless, the probability to display the whole tree before finding a point that matches the reference template is very low (precisely: \( 2^{-n+\tau} \)).

The optimal solution

The goal of the attacks described in this section is to find the ball \( B_b(\tau) \subset \mathbb{Z}_n^2 \) on which \( \delta_b \) takes the value 1, without any additional information at hand. We have already investigated blind brute force (random tries), brute force without point replacement (remove one point at each unsuccessful trial), and the Tree algorithm (remove \( 2^\tau \) points at each unsuccessful trial). The optimal brute force approach exploits the following idea: if a point \( p \in \mathbb{Z}_n^2 \) is rejected, i.e. \( \delta_b(p) = 0 \), it means that \( b \not\in B_p(\tau) \). Hence, the whole ball \( B_p(\tau) \) can be removed by the set of potential centres. Intuitively, the best one can do to rapidly reduce the size of potential centres, is to use as trial points, points that lie at distance \( 2\tau \) from each other. This corresponds to covering the space \( \mathbb{Z}_n^2 \) with the smallest number of balls of radius \( \tau \). This corresponds to an instance of the well-known set-covering problem in a space \([1, 2]\).

More precisely, the optimal biometric sample recovery attack would involve the adversary covering \( \mathbb{Z}_n^2 \) with a family \( \mathcal{F} \) of balls of radius \( \tau \). At this point, the adversary needs to query the oracle (i.e. to use the decision function \( \delta_b \)) at most \( |\mathcal{F}| \) times, one for each (centre of a) ball in \( \mathcal{F} \). Hence the best solution is for \( \mathcal{F} \) a minimal covering, i.e. \( |\mathcal{F}| = \min_{\mathcal{C} \subseteq 2^n} |\mathcal{C}| \), where \( \mathcal{C} \) is the set of all possible covering of \( \mathbb{Z}_n^2 \) with balls of radius \( \tau \). This is exactly the set covering problem: to find the optimal number of balls needed to cover a space. It is proven that the set covering problem is NP-complete\([12]\). This result implies that also providing an optimal algorithm for the biometric sample recovery attack is an NP-complete problem. However, there exist some greedy approximations that are relatively efficient. In particular, for our case, Theorem 1 in \([12]\) applies directly and hence the number of points that the adversary needs to query is only a factor of \( O(\tau \ln(n+1)) \) more than the optimal cover.

5.3 Comparisons and Bounds

In order to compare the performance of the four described methods we need to bound the probability that an attacker succeeds in finding a matching point, in each case. At the \( t \)-th trial, the attacker attempts point \( x_t \in \mathbb{Z}_n^2 \) and observes \( y_t \in \{0, 1\} \), with \( y_t \triangleq 1_{B_b(\tau)}(x_t) = \delta_b(x_t) \). Let \( z_t \in \{0, 1\} \) denote whether or not the attacker has found an acceptable point after \( t \) trials and \( s_t = \sum_{i=1}^{t} y_t \) be the number of points the attacker has found by time \( t \).

To begin the analysis, we define \( \mu_b(\tau) \triangleq |B_b(\tau)|/|\mathbb{Z}_n^2| \in [0, 1] \) to be the relative measure of the acceptance ball around \( b \). In the binary case, dropping the dependence on \( b, \tau \), we have \( \mu \in [2^{-n}, (n+1)^{2^{-n}}] \). Of course, \( \mu \) is also the probability of acceptance if sampling uniformly.

**Blind brute force.** In this case the points are selected uniformly without replacement, i.e. \( x_t \sim U(\mathbb{Z}_n^2) \). It trivially follows that \( E(s_t) = \mu t \). It is also clear that the attack is successful whenever \( s_t \geq 1 \). For that reason, we shall attempt to
bound the probability that this occurs while $\mu t < 1$. As a matter of fact, we can write:

$$\Pr(s_t \geq 1) = \Pr(\bigvee_{i=1}^{t} z_t = 1) \leq \sum_{i=1}^{t} \Pr(z_t = 1) = \mu t \leq (n + 1)^2 2^{-n} t,$$

where the first inequality becomes an equality whenever $\mu t < 1$.

**Sampling without replacement.** All the other described approaches correspond to sampling without replacement. In either case, let $\alpha \in [0, 1]$ denote the proportion of points removed at each step. Then, we obtain the following bound:

$$\Pr(s_t \geq 1) \leq \sum_{i=1}^{t} \Pr(z_t = 1)$$

$$\leq \sum_{i=1}^{t} \frac{\mu}{1 - \alpha i}$$

$$\leq \int_{0}^{t} \frac{\mu}{1 - \alpha x} dx = \frac{\mu}{\alpha} \log \frac{1}{1 - \alpha t}.$$

For the point-wise replacement algorithm, $\alpha = q^{-n}$, hence there is little effect. For the binary case, we can employ the tree algorithm, $\alpha = 2^{-n}$, which can be a substantial improvement. An unbounded adversary may use an optimal cover, in order to exclude as many points as possible whenever a point is rejected. In fact, in the best case, the adversary will be able to remove $B$ points every time a point is rejected, giving a value of $\alpha = B 2^{-n}$. To visualise the bounds, we choose some parameters such that there is a clear difference after a small number of iterations (depicted in Figure D.26). More precisely, Figure D.26 shows the performance of all four methods in terms of an upper bound on their success probability after a number of iterations. The four curves show sampling with replacement (i.e. brute force), and three different cases for sampling without replacement. Firstly, removing a single point. Secondly, removing $2^n$ points using the tree construction. Finally, removing the maximum number of points $B$, which is computationally infeasible. There is a significant gain for the last choice, but only after a large portion of the space has already been covered. As when $\alpha \to 0$, $\ln \frac{1}{1 - \alpha t} \to \alpha t$, the success probabilities of the first three methods are approximately linear in the size of the space, and hence exponential in the dimension.

The naive no replacement algorithm naturally does not improve significantly over brute force without replacement, since the volume that is excluded at every step is infinitesimal. Obviously, if we are able to remove a significant part of the volume, then we obtain a clear improvement in performance. Only an optimal adversary can do significantly better. However, this would assume either that set-covering is in P or that the adversary is computationally unbounded. Consequently, as there is no polynomial algorithm that is significantly better than brute force, biometric authentication schemes based on matching templates are secure against biometric sample recovery attacks.

### 6 Conclusions

In this paper, we prove that all biometric authentication protocols that employ distances between a template and a fresh biometric in the matching process suffer
from leakage of information that could be exploited by an adversary to launch centre search attacks. In order to analyse this leakage of information, we provide a mathematical framework and prove that centre search attacks are feasible for any biometric template defined in $\mathbb{Z}_q^n$, $q \geq 2$, after a number of authentication attempts that is linear in $n$. Our results imply that it is possible to mount this attack on most existing biometric authentication protocols (including privacy-preserving ones) that rely on a Hamming, Euclidean, normalised Hamming distance or any distance that complies with Definition 6.1.

Furthermore, we investigate whether brute force attacks can be used to recover a matching biometric. We describe four strategies: blind brute force, brute force without replacement, a new algorithm based on a tree structure and the optimal case. Our results demonstrate that improving the success rate in these brute force attacks would imply finding a solution to the NP-complete set-covering problem. Thus, this provides some security guarantees of existing biometric authentication protocols as long as the attacker has not access to a matching biometric trait.

A possible countermeasure that could be employed in order to strengthen existing biometric authentication protocols against centre search attacks would be the employment of more sophisticated authentication methods. For example, simply using weighted distances in which the weights are secret and different for each user may provide sufficient security. Something similar is already employed in the normalised Hamming distance for which indeed the centre search attack is feasible but only for a subset of the components of the stored biometric template. An alternative and promising direction would be to rely on a mechanism that randomly selects a distance from a pool of distances at each authentication attempt. However, such measures should be incorporated carefully in order not to affect the accuracy of the biometric authentication system.
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Appendix

D.i Collected proofs

Theorem 7.2. By hypothesis \( d \) is a leaking distance, hence it is of the form \( d(x, y) = h(\sum_{i=1}^{n} |x_i - y_i|^k) \), for all \( x, y \in \mathbb{Z}_2^n \). Since \( h : \mathcal{R} \to \mathcal{R}_{\geq 0} \) is monotonic, it is bijective on its image, in other words it has an inverse \( h^{-1} : \mathcal{R} \to \mathcal{I} \), where \( I = Im(h) = \{ w \in \mathcal{R}_{\geq 0} : w = h(z), \exists z \in \mathcal{R} \} \).

Consider the \( d \)-ball of radius \( \tilde{r} \) around a point \( x \in \mathbb{Z}_2^n \), namely the set \( \{ y \in \mathbb{Z}_2^n : d(x, y) \leq \tilde{r} \} \). We want to prove that this \( d \)-ball equals a Hamming distance-ball centred in \( x \) and of radius \( \tau \).

Indeed, \( d(x, y) \leq \tilde{r} \iff h(\sum_{i=1}^{n} |x_i - y_i|^k) \leq \tilde{r} \). Noticing that \( h \) is increasing implies that \( h^{-1} \) is also increasing, one obtains: \( \sum_{i=1}^{n} |x_i - y_i|^k \leq h^{-1}(\tilde{r}) \). In addition, since \( |x_i - y_i| \in \{0,1\} \) we can ignore the exponent \( k \) in the expression (this is because \( 0^k = 0 \) and \( 1^k = 1, \forall k \in \mathbb{Q}_{>0} \)). Hence, \( \sum_{i=1}^{n} |x_i - y_i| \leq h^{-1}(\tilde{r}) \), but the left hand side of the inequality is exactly the Hamming distance between the points \( x \) and \( y \).

To summarise, we have \( d(x, y) \leq \tilde{r} \iff d_H(x, y) \leq h^{-1}(\tilde{r}) \). Let us put \( \tau = h^{-1}(\tilde{r}) \), then \( \{ y \in \mathbb{Z}_2^n : d(x, y) \leq \tilde{r} \} = \{ y \in \mathbb{Z}_2^n : d_H(x, y) \leq \tau \} \). That is, any \( d \)-ball can be described as a \( d_H \)-ball (Hamming distance-ball) and vice versa.

Theorem 7.3. Step 1. Find a point \( w \) that lies just outside the boundary of \( B_\alpha(\tau) \).

By hypothesis \( \delta_\alpha(1) = 1 \). Let \( w \) be the vector obtained from \( y \) by flipping the first bit, i.e. \( w_1 = \tilde{y}_1 \) and \( w_i = y_i, \forall i \in \{2, \ldots, n\} \). If \( w \) is rejected, that is, if \( \delta_\alpha(w) = 0 \), it means that \( y \) is already on the boundary of \( B_\alpha(\tau) \) and we are done by putting \( v = y \). Otherwise, proceed by flipping one more bit of \( y \) until it exits \( B_\alpha(\tau) \). The general step after \( k - 1 \) trials (flipping bits of \( y \) and being accepted) is: set \( w = (y_1, \ldots, y_k, y_{k+1}, \ldots, y_n) \), if \( \delta_\alpha(w) = 0 \) put \( v = (y_1, \ldots, y_k, 1, y_{k+1}, \ldots, y_n) \). If \( \delta_\alpha(w) = 1 \), go on and flip the next component. It is quite intuitive that this procedure ends after at most \( 2\tau + 1 \) steps (the worst case is when \( y \) is already on the boundary but we move it in the \( \text{wrong} \) direction and cross the ball along its diameter).

Step 2. Determine the central point \( x \) of \( B_\alpha(\tau) \).

Note that by Step 1, we already know the value of the \( k \)-th component of \( x \), namely \( x_k = v_k \). For \( j \in \{1, 2, \ldots, n\} \setminus \{k\} \), consider the vector \( v(j) \) defined as \( v(j)_i = v_i, \forall i \in \{1, \ldots, n\} \setminus \{j\} \). If \( \delta_\alpha(v(j)) = 1 \), it means that \( v(j) \) compensates the error (in the \( k \)-th component) introduced by \( w \) with a \text{new} correct component (the \( j \)-th component). Hence \( x_j = v(j)_j \). On the other hand, \( \delta_\alpha(v(j)) = 0 \) implies that the \( j \)-th component of \( w \) was correct. Hence, in this case, \( x_j = 1 - v(j)_j \). Step 2 ends after \( n - 1 \) queries.

Theorem 7.4. Let \( e(i) \in \mathbb{Z}_2^n \) denote the \( i \)-th vector of the canonical basis, i.e. for each \( i = 1, \ldots, n \), \( e(i)_i = 1 \) and \( e(i)_j = 0 \), \( \forall j \in \{1, \ldots, n\} \setminus \{i\} \). For each of the \( n \) components of a biometric template, determine two vectors \( v(i), w(i) \in \mathbb{Z}_2^n, i = 1, \ldots, n \) such that: \( v(i) = b' + \lambda_1 e(i) \) and \( w(i) = b' + \lambda_2 e(i) \), with \( \lambda_1 \in \{y_i, q - 1 - y_i\} \) and \( \lambda_2 \in \{0, y_i - 1\} \). Moreover, \( \delta_\alpha(v(i)) = 1 \) but \( \delta_\alpha(v(i) + e(i)) = 0 \), and \( \delta_\alpha(w(i)) = 1 \) but \( \delta_\alpha(w(i) - e(i)) = 0 \). Such pair of vectors exists for each component, as \( B_\alpha(\tau) \) is a bounded subset of \( \mathbb{Z}_2^n \) and \( \tau < h(\lceil \frac{q}{2} \rceil^k) \). There are two possible situations:

- \( v(i) \) and \( w(i) \) are on the boundary of the ball \( B_\alpha(\tau) \). In this case the centre of the ball \( x \in \mathbb{Z}_2^n \) will have the \( i \)-th component equal to the \text{middle point}
\( x_i = (v(i)_i + w(i)_i)/2, \forall i \in \{1, \ldots, n\}. \)

- \( v(i) \) and \( w(i) \) are not exactly on the boundary of the ball \( B_b(\tau) \). Since it is \( v(i), w(i), x \in \mathbb{Z}_q^n \) the respective distances from the boundary \( \epsilon_{v(i)} \) and \( \epsilon_{w(i)} \) must be equal (by symmetry). Thus, also in this case \( b_i = (v(i)_i + w(i)_i)/2, \forall i \in \{1, \ldots, n\} \).

There are two efficient strategies to determine the vectors \( v(i), w(i) \):

- **Linear search:** in this case the worst case scenario is when \( y = x \), and the adversary needs to try all the points (with components in \( \mathbb{Z}_q \)) that lie in the diameter of the ball \( B_x(\tau) \), that is at most \( \lfloor 2 \tau \rfloor \) trials.

- **Binary search:** the adversary performs at most \( 2 \log q \) trials to determine each external point, \( v(i), w(i) \).

Thus, the maximum number of queries (access to the \( \delta_x \) function) necessary in order to recover the centre \( x \) of a ball in \( \mathbb{Z}_q^n \) is bounded by \( nm \), with \( m = \min\{\lfloor 2 \tau \rfloor, 2 \log q\} \). \( \Box \)
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Biometric Authentication Protocols (BAPs) have increasingly been employed to guarantee reliable access control to places and services. However, it is well-known that biometric traits contain sensitive information of individuals and if compromised could lead to serious security and privacy breaches. Yasuda et al. [23] proposed a distributed privacy-preserving BAP which Abidin et al. [1] have shown to be vulnerable to biometric template recovery attacks under the presence of a malicious computational server. In this paper, we fix the weaknesses of Yasuda et al.’s BAP and present a detailed instantiation of a distributed privacy-preserving BAP which is resilient against the attack presented in [1]. Our solution employs Backes et al.’s verifiable computation scheme to limit the possible misbehaviours of a malicious computational server.

1 Introduction

Biometric authentication has become increasingly popular as a fast and convenient method of authentication that does not require to remember and manage long and cumbersome passwords. However, the main advantage of biometrics, i.e., their direct and inherent link with the identity of individuals, also rises serious security and privacy concerns. Since biometric characteristics can not be changed or revoked, unauthorised leakage of this information leads to irreparable security and privacy breaches such as identity fraud and individual profiling or tracking [18]. Thus, there is an urgent need for efficient and reliable privacy-preserving biometric authentication protocols (BAPs).

The design of privacy-preserving BAPs is by itself a very delicate procedure. It becomes even more challenging when one considers the distributed setting in which a resource-constrained client outsources the computationally heavy authentication process to more powerful external entities. In this paper, we focus on Yasuda et al.’s protocol for privacy-preserving BAPs in the distributed setting [23] and show how to mitigate the privacy attacks presented by Abidin et al. [1] by employing Backes et al.’s verifiable computation scheme [1].

1.1 Background & related work

Distributed privacy-preserving BAPs usually involve the following entities: (i) a client/user C, (ii) a database DB, (iii) a computational server CS, and (iv) an authentication server AS. The granularity of roles and entities in the biometric authentication process facilitates the privacy-preservation of the sensitive information. This distributed setting, indeed guarantees that no single entity has access to both the biometric templates (fresh and stored ones) and the identity of the querying user.

Several existing proposals of privacy-preserving BAPs use the distributed setting, e.g., [3, 20, 22, 23], and make leverage on advanced cryptographic techniques such
as homomorphic encryption \cite{fhe,23}, oblivious transfer \cite{8} and garbled circuits \cite{14}. In particular, Yasuda et al.’s protocol \cite{23} was claimed to be privacy-preserving since it is based on the distributed setting and relies on a novel somewhat homomorphic encryption scheme based on ideal lattices. Abildin et al. \cite{1} showed that Yasuda et al.’s BAP is privacy-preserving only in the honest-but-curious model and described an algorithm that enables a malicious CS to recover a user’s biometric template. Intuitively, Abidin et al.’s attack succeeds because AS does not detect that the malicious CS returns a value different from the one corresponding to the output of the (honest) outsourced computation, leaving space for hill-climbing strategies \cite{21} that may lead to the disclosure of the stored reference biometric template. 

Verifiable delegation of computation (VC) is a cryptographic primitive that enables a client to securely and efficiently offload computations to an untrusted server \cite{11}. Verification of arbitrary complex computations was initially achieved via interactive proofs \cite{2,13} and then moved towards more flexible and efficient schemes such as \cite{3,9,10,19}. The setting of VC schemes is by nature distributed and thus perfectly fits the basic requirement of privacy-preserving BAPs. For this reason, Bringer et al. \cite{6} suggested to use VC techniques to detect malicious behaviours in BAP.

In this paper, we provide the first explicit instantiation of a distributed privacy-preserving BAP which achieves security against malicious CS thanks to the verifiability of the delegated computation.

1.2 Our contributions

In this paper, we mitigate Abidin et al.’s attack \cite{1} against Yasuda et al.’s privacy-preserving biometric authentication protocol \cite{23} by the means of the verifiable computation scheme by Backes et al. \cite{4}. We combine the two schemes in an efficient and secure way, and obtain a modification of Yasuda et al.’s protocol with strong privacy guarantees. As a result, we obtain a new BAP which builds on top of Yasuda et al.’s and is truly privacy-preserving in the distributed setting.

From a general point of view, this paper offers a strategy to transform privacy-preserving BAPs that are secure in the honest-but-curious model into schemes that can tolerate a malicious CS by addressing the most significant challenges in privacy-preserving BAPs: to guarantee integrity and privacy of both the data and the computation. Despite the idea of combining VC and BAP is quite natural and intuitive \cite{6}, the actual combination needs to be done carefully in order to avoid flawed approaches.

Organisation. The paper is organized as follows. Section 2 describes the background notions used in the rest of the paper. Section 3 contains our modification of Backes et al.’s VC scheme to combine it with the somewhat homomorphic encryption scheme used in \cite{23}. Section 4 presents an improved version of Yasuda et al.’s BAP together with a security and efficiency analysis. The proposed privacy-preserving BAP incorporates the new construction of VC on encrypted data of Section 3. Section 5 is an important side-note to our contributions, as it demonstrates how naive and straightforward compositions of VC and homomorphic encryption may lead to leakage of private information. Section 6 concludes the paper.

2 Preliminaries

Notations. We denote by \( \mathbb{Z} \) and \( \mathbb{Z}_p = \mathbb{Z}/p\mathbb{Z} \) the ring of integers and the integers modulo \( p \), respectively. For two integers \( x, d \in \mathbb{Z} \), \( [x]_d \) denotes the reduction of \( x \) modulo \( d \) in the range of \([-d/2, d/2]\). We write vectors with capital letters, e.g., \( A \), and refer to the \( i \)-th component of \( A \) as \( A_i \). The symbol \( x \in \mathcal{X} \), \( \mathcal{X} \) denotes selecting \( x \)
uniformly at random from the set \( X \). We denote the Hadamard product for binary vectors as \( \circ : \mathbb{Z}_2^i \circ \mathbb{Z}_2^j \to \mathbb{Z}_2^k \), with \( A \circ B = C \), \( C_i = A_i \cdot B_i \in \mathbb{Z}_2 \) for \( i = 1, 2, \ldots, n \). The Hadamard product is similar to the inner product of vectors except that the output is a vector rather than an integer.

**Bilinear maps.** A symmetric bilinear group is a tuple \((p, \mathbb{G}, \mathbb{G}_T, g, g_T, e)\), where \( \mathbb{G} \) and \( \mathbb{G}_T \) are groups of prime order \( p \). The elements \( g \in \mathbb{G} \) and \( g_T \in \mathbb{G}_T \) are generators of the group they belong to, and \( e : \mathbb{G} \times \mathbb{G} \to \mathbb{G}_T \) is a bilinear map, i.e., \( \forall A, B \in \mathbb{G} \) and \( x, y \in \mathbb{Z}_p \) it holds that \( e(xA, yB) = e(A, B)^{xy} \) and \( e(g, g) \neq 1_{\mathbb{G}_T} \). In the setting of VC, the map \( e \) is cryptographically secure, i.e., it should be defined over groups where the discrete logarithm problem is assumed to be hard or it should be hard to find inverses. In bilinear groups there exists a natural isomorphism between \( \mathbb{G} \) and \( (\mathbb{Z}_p, +) \) given by \( \phi_g(x) = g^x \); similarly for \( \mathbb{G}_T \). Since \( \phi_g \) and \( \phi_{g_T} \) are isomorphisms, there exist inverses \( \phi_g^{-1} : \mathbb{G} \to \mathbb{Z}_p \) and \( \phi_{g_T}^{-1} : \mathbb{G}_T \to \mathbb{Z}_p \) that can be used to homomorphically evaluate any arithmetic circuit \( f : \mathbb{Z}_p \to \mathbb{Z}_p \), from \( \mathbb{G} \) to \( \mathbb{G}_T \). More precisely, there exists a map \( \text{GroupEval} \) (as defined in [13]):

\[
\text{GroupEval}(f, X_1, \ldots, X_n) = \phi_{g_T}(f(\phi_g^{-1}(X_1), \ldots, \phi_g^{-1}(X_n))).
\]

For security, we assume \( \phi_g \) and \( \phi_{g_T} \) are not efficiently computable.

**Homomorphic MAC authenticators.** In this paper, we make use of Backes, Fiore and Reischuk’s verifiable computation scheme based on homomorphic MAC authenticators [3], which we refer to as BFR. The BFR scheme targets functions \( f \) that are quadratic polynomials over a large number of variables. Figure 11 contains a succinct description of the BFR scheme. For further details we refer the reader to the main paper [3].
Homomorphic encryption. Let $M$ denote the space of plaintexts that support an operation $\Box$, and $C$ be the space of ciphertexts with $\odot$ as operation. An encryption scheme is said to be homomorphic if for any key, the encryption function $\text{Enc}$ satisfies: $\text{Enc}(m_1 \Box m_2) \leftarrow \text{Enc}(m_1) \odot \text{Enc}(m_2)$, for all $m_1, m_2 \in M$, where $\leftarrow$ means computed without decryption. In this paper, we only use Somewhat Homomorphic Encryption schemes (SHE). As the name suggests these schemes only support a limited number of homomorphic operations, e.g., indefinite number of homomorphic additions and finite number of multiplications. The choice to use SHE instead of Fully Homomorphic Encryption is due to efficiency: SHE, if used appropriately, can be much faster and more compact.

The Yasuda et al. protocol. Yasuda et al. proposed a privacy-preserving biometric authentication protocol that targets one-to-one authentication and relies on somewhat homomorphic encryption based on ideal lattices. Two packing methods facilitate efficient calculations of the secure Hamming distance, which is a common metric used for comparing biometric templates. The protocol uses a distributed setting with three parties: a client $C$, a computation server $CS$ (which contains the database $DB$) and an authentication server $AS$. The protocol is divided into three phrases.

Setup Phase: $AS$ generates the public key $pk$ and the secret key $sk$ of the SHE scheme in $[23]$. $AS$ gives $pk$ to $C$ and $CS$ and keeps $sk$.

Enrollment phase: $C$ provides a feature vector $A$ from the client’s biometric data (e.g., fingerprints), runs the type-1 packing method and outputs the encrypted feature vector $v\text{Enc}_1(A)$. The computation server stores $(ID, v\text{Enc}_1(A))$ in $DB$ as the reference template for the client ID.

Authentication phase: upon an authentication request, $C$ provides a fresh biometric feature vector $B$ encrypted with the type-2 packing method and sends $(ID, v\text{Enc}_2(B))$ to the computational server. $CS$ extracts from the database the tuple $(ID, v\text{Enc}_1(A))$ using $ID$ as the search key. $CS$ calculates the encrypted Hamming distance $ct_{HD}$ and sends it to the authentication server. $CS$ decrypts $ct_{HD}$ and retrieves the actual Hamming distance $HD(A, B) = \text{Dec}(sk, ct_{HD})$. $AS$ returns yes if $HD(A, B) \leq \kappa$ or no if $HD(A, B) > \kappa$, where $\kappa$ is the predefined accuracy threshold of the authentication system.

Figure H.28 depicts the authentication phase of Yasuda et al.’s BAP. For additional details on biometric authentication protocols and systems we refer the reader to $[16]$. 

![Figure H.28: Authentication phase in the Yasuda et al.’s BAP](image-url)
3 Combining the BFR and the SHE schemes

In this section, we describe how to efficiently combine the verifiable computation scheme BFR by Backes et al. [1] with the somewhat homomorphic scheme SHE by Yasuda et al. [23]. We call the resulting scheme BFR+SHE. Our motivation for defining this new scheme is to build a tailored version of BFR that we insert in Yasuda et al.'s biometric authentication protocol to mitigate the template recovery attack of [1].

As a preliminary step, we explain the most challenging point. This problem rises because the elements and operations in BFR and SHE are defined over two different rings. This passage is quite mathematical, but it is necessary to guarantee the correctness of our composition BFR+SHE, presented later on in this section.

3.1 The ring range problem

The most significant challenge in combining the Backes et al. VC scheme with the Yasuda et al. SHE scheme is the different range of the base rings. While BFR handles all operations in \( \mathbb{Z}_p \), where \( p \) is a prime, the operations in the SHE scheme [23] are handled in \( \mathbb{Z}_d \), where \( d \) is the resultant of two polynomials. Therefore, in our BFR+SHE scheme, we need to tweak the input data if there is a mismatch in the ranges. In the calculation of the secure Hamming distance, there is a constant term \( BFR \) that we need to handle in \( \mathbb{Z}_p \).

For simplicity, we assume \( p < d \) (as the tag size should be ideally small), although the reasoning also applies when \( p > d \) by swapping the place of \( p \) and \( d \). Our solution relies on keeping track of the dividend. Given a stored template \( \alpha \in \mathbb{Z}_d \) and a fresh template \( \beta \in \mathbb{Z}_d \), both encrypted, we have that: \( \alpha = \alpha' + mp, \alpha' = \alpha \mod p \in \mathbb{Z}_p, \beta = \beta' + kp \) and \( \beta' = \beta \mod p \in \mathbb{Z}_p \).

Let \( \text{SWHD}(x, y) \) be the arithmetic circuit for calculating the encrypted Hamming distance without the final modulo \( d \). Let \( c = \text{SWHD}(\alpha, \beta) \) and \( c' = \text{SWHD}(\alpha', \beta') \), we can derive: \( \text{SWHD}(\alpha, \beta) \mod p = \text{SWHD}(\alpha', \beta') \mod p \) and \( c = \ell \cdot p + c' \). The value \( \ell \) is the dividend. In our case of study, we want to perform the comparison between the Hamming distance (of the biometric templates) and the threshold \( \kappa \) which determines if the templates match, i.e., the client is authenticated, or not. To this end, we would track \( \ell \mod d \) instead of \( \ell \) directly. The reason is that \( \ell \) contains more information and would lead to a privacy leak. Relating back to equation (H.40) we have: \( c_{\text{HD}} = c \mod d \in \mathbb{Z}_q \) and \( y_0^{(HD)} = c' \in \mathbb{Z}_p \). Given \( c = \ell \cdot p + c' \), it holds that:

\[
\begin{align*}
c_{\text{HD}} &= c \mod d = (\ell \cdot p + c') \mod d \\
&= c' \mod d + (\ell \mod d) \cdot (p \mod d) \\
&= (y_0^{(HD)} \mod d) + (\ell \mod d) \cdot (p \mod d)
\end{align*}
\]
Thus, if we define \( \ell_d := (\ell \mod d) \cdot (p \mod d) \), the verification equation in (6.22) becomes \( \text{ct}_{\text{HD}} = \gamma_0^{(\text{HD})} \cdot (\mod d + \ell_d) \), which is satisfied whenever \( \text{ct}_{\text{HD}} \) is computed correctly (as we show in Section 6.3).

### 3.2 Our BFR+SHE scheme

To facilitate the intuition of how we incorporate BFR+SHE in Yasuda et al.’s BAP we describe the algorithms of BFR+SHE directly in the case the encrypted vectors are biometric templates:

**BFR+SHE.KeyGen(\( \lambda \)):** The key generation algorithm runs SHE.KeyGen(\( \lambda \)) \( \rightarrow \) (\( pk, sk \)) and BFR.KeyGen(\( \lambda \)) \( \rightarrow \) (\( ek, vk \)). The output is the four-tuple \( (ek, pk, sk, vk) \).

**BFR+SHE.Enc(\( pk, A, \text{phase} \)):** The encryption algorithm takes as input the (encryption) public key \( pk \), a plaintext biometric template \( A \in \{0, 1\}^{2048} \) and a \( \text{phase} \in \{1, 2\} \) to select the appropriate packing method. It outputs the ciphertext \( \text{ct} \) computed as \( \text{ct} = \text{vEnc}_{\text{phase}}(A) \), using the type-phase packing method of the SHE scheme.

**BFR+SHE.Auth(\( vk, L, \text{ct} \)):** on input the verification key \( vk \), a ciphertext \( \text{ct} \) and a multi-label \( L = (\Delta, \tau) \), with \( \Delta \) the data set identifier (e.g., the client’s ID) and \( \tau \) the input identifier (e.g., “stored biometric template” or “fresh biometric template”); this algorithm outputs \( \sigma \leftarrow \text{BFR.Auth}(vk, L, \text{ct}) \), with \( \sigma = (y_0, Y_1, 1) = (ct, F_K(\Delta, \tau) \cdot g^{-ct^{1/\theta}}) \), where the value \( \theta \) and the function \( F_K \) are defined in \( vk \).

**BFR+SHE.Comp(\( pk, ct_1, ct_2 \)):** The compute algorithm takes as input the encryption public key \( pk \), and two ciphertexts \( ct_1, ct_2 \), which intuitively correspond to the encryptions \( \text{vEnc}_1(A) \) and \( \text{vEnc}_2(B) \) respectively. The output is the encrypted Hamming distance HD calculated as:

\[
\text{ct}_{\text{HD}} = C_2 \cdot \text{vEnc}_1(A) + C_1 \cdot \text{vEnc}_2(B) + (-2 \cdot \text{vEnc}_1(A) \cdot \text{vEnc}_2(B)), \quad C_1 := \left[ \sum_{i=0}^{n-1} r_i \right]_d \quad \text{and} \quad C_2 := [-C_1 + 2]_d
\]

and \( r, d \) are extracted from \( pk \). To solve the ring range problem described in Section 6.1 we compute \( \ell_d \) as follows. Let \( c \) be the result of the (encrypted) Hamming distance computation without the final modulo \( d \). Then \( c' = c \mod p \) and \( c = \ell p + c' \), where \( c' \) is a component in the authentication tag and \( \ell \) is a dividend. We compute \( \ell_d = \ell \mod d = (c - [c \mod p]) / p \mod d \). The output is (\( \text{ct}_{\text{HD}}, \ell_d \))

**BFR+SHE.Eval(\( ek, pk, \sigma_1, \sigma_2 \)):** The evaluation algorithm takes as input the evaluation key \( ek \), the encryption public key \( pk \), and two tags, which intuitively correspond to the authenticators for the two biometric templates, \( A, B \). In our case of study, the function to be evaluated is fixed to be \( f = \text{HD} \) the Hamming distance. This algorithm outputs \( \sigma_{\text{HD}} = (y_0, Y_1, Y_2) \leftarrow \text{BFR.Eval}(ek, \text{HD}, (\sigma_1, \sigma_2)) \).

In details, every input gate accepts either two tags \( \sigma_A, \sigma_B \in (\mathbb{Z}_p \times G \times G_T)^2 \), or one tag and a constant \( \sigma, c \in ((\mathbb{Z}_p \times G \times G_T) \times \mathbb{Z}_p) \). The output of a gate is a new tag \( \sigma' \in (\mathbb{Z}_p \times G \times G_T) \), which will be fed into the next gate in the circuit as one of the two inputs. The operation stops when the final
gate of $f$ is reached and the resulting tag $\sigma_{HD}$ is returned. A tag has the format $\sigma^{(i)} = (y_0^{(i)}, Y_1^{(i)}, \hat{Y}_2^{(i)}) \in \mathbb{Z}_p \times \mathbb{G} \times \mathbb{G}_T$ for $i = 1, 2$ (indicating the two input tags), which corresponds respectively to the coefficients of $(x^0, x^1, x^2)$ in a polynomial. If $\hat{Y}_2^{(i)}$ is not defined, it is assumed that it has value $1 \in \mathbb{G}_T$. Next we define the specific operations for different types of gates:

- **Addition.** The output tag $\sigma' = (y_0, Y_1, \hat{Y}_2)$ is calculated as:
  \[
  y_0 = y_0^{(1)} + y_0^{(2)}, \quad Y_1 = Y_1^{(1)} \cdot Y_1^{(2)}, \quad \hat{Y}_2 = \hat{Y}_2^{(1)} \cdot \hat{Y}_2^{(2)}.
  \]

- **Multiplication.** The output tag $\sigma' = (y_0, Y_1, \hat{Y}_2)$ is calculated as:
  \[
  y_0 = y_0^{(1)} \cdot y_0^{(2)}, \quad Y_1 = Y_1^{(1)} \cdot Y_1^{(2)}, \quad \hat{Y}_2 = e(Y_1^{(1)}, \hat{Y}_1^{(2)}).
  \]

Since the circuit $f$ has maximum degree 2, the input tags to a multiplication gate can only have maximum degree 1 each.

- **Multiplication with constant.** The two inputs are one tag $\sigma$ and one constant $c \in \mathbb{Z}_p$. The output tag $\sigma' = (y_0, Y_1, \hat{Y}_2)$ is calculated as:
  \[
  y_0 = c \cdot y_0^{(1)}, \quad Y_1 = (Y_1^{(1)})^c, \quad \hat{Y}_2 = (\hat{Y}_2^{(1)})^c.
  \]

**BFR+SHE.Ver(vk, $\mathcal{P}_\Delta$, ct$_{HD}$, $\sigma_{HD}$, $\ell_d$):** The verification algorithm computes $b \leftarrow$ BFR.Ver($vk, sk, $\mathcal{P}_\Delta$, ct$_{HD}$, $\sigma_{HD}$, $\kappa$) to verify the correctness of the outsourced computation. In our case of study, $\mathcal{P}_\Delta$ is a multi-labeled program [3] for the arithmetic circuit for calculating the encrypted HD. The BFR.Ver algorithm essentially performs two integrity-checks:

\[
ct_{HD} = y_0 \mod (d + \ell_d) \quad \text{(H.39)}
\]
\[
W = e(g, g)^{y_0} \cdot e(Y_1, g)^{\theta} \cdot (\hat{Y}_2)^{\theta^2} \quad \text{(H.40)}
\]

If the verification output is $b = 0$ the algorithm returns
\[
(acc_{VC}, acc_{HD}) = (0, 0).
\]

Otherwise, if $b = 1$, it proceeds with the biometric authentication check: it computes $w \leftarrow$ SHE.Dec(ct) to retrieve the actual Hamming distance $w = HD(A, B)$. If $HD(A, B) \leq \kappa$, here $\kappa$ corresponds to the accuracy of the BAP, the algorithm returns
\[
(acc_{VC}, acc_{HD}) = (1, 1).
\]

If $HD(A, B) > \kappa$, the output is
\[
(acc_{VC}, acc_{HD}) = (1, 0).
\]

### 3.3 Correctness analysis

In our BFR+SHE scheme the outsourced function is the Hamming distance HD, that can be represented by a bi-variate deterministic quadratic function. Thus, we can avoid using gate-by-gate induction proofs, as done in [3], and demonstrate the correctness in a direct way. In what follows, we adopt the notation in [3], and we prove the correctness of BFR+SHE by walking through the arithmetic circuit of HD step by step.
Figure H.29 depicts the arithmetic circuit for calculating the encrypted Hamming distance. $A$ and $B$ denote the encrypted stored and fresh biometric templates respectively. $C_1$ and $C_2$ are the constants in the function as defined in the BFR+SHE Comp algorithm. The $D$ letter indicates the $-2$ in the function, but since $-2$ is not in the valid range $\mathbb{Z}_p$ required by the original BFR scheme, we need to have an intermediate transformation of $D = d - 2$. All $A$, $B$, $C_1$ and $C_2$ are in $\mathbb{Z}_d$.

Finally, the $\sigma$s are the outcome tags of the form $\sigma^{(i)} = (y_0^{(i)}, Y_1^{(i)}, \tilde{Y}_2^{(i)}) \in \mathbb{Z}_p \times G \times G_T$ after each gate operation, and the $R$s are values in either $G$ or $G_T$, which are used for homomorphic evaluation over bilinear groups (i.e., GroupEval [2]). We let $\alpha$ and $\beta$ be $\nu\text{Enc}_1(A)$ and $\nu\text{Enc}_2(B)$ and each of them has a tag: $\sigma_\alpha = (y_0^{(A)}, Y_1^{(A)}, 1)$ and $\sigma_\beta = (y_0^{(B)}, Y_1^{(B)}, 1)$. These two tags are generated by the BFR Auth algorithm, which specifies that $y_0^{(A)} = \alpha$ and $Y_1^{(A)} = (R_\alpha \cdot g^{-\alpha})^{1/\theta}$. Similarly, we have $y_0^{(B)} = \beta$ and $Y_1^{(B)} = (R_\beta \cdot g^{-\beta})^{1/\theta}$. To verify the correctness of our BFR+SHE scheme, we need to check that the two equations specified in the BFR Ver algorithm are satisfied if the computation is performed correctly. To this end, let $\sigma_{\text{HD}} = (y_0^{(\text{HD})}, Y_1^{(\text{HD})}, \tilde{Y}_2^{(\text{HD})})$ be the final tag (which is equivalent to $\sigma_0$ in the arithmetic circuit depicted in Figure H.29).

The first step is to derive the tags for the intermediate calculation and eventually the final tag. If we run the SHE Eval algorithm homomorphically through the circuit, we will get the outcome tags $\sigma_1, \ldots, \sigma_6$ (for details see Appendix H). We thus derive $\sigma_{\text{HD}}$ (equivalent to $\sigma_0$):

$$
\sigma_{\text{HD}} = (y_0^{(\text{HD})}, Y_1^{(\text{HD})}, \tilde{Y}_2^{(\text{HD})}) = (C_2 \cdot y_0^{(A)} + C_1 \cdot y_0^{(B)} + D \cdot y_0^{(A)} \cdot y_0^{(B)}), (Y_1^{(A)})^{y_0^{(B)}}, D + C_1 \cdot (Y_1^{(B)})^{y_0^{(A)}}, D + C_1, e(Y_1^{(A)}, Y_1^{(B)})^D).
$$

Now we show the proofs for the two verification equations. First we need to prove Equation (H.39), i.e., $c_\text{HD} = y_0 \mod (d + \ell_d)$. The equality holds as for Equation (H.38). The end result is: $c_\text{HD} = y_0^{(\text{HD})} \mod (d + (\ell \mod d) \cdot (p \mod d)$. As we define $\ell_d = (\ell \mod d) \cdot (p \mod d)$, we can derive Equation (H.39). Secondly, we need to prove that Equation (H.40) holds, i.e., $W = e(R_i^{C_2} \cdot R_j^{C_1} \cdot g \cdot e(R_\alpha, R_\beta)^D)$. To this end, we run GroupEval$(f, R_\alpha, R_\beta)$ and execute the bilinear gate operations. Recall that $R_\alpha$ and $R_\beta$ correspond to $R_A$ and $R_B$ in the notation used in the construction. Denote by $R_\delta$ the final result of running GroupEval over the circuit of HD. It holds that:
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\[ R_0 = \text{GroupEval}(f, R_\alpha, R_\beta) = e(R_\alpha^{C_2} \cdot R_\beta^{C_1}, g) \cdot e(R_\alpha, R_\beta)^D \]
\[ = \text{GroupEval}(f, R_\alpha, R_\beta) = e(g, g)^{HD} \cdot e(Y_1^{HD}, g)^0 \cdot (Y_2^{(HD)})^{g^2} \]

By expanding the last expression the desired result (see Appendix 14 for details). Thus, we have proved the correctness of the BFR+SHE scheme, which are the results of the pseudo-random function \( F_K \) in the BFR.Ver algorithm.

4 Improving the Yasuda et al. protocol

In this section, we describe a modified version of the Yasuda et al. protocol that is secure against the recently identified hill-climbing attack that can be performed by a malicious computation server \( CS \). It is composed of four distributed parties: a client \( C \) (holding the keys \( pk, ek \) and \( vk \)), a computation server/database \( CS \) (holding the keys \( pk \) and \( ek \)), an authentication server \( AS \) (holding the keys \( pk, sk \) and \( vk \)). Figure In the proposed protocol, we preserve the assumption that \( AS \) is a trusted party and furthermore assume the client \( C \) and the database \( DB \) are also trusted parties. \( C \) is responsible to manage the secret key \( ek \) for the verifiable computation scheme and \( DB \) stores the encrypted reference biometric templates with the identities of the corresponding clients. However, \( CS \) can be malicious and cheat with flawed computations. We describe the three main phases of our proposed improvement of Yasuda et al.’s privacy-preserving biometric authentication protocol:

Setup Phase: In this phase the authentication server \( AS \) runs SHE.KeyGen(\( \lambda \)) to generate the public key \( pk \) and the secret key \( sk \) of the somewhat homomorphic encryption (SHE) scheme. \( AS \) keeps \( sk \) and distributes \( pk \) to both the client \( C \) and the computation server \( CS \).

Enrollment Phase: Upon client registration, the client \( C \) runs BFR.KeyGen(\( \lambda \)) to generate the public evaluation key \( ek \) and the secret verification key \( vk \). \( C \) distributes \( ek \) to \( CS \) and \( vk \) to \( AS \). The client \( C \) generates a 2048-bit feature vector \( A \) from the client’s biometric data, runs BFR+SHE.Enc(\( pk, A, 0 \)) to obtain the ciphertext \( ct_A \). \( C \) authenticates \( ct_A \) by running BFR+SHE.Auth(\( vk, L_A, ct_A \)) and outputs a tag \( \sigma_A \). Then \( C \) sends the three-tuple \( (ID, ct_A, \sigma_A) \) to the database. This three-tuple serves as the reference biometric template for the specific client with identity \( ID \).

Authentication Phase: The client provides fresh biometric data as a feature vector \( B \in \{0, 1\}^{2048} \). \( C \) runs BFR+SHE.Enc(\( pk, B, 1 \)) to obtain the ciphertext \( ct_B \) and authenticates it by running \( \sigma_B \leftarrow BFR + SHE.Auth(vk, L_B, ct_B) \). \( C \) sends \( (ID, ct_B, \sigma_B) \) to \( CS \), who extracts the tuple \( (ID, ct_A, \sigma_A) \) corresponding to the client to be authenticated (using the \( ID \) as the search key). \( CS \) calculates the encrypted Hamming distance \( c_{HD} \leftarrow BFR + SHE.Comp(pk, ct_A, ct_B) \) and generates a corresponding tag \( \sigma_{HD} \leftarrow BFR + SHE.Eval(ek, pk, \sigma_A, \sigma_B) \). Then, \( CS \) sends \( (ID, ct_{HD}, \sigma_{HD}) \) to the authentication server. \( AS \) runs \( (acc_{NC}, acc_{HD}) \).
\begin{tabular}{ | p{0.4\textwidth} | }
\hline
\textbf{Input:} the client’s identity ID, the public key for SHE scheme \(pk\), the public evaluation key for the BFR scheme \(ek\), the stored reference template and tag \((v\text{Enc}_1(A), \sigma_A)\), the encrypted fresh template \(v\text{Enc}_2(B)\) and its tag \(\sigma_B\). & \\
\textbf{Output:} the inner product \(ct_P = v\text{Enc}_1(A) \cdot v\text{Enc}_2(A')\) and the tag \(\sigma_{\text{HD}}\). & \\
\textbf{Goals:} make the authentication server accept the inner product computation and return \text{yes}, and use the hill-climbing strategy recover the reference template \(A\). & \\
\hline
\end{tabular}

Figure H.30: Setting for Abidin \textit{et al.}'s template recovery attack in [1].

\[ \leftarrow \text{BFR} + \text{SHE,Ver}(vk, sk, \mathcal{P}_\Delta, ct_{\text{HD}}, \sigma_{\text{HD}}, \kappa) \] where \(\kappa\) is the desired accuracy level of the BAP. If either \(\text{acc}_{\text{VC}}\) or \(\text{acc}_{\text{HD}}\) is 0 \(\mathcal{AS}\) outputs a \text{no}, for authentication rejection. Otherwise, \((\text{acc}_{\text{VC}}, \text{acc}_{\text{HD}}) = (1, 1)\) and \(\mathcal{AS}\) outputs \text{yes}, for authentication success.

\section{4.1 Security analysis of the proposed BAP}

Our primary aim is to demonstrate that our privacy-preserving biometric authentication protocol is not vulnerable to Abidin \textit{et al.}'s template recovery attack [1]. To this end, we sketch the attack setting in Figure H.30.

We recall that for this attack, the adversary is a malicious computational server who tries to recover the stored reference biometric template of a client with identity \(ID\). All the other parties of the BAP, are trusted and behave honestly.

In what follows, we show that the malicious CS cannot forge a tag \(\sigma_{\text{HD}}\) that passes the verification checks performed in BFR. It is possible for the adversary to cheat on the first equality (Equation (H.39)) as it only tests that the returned computation result \((ct_{\text{HD}}\text{ or } ct_P)\) aligns with the arithmetic circuit used to generate the tag \((\sigma_{\text{HD}}\text{ or } \sigma_{\text{HD}})\). In [1], CS succeeds by computing the arithmetic circuit for the inner product instead of \(\text{HD}\). In this case, it is not possible for the malicious computational server to fool the second second integrity check (Equation (H.40)).

In details, \(\mathcal{AS}\) calculates \(W = \text{GroupEval}(f, R_w, R_b)\), and since \(\mathcal{AS}\) is honest, \(f = \text{HD}\) is the arithmetic circuit for the Hamming distance. If CS returns incorrect results, with overwhelming probability the second verification equation does not hold, thus the attack is mitigated.

\textbf{Other threats.}

In what follows, we consider attack scenarios in which one of the participating entities in the BAP is malicious.

\textbf{Malicious client.} \(C\) is responsible to capture the reference template and the fresh template as well as to perform the encryption. If the client is malicious, the knowledge of the encryption secret key and of the identity \(ID\) enables \(C\) to initiate a \textit{center search attack} and recover the stored template \(A\) as explained in [17]. Unfortunately, Pagnin \textit{et al.} [17] show that this class of attacks cannot be detected using verifiable computation techniques, since the attacker is not cheating with the computation.

A new concern with the modified Yasuda \textit{et al.} protocol is the key generation for BFR. In the protocol, we let the client \(C\) generate the private key \(vk\), the evaluation key \(ek\) and the authentication tags because we assume \(C\) is a trusted party. If \(C\)
Malicious computation server. The main motivation to integrate VC in BAPs is indeed to prevent CS from behaving dishonestly. Unlike the client C, CS only has access to the encrypted templates vEnc₁(A) and vEnc₂(B) and the user pseudonyms. CS cannot modify the secret key of the BFR scheme. We have analysed how the template recovery attack conducted by CS can be countered and hence we shorten the discussion here.

In contrast to the original protocol, CS needs to calculate an extra value ℓd to solve the range issue after integrating BFR. However, ℓd is still operated on the ciphertext level and is not involved in the second verification equation. Thus learning ℓd does not provide any significant advantage in recovering the templates.

Malicious authentication server. A malicious AS will completely break down the privacy of the BAP since it controls the secret key sk used by the SHE scheme. If AS successfully eavesdrops and obtains the ciphertext vEnc₁(A) or vEnc₂(B), it can recover the plaintext biometric templates.

4.2 Efficiency Analysis

The original BFR scheme in [4] allows alternative algorithms to improve the efficiency of the verifier. Although in our instantiation we did not use these algorithms, the current definition of the multi-labels in BFR+SHE is extensible. Given also that the function to be computed is f = HD and has a very simple description as arithmetic circuit, running the BFR+SHE.Ver algorithm requires \( O(|f|) \) computational time. In addition, if the amortized closed-form efficiency functionality is adopted, the verification function will run in time \( O(1) \). Nonetheless, the arithmetic circuit of HD has 6 gates only and the saved computation overhead would be relatively small.

5 A flawed approach

Privacy and integrity are the two significant properties desired in a privacy-preserving BAP. There are two possible ways to combine VC and homomorphic encryption (HE): running VC on top of HE, and vice versa, running HE on top of VC.

In the first case, the data (biometric template) is first encrypted and then encoded to generate an authentication proof. Our construction of BFR+SHE follows this principle. In this approach, AS can make the judgement whether the output of CS is from a correct computation of HD before decrypting the ciphertext.

In the second case, the data is first encoded for verifiable computation and then the encoded data is encrypted. This combination is not really straightforward and is prone to security breaches.

In this section, we demonstrate an attack strategy that may lead to information leakage in case the homomorphic encryption scheme (henceforth FHE) is applied on top of a VC scheme. For the sake of generality, we define FHE = (KeyGenFHE, Enc, Dec, Eval). For verifiable computation scheme we adopt the notation of Gennaro et al. [11] and define VC = (KeyGenVC, ProbGen, Compute,

---

31 The same leakage of information could happen if a SHE scheme is used.
Ver), where KeyGen\textsubscript{VC} outputs the private key \(sk_{vc}\) and public key \(pk_{vc}\); ProbGen takes \(sk_{vc}\) and the plaintext \(x\) as input and outputs the encoded value \(\sigma_x\); Compute takes the circuit \(f\), the encrypted encoded input and outputs the encoded version of the output; Ver is performed to verify the correctness of the computation given the secret key \(sk_{vc}\) and the encoded output \(\sigma_y\). The main idea of the flawed approach is to first encode the data in plaintext and then encrypt the encoded data. It can be represented by \(\hat{x} = Enc(ProbGen(x))\), where \(\hat{x}\) is what the malicious server gets access to.

5.1 The attack

We describe now a successful attack strategy to break the privacy-preservation property of a BAP built with the second composition method: HE on top of VC (or HE after VC). The adversary’s goal is to recover \(\sigma_y\), i.e., the encoded value of the computation result. The attack runs in different phases. We show that the privacy-preserving property is broken if \(q \geq n\), where \(q\) is the number of queries in the learning phase and \(n\) is the length of the encoded result \(\hat{y}\). For simplicity we collect the two entities \(C\) and \(AS\) into a single trusted party \(V\) that we refer to as the Verifier.

The attack is depicted in Figure H.31, a more detailed description follows.

![Figure H.31: An attack strategy against the naïve integration of FHE on top of VC.](image)

**Setup phase:** \(V\) generates the keys of the protocol and gives \(pk_{vc}, pk_{FHE}\) to \(Adv\).

**Challenge phase:** \(V\) generates the encoded version \(\sigma_x\) for the input \(x\). \(V\) encrypts the encoded input and sends \(Enc(\sigma_x)\) to \(Adv\).

**Learning phase:** \(Adv\) uses \(V\) as a decryption oracle by sending verification queries, which can be further divided into the following steps:

1. \(Adv\) performs honest computations and derives the \(Enc(\sigma_y)\).
2. \( \text{Adv} \) constructs a vector \( A' \in \mathbb{Z}_2^n \) equal in length to \( \sigma_y \). \( A' \) is initialized with the last bit set to 0 and the rest of the bits set to 1. For the \( i^{th} \) trial, we set \( A' = (1, \ldots, 0, 1_{i+1}, \ldots, 1_{n-1}, 1_n) \), i.e., set the \( i^{th} \) bit to 0 and the rest bits to 1.

3. \( \text{Adv} \) encrypts the tailored vector \( A' \) and reuses the honest result \( \text{Enc}(\sigma_y) \) from step 1. Then she computes: \( \text{Enc}(\sigma_{y'}) = \text{Enc}(A') \circ \text{Enc}(\sigma_y) \), where \( \circ \) represents the Hadamard product for binary vectors and sends the result to \( V \) for verification.

4. \( V \) decrypts \( \text{Enc}(\sigma_{y'}) \). Thanks to the homomorphic property of \( \text{FHE} \), \( V \) can derive \( \sigma_{y'} = A' \circ \sigma_y \). \( V \) checks the computation based on the encoded result \( \sigma_{y'} \) and returns either accept if \( \text{Ver}(sk, \sigma_{y'}) = 1 \) or reject, otherwise.

5. The attacker \( A' \) acts as a “mask”: it copies all the bit values of \( \sigma_y \) into \( \sigma_{y'} \) except for the \( i^{th} \) bit, which is always set to zero. Consequently, if the output of the verification is accept, \( \text{Adv} \) will learn that \( \sigma_y = \sigma_{y'} \) as well as \( \text{Enc}(\sigma_y) = \text{Enc}(\sigma_{y'}) \), which reveals that the \( i^{th} \) bit of \( \sigma_y \) equals 0. Similarly, if the output of the verification is reject, \( \text{Adv} \) learns that the \( i^{th} \) bit of \( \sigma_y \) is 1. In both cases, one bit of \( \sigma_y \) is leaked.

**Output phase:** After \( q \geq n \) verification queries, where \( n \) equals the length of \( \sigma_y \), \( \text{Adv} \) outputs \( \sigma_{y'} \).

It is trivial to check that that \( \sigma_{y'} = \sigma_y \) and thus \( \text{Ver}(sk, \sigma_{y'}) = \text{Ver}(sk, \sigma_y) = 1 \) and attacker’s goal is achieved.

The attack demonstrates that the order of combining a \( \text{VC} \) and a (F)HE is very crucial: the verifer must decrypt the ciphertext before it can determine whether it is the result of the correct outsourced computation. Adopting such a scheme in a BAP would make \( \text{AS} \) a decryption oracle. Leaking information on the Hamming distance may be exploited to perform further attacks that might lead to the full recovery of biometric templates as it has been recently shown [17]. Formally speaking, we can say that the HE on top of VC is not a chosen-ciphertext attack (CCA) secure scheme.

6 Conclusions

Biometric authentication protocols have gained considerable popularity for access control services. Preserving the privacy of the biometric templates is highly critical due to their irrevocable nature. Yasuda et al. proposed a biometric authentication protocol [23] using a SHE scheme. However, a hill-climbing attack [1] has been presented against this protocol that relies on a malicious internal computation server \( CS \) that performs erroneous computations and leads to the disclosure of the biometric reference template. We counter the aforementioned attack by constructing a new scheme named \( \text{BFR+SHE} \) which adds a verifiable computation layer to the SHE scheme. We then describe a modified version of the Yasuda et al. protocol that utilizes our \( \text{BFR+SHE} \) scheme, and demonstrate that the improved BAP provides higher privacy guarantees. Although employing VC to mitigate hill-climbing attack techniques seems a quite straight-forward step, we demonstrate that not all combinations of a VC scheme with a HE one are secure, and show how a naïve combination leads to a drastic private information leakage in BAP.
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Appendix

H.i Details in the correctness analysis

In this section, we show the intermediate steps of the calculation. The derived tags are:

\begin{align*}
\sigma_1 &= (C_2 \cdot y_0^A, (Y_1^A)^{C_2}, 1); \\
\sigma_2 &= (C_1 \cdot y_0^B, (Y_1^B)^{C_1}, 1); \\
\sigma_3 &= (y_0^A, y_0^B, (Y_1^A)^{y_0^A}, (Y_1^B)^{y_0^B}, e(y_0^A, y_0^B)); \\
\sigma_4 &= (D \cdot y_0^A, y_0^B, (Y_1^A)^{y_0^A}D \cdot (Y_1^B)^{y_0^B}D \cdot e(Y_1^A, Y_1^B)); \\
\sigma_5 &= (C_2 \cdot y_0^A + C_1 \cdot y_0^B, (Y_1^A)^{C_2}, (Y_1^B)^{C_1}, 1); \\
\sigma_6 &= \\
&= (C_2 \cdot y_0^A + C_1 \cdot y_0^B + D \cdot y_0^A \cdot y_0^B) \\
&= \\
&= (Y_1^A)^{y_0^A}D + C_2 \cdot Y_1^A, (Y_1^B)^{y_0^B}D + C_1). \\
\end{align*}

The homomorphic bilinear map calculation results are:

\begin{align*}
R_1 &= R_1^{C_2}; \\
R_2 &= R_1^{C_1}; \\
R_3 &= e(R_\alpha, R_\beta); \\
R_4 &= e(R_\alpha, R_\beta)^D; \\
R_5 &= R_2^{C_2} \cdot R_2^{C_1}; \\
R_6 &= e(R_\alpha^{C_2} \cdot R_\beta^{C_1}, g) \cdot e(R_\alpha, R_\beta)^D.
\end{align*}

To prove that \( W = \text{GroupEval}(f, R_\alpha, R_\beta) \) satisfies Equation (H.14), we start by analysing the three factors that made up the righthand of the equation, namely: \( e(g, g)^{y_0^B} \cdot e(Y_1^A, g)^{y_0^A} \cdot (Y_2^\text{HD})^{\beta^2} \). We in turn expand each one of the factors and finally compute the product of the results, evaluating it against \( W \).

The first factor can be expanded as:

\[ e(g, g)^{y_0^B} = e(g, g)C_2 + (C_1 \cdot y_0^B) + D \cdot y_0^A \cdot y_0^B = e(g, g)C_2 + (C_1 \cdot y_0^B) + D \cdot y_0^A \cdot y_0^B. \]

The second factor is expanded as:

\[ e(Y_1^A, g)^{y_0^A} = e((Y_1^A)^{y_0^A}, D + C_2 \cdot (Y_1^B)^{y_0^B}D + C_1). \]

The third factor is expanded as:

\[ (Y_2^\text{HD})^{\beta^2} = (Y_2^A, Y_1^B)^{D^2} = e((R_\alpha, g)^{-\alpha}, (R_\beta, g)^{-\beta})^{D^2}. \]

Here we need to prove the right hand side is equal to \( W \). We use a temporary variable \( P = e(g, g)^{y_0^B} \cdot e(Y_1^A, g)^{y_0^A} \cdot (Y_2^\text{HD})^{\beta^2} \) to denote the expansion result of the righthand-side. The expression below proves the correctness of the second verification equation (H.13).

\begin{align*}
P &= e(g, g)C_2 + (C_1 \cdot R_\beta^{D^2}) \cdot e(R_\alpha, g)^{D} \cdot e(R_\beta^{D^2}, g)^{C_1 \cdot e(R_\alpha, R_\beta)^D} \\
&= e(g, g) \cdot e(R_\alpha, g)^{C_2} \cdot e(R_\beta, g)^{C_1} \cdot e(R_\alpha, R_\beta)^D \\
&= e(R_\alpha^{C_2}, g) \cdot e(R_\beta^{C_1}, g) \cdot e(R_\alpha, R_\beta)^D \\
&= W.
\end{align*}