Optimization as a Service

for Intelligent Energy Management
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OptaaSs in a nutshell:

» Context: Energy actors need advanced computing systems capable of: (1) handling high rate / high volume data produced by the smart
metering infrastructure and intelligent energy pro/consumer and (2) taking continuously decisions to optimize the usage of renewable resources.

»> Challenges: Make a system capable of scaling while addressing problems with combinatorial explosion on streams of data from many sources.

» ldea: We propose “Optimization as a Service (OptaaS)” - a flexible optimization system, where new components can be plugged-in - as a key
enabler for solving the computing and data processing challenges faced by today’s energy actors and in particular smart grid managers.
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» Evaluation:
Compute: eg LP-solver  Accuracy of the solution (e.g. if approximation is used)
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