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Abstra
tWe present a des
ription of four algorithms for parsing Linear Context-Free Rewriting Systems. The algorithms are des
ribed as dedu
tiveparsing systems, in the spirit of Shieber, S
habes & Pereira (1995).
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MotivationMost of the existing parsing algorithms for Linear Context-Free Rewrit-ing Systems (LCFRS; Vijay-Shanker et al., 1987) are designed fortheoreti
al purposes:An important sub
lass of Grammati
al Framework (Ranta, 2004) isequivalent to LCFRS (Ljunglöf, 2004).Minimalist Grammars (Stabler, 1997) 
an be parsed as LCFRS (Mi
haelis,1998).
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Linear Context-Free Rewriting SystemsAn LCFRS is a linear, non-erasing Multiple Context-Free Grammar(MCFG; Seki et al., 1991).We write a 
ombined MCFG rule in the following way,

A → f [B1 . . . Bδ] := {r1 = α1; . . . ; rn = αn}For 
onvenien
e, we use re
ords instead of tuples.
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An example LCFRS grammarfor 
ross serial dependen
ies

S → f [A1] := {s = A.p A.q}

A → g [A1 A2] := {p = A1.p A2.p; q = A1.q A2.q}

A → ac [ ] := {p = a; q = c}

A → bd [ ] := {p = b; q = d}The grammar generates senten
es on the form
a b a c d c 

i.e: bd , abcd and aacc are re
ognized but not abc nor abcdabcd . 5



Swiss german 
ross dependen
iesA popular example from Shieber (1985) for swiss german:

...mer em Hans es huus hälfed aastriiche 
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Parsing LCFRSUntil now there were three ways of parsing LCFRS:

• CKY-variant (Seki et al, 1991)
• Boolean matrix multipli
ation (Nakanishi et al., 1997)

• Earley-variant (Albro, 2002)
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Our 
ontributionWe give four new algorithms:
• Naive,

• Approximative,

• A
tive and

• In
remental. 8



RangesWe borrow the idea of ranges from Boullier (2000).In the string w a range ρ is a pair of indi
es, (i, j), s.t. 0 ≤ i ≤ j ≤ |w|.The range (i, j) then denotes the substring wi+1 . . . wj .If i = j the range is empty and denotes the empty string.Con
atenation of two ranges is non-deterministi
,
(i, j ) · (j′, k ) = { (i, k) | j = j′ }.
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Range restri
tionTo get the ranges of a substring s in a senten
e w we de�ne rangerestri
tion of s with respe
t to w as

〈s〉 =
{

(i, j ) | s = wi+1 . . . wj

}

Range restri
tion of a linearization re
ord, Φ , is written 〈Φ〉 .Range restri
tion fails if range 
on
atenation fails for two adja
entranges. Any argument proje
tions, Ai.p , are left una�e
ted.
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ExamplesGiven the string abb we get
〈a〉 = {(0,1)}
〈b〉 = {(1,2), (2,3)}
〈a b〉 = 〈a〉 · 〈b〉 = {(0,2)}

and

〈A.p a b B.q〉 = {A.p (0,2) B.q}
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Parsing as dedu
tion (S
hieber et al., 1995):In general we have:
γ1 . . . γn

γ
{C

The standard inferen
e rule Combine might look like this for CFG:

[S → NP • V P ; ρ′]
[V P ; ρ′′]

[S → NP V P•; ρ]
{ ρ ∈ ρ′ · ρ′′
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The Naive algorithmPassive item [A; Γ]A
tive item for the rule A → f [B1 . . . Bδ] := Ψhas the form
[A → f [B1 . . . Bj • Bj+1 . . . Bδ];Φ;Γ1 . . .Γj]

where Φ = Ψ[B1/Γ1 . . . Bδ/Γδ]Inferen
e rules: Predi
t, Combine and Convert
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Naive Predi
t

[A → f [•B1 . . . Bδ];Φ; ]

{

A → f [B1 . . . Bδ] := Ψ
Φ ∈ 〈Ψ〉

Predi
t an a
tive item for every grammar rule.
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Naive Combine

[A → f [B1 . . . Bk−1 • Bk Bk+1 . . . Bδ];Ψ;Γ1 . . .Γk−1]
[Bk; Γk]

[A → f [B1 . . . Bk−1Bk • Bk+1 . . . Bδ];Φ;Γ1 . . .Γk−1,Γk]
{Φ ∈ Ψ[Bk/Γk]

An a
tive item sear
hing for Bk 
an be 
ombined with a passive itemthat has found Bk .
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Naive Convert

[A → f [B1 . . . Bδ•];Φ;Γ1 . . .Γδ]

[A; Γ]
{Γ ≡ Φ

A fully instantiated a
tive item is 
onverted to a passive item.
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The Approximative algorithmA variant of the Naive algorithm.We use Context-Free approximation instead of range-restri
tion:

• Parse the senten
e using a Context-Free approximation

• Re
over the resulting 
hart into a LCFRS 
hart
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The A
tive algorithmPassive item [A; Γ].A
tive item for the rule A → f [B1 . . . Bδ] := {Φ; r = αβ;Ψ}has the form
[A → f [B1 . . . Bδ]; Γ, r = ρ • β,Ψ;Γ1 . . .Γδ]

Inferen
e rules: Predi
t, Complete, S
an, Combine and Convert.
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The epsilon-rangeWe use ρǫ to simultaneously denote all empty ranges (i, i ).Range restri
ting the empty string gives 〈ǫ〉 = ρǫ.Con
atenation: ρ · ρǫ = ρǫ · ρ = ρ .
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A
tive Predi
t

[A → f [B1 . . . Bδ]; , r = ρǫ • α,Φ;Γ1 . . .Γδ]
{A → f [B1 . . . Bδ] := {r = α;Φ}

Predi
t an a
tive item that has found the empty range for every rulein the grammar.
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A
tive Complete

[A → f [B1 . . . Bδ]; Γ, r = ρ • ǫ, q = α;Φ; Γ1 . . .Γδ]

[A → f [B1 . . . Bδ]; Γ; r = ρ, q = ρǫ • α,Φ;Γ1 . . .Γδ]When an a
tive item has found an entire linearization row, we 
ontinuewith the next row, starting it o� with the empty range.
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A
tive S
an

[A → f [B1 . . . Bδ]; Γ, r = ρ • sα,Φ;Γ1 . . .Γδ]

[A → f [B1 . . . Bδ]; Γ, r = ρ′ • α,Φ;Γ1 . . .Γδ]

{

ρ′ ∈ ρ · 〈s〉

S
anning is applied when the next symbol is a terminal.
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A
tive Combine

[A → f [B1 . . . Bδ]; Γ, r = ρ • Bi.q α,Φ;Γ1 . . .Γi . . .Γδ]
[Bi; Γ

′]

[A → f [B1 . . . Bδ]; Γ, r = ρ′ • α,Φ;Γ1 . . .Γ′ . . .Γδ]

{

ρ′ ∈ ρ · Γ′.q
Γi ⊆ Γ′

A passive item, with Bi as its 
ategory, 
an be 
ombined with ana
tive item sear
hing for a proje
tion Bi .
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A
tive Convert

[A → f [B1 . . . Bδ]; Γ, r = ρ • ǫ ; Γ1 . . .Γδ]

[A; Γ, r = ρ]An a
tive item that has fully re
ognized all its linearization rows is
onverted to a passive item.
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The In
remental algorithmA variant of the A
tive algorithm.The linearization re
ords are treated as sets, not sequen
es.

• We 
annot use the ρǫ , so we get more items.

• Fewer mat
hes when applying Combine.
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Predi
tion strategiesPredi
t an item for the rule A → f [ ~B] with the linearization row r = αif . . .

• . . . there is an item looking for A.r (Top-down) or

• . . . there is a passive item that has found the �rst symbol in α(Bottom-up).
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A small 
omparison of runtimesParsing three senten
es with a non-trivial grammar of 561 rules givesthe following table:

Senten
e Albro's algorithm A
tive bottom-upThe boy is young 1.1 s 0.2 sThe boy is so young 2.0 s 0.3 sThey had forgotten that the boy 828 s 46 swho told the story is so youngThe grammar is 
alled 'Larsonian' and automati
ally generated froma Minimalist grammar 27



TODO

• Extensive evaluation.
• Filtering te
hniques.

28


