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#### Abstract

Locating features is one of the most common software development activities. It is typically done during maintenance and evolution, when developers need to identify the exact places in a codebase where specific features are implemented. Unfortunately, locating features is laborious and error-prone, since feature knowledge fades, projects are developed by different developers, and features are often scattered across the codebase. Recognizing the need, many automated feature location techniques have been proposed, which try to retroactively recover features, i,.e., very domain-specific information from the codebase. Unfortunately, such techniques require large training datasets, only recover coarse-grained locations and produce too many false positives to be useful in practice. An alternative is recording features during development, when they are still fresh in a developer's mind. However, recording is easily forgotten and also costly, especially when the software evolves and such recordings need to be updated. We address the infamous feature location problem (a.k.a., concern location or concept assignment problem) differently. We present FeatRacer, which combines feature recording and automated feature location in a way that allows developers to proactively and continuously record features and their locations during development, while addressing the shortcomings of both strategies. Specifically, FeatRacer relies on embedded code annotations and a machine-learning-based recommender system. When a developer forgets to annotate, FeatRacer reminds the developer about potentially missing features, which it learned from the feature recording practices in the project at hand. FeatRacer also facilitates fine-grained locations as decided by the developer. Our evaluation shows that FeatRacer outperforms traditional automated feature location based on Latent Semantic Indexing (LSI) and Linear Discriminant Analysis (LDA)—two of the most common methods to realize such techniques—when predicting features for 4,650 commit changesets from the histories of 16 open-source projects spanning an average of three years between 1985 and 2015. Compared to the traditional techniques, FeatRacer showed a $3 x$ higher precision and a $4.5 x$ higher recall, with an average precision and recall of $89.6 \%$ among all 16 projects. It can accurately predict feature locations within the first five commits of our evaluation projects, being effective already for small datasets. FeatRacer takes on average 1.9 ms to learn from past code fragments of a project, and 0.002 ms to predict forgotten feature annotations in new code.
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## 1 Introduction

SoftWare systems are often designed and developed around the notion of features [1], [2]. Stakeholders use features to define, manage, and communicate the functional and non-functional aspects of a system. Almost all modern and agile methods, such as SCRUM, XP, and FDD, rely on features to organize processes, software releases [3], and teams. Moreover, when engineering a variant-rich systemrealized via forks or branches, or via a configurable software platform (a.k.a., software product line [4]-[7])—features provide an intuitive way to reason about and manage the variability of the system [2], [8]-[13].

Reusing, maintaining, and evolving features requires knowing their locations in software assets (e.g., folders, files, or file fragments). Locating features is in fact one of the most common activities of developers [14]-[17]. However, it is also a challenging and tedious activity, especially when features are cross-cutting the codebase or when they have been implemented a long time ago, possibly by another developer. To this end, the research community has focused on this feature location [17] or concept assignment problem [16] for decades and proposed a large range of manual [18] and automated feature-location techniques [17]. Manual techniques guide developers with strategies to systematically explore code and its dependencies around an entry point and
then validate the result, e.g., via debugging [14]. However, manual feature location is still laborious and error-prone-a survey [14] reports an average of 15 minutes to locate a feature in systems with 73 k lines of code or less.

Automated techniques try to identify the software assets (files or methods) that belong to a particular feature using natural language processing, machine learning, or other reasoning or search-based techniques. They classify into static and dynamic techniques. Static techniques typically require providing features and feature descriptions or formulating search queries for the feature of interest-which is then matched against assets to find those that implement the feature. Information retrieval techniques, such as term frequencyinverse document frequency (tf-idf) and Latent Semantic Indexing (LSI) [19] are most commonly used. Some techniques also require providing an entry point (e.g., a menu entry) from where they can explore the code (e.g., by following dependencies). Dynamic techniques require executing the system and exercising the feature. In this case, the developer needs to specify entry points or write test cases that exercise the desired feature. Finally, both static and dynamic techniques are typically difficult to setup for the project at hand.

Studies also confirm that automated techniques exhibit low precision [17], [20] or require significant effort to improve the precision [17]. The fact that features are very domain-specific entities (developers and projects often
use different notions) that are often cross-cutting and vary highly in their granularity, further explains the uphill battle traditional automated techniques have faced. As such, the lack in adoption of automated feature location techniques is not surprising.

We address the feature location problem differently: instead of retroactively retrieving feature locations long after their implementation, we propose FeatRacer as a novel technique to encourage developers to continuously record feature locations during development when the knowledge about features is still fresh in their minds. FeatRacer focuses on supporting developers to record the features they currently implement, while allowing to record more fine-grained and accurate locations with reasonable effort.

The novelty, giving FeatRacer an advantage over existing techniques, relies on two main ideas. First, FeatRacer builds on the assumption that software assets implementing the same features share similar characteristics, and that one can learn with machine-learning algorithms what these similarities are per feature. This allows FeatRacer to learn the projector developer-specific notion of features for the current project. To support this assumption, we investigated how different development-process-related metrics affect the accuracy in feature location. Second, the continuous recording of accurate and fine-grained feature locations with embedded code annotations allows FeatRacer to create very detailed training data for machine-learning models. These models rely on metrics we designed to measure the relatedness of software assets, independent of code structure and programming language. The trained models allow FeatRacer to make predictions upon every commit that, as we will show, easily outperform traditional automated techniques relying on LSI or LDA.

Developers use FeatRacer as follows. When writing code, they are asked to immediately record feature locations with embedded annotations: programming-languageindependent code comments with feature labels. Once developers added the first annotations, FeatRacer can learn from these annotations and nudge developers by reminding them (e.g., on commit) when they forgot to annotate software assets belonging to features. Developers can then accept or reject the recommendation. Then, when developers need to locate features, they can immediately retrieve the locations from the recordings, looking up the feature name.

In comparison to automated techniques, this kind of feature location is easier, more intuitive, and more accurate. In addition, it requires less effort from developers. Automated techniques are not only much less accurate, but require writing complex descriptions of the features, easily overwhelming developers both in the input required and the output to analyze. A practical feature location technique must adapt as closely as possible to the developer's workflow and development process. In that regard, we show that FeatRacer in fact provides better predictions of feature locations during each commit than traditional (LSI and LDA-based) feature-location techniques. Our evaluation, where we simulated the development of sixteen projects that have feature annotations embedded in the source code, shows that compared to LSI, FeatRacer had 3x higher precision (average of $89.6 \%$ across all projects, while LSI had $33.8 \%$ ) and $4.5 x$ higher recall (average of $89.6 \%$ from all projects while LSI had $20.5 \%$ ). LDA on the other
hand consistently failed to locate features with an average precision of $0.9 \%$ and recall of $0.8 \%$. FeatRacer also shows a good performance quickly after a developer started adding annotations, addressing the 'cold start' problem efficiently.

In summary, we propose the technique FeatRacer. It relies on embedded feature annotations to let developers record features in a lightweight way during development and, if necessary, nudges developers to proactively and continuously record feature locations during development. It does so by recommending features for assets for which they might have forgotten to record features. We engineered FeatRacer as a multi-label feature-location recommender system, relying on state-of-the-art multi-label learning algorithms. We designed asset metrics (which mainly measure development-process-related aspects) that are independent of the code structure and the programming language to improve FeatRacer's predictive ability. We evaluated FeatRacer on 16 open-source projects from different domains, all using feature annotations embedded within source code, exhibiting varying granularities of those annotations. We compared FeatRacer's performance to that of LSI and LDA, two of the most widely used techniques integrated in many automated feature location techniques [17], [21].

We contribute: (i) the technique FeatRacer with a prototype implementation; (ii) empirical data on FeatRacer's design options, including which learning algorithm and classification metrics best support feature location; (iii) multi-label datasets usable to further tailor FeatRacer or for follow-up research; and (iv) an online appendix [22] with a replication package and more details.

In previous work we also proposed a very early prototype of a recommender system [23], whose results inspired the present work. It used four text similarity and structure metrics, with binary classification, to suggest a single label (software feature) for non-annotated assets in a commit changeset. We evaluated this prototype on a single project and found an average $\mathrm{F}_{1}$-score of $50 \%$ with the k -Nearest Neighbors (kNN) algorithm as the best performing classifier.

On a final note, we built FeatRacer upon our experience with feature modeling [24]-[28], feature location recovery [23], [29], recording features with embedded annotations [30], [31], as well as with developing IDE-based tool support for recording, browsing, and evolving feature annotations [32], and for visualizing them [33]-[35]. We have evidence [30] that the benefits of recording feature locations using annotations embedded in source code outweigh the costs, since the annotations naturally co-evolve with the code, compared to external traceability databases. However, a challenge remained: reminding developers when they forgot to record, which inspired the nudging technique FeatRacer we present in this article.

## 2 Background and Motivation

We motivate FeatRacer by describing the current state of the art in supporting developers who need to locate features. We explain the problems of manually recovering feature locations and describe how automated techniques and feature recording methods have addressed these. Neither approach has found widespread adoption yet, given the open challenges we describe in this section.

(a) Manual feature location recovery is laborious and error-prone, but requires no extra effort during development.

(b) Automated feature location recovery also require no effort during development, but the techniques are still laborious to use and imprecise, still requiring significant effort.

(c) Recording feature locations causes some extra effort during development, but eliminates all feature location effort during maintenance and evolution. Developers simply browse the features and locations. Continuously recording is the preferred strategy, but it comes with its own problems (e.g., costs, and developers not prioritizing it), which FeatRacer addresses.

Figure 1: Illustration of feature location during software maintenance using manual feature location, using automated feature location, and using recorded locations. Scenario (a) and (b) are problematic (red, dashed border), while scenario (c) is our proposed strategy, which FeatRacer enhances by assisting developers with an automated nudging technique.

Let us say a developer writes code, being fully aware that she is implementing the feature send mail. In many cases, the developer writes the code, but does not record the feature's location and instead retains that knowledge in her mind. More than half a year later, she receives a bug report that send mail is not working correctly. Unfortunately, since the memory about features fades with time [36], our developer cannot immediately remember which files or code fragments implement the feature send mail.

### 2.1 Manual Feature Location Recovery

To recover the locations, she could manually [14], [18] explore the codebase or perform some text searches as shown in Fig. 1a. This is a laborious process. She could also execute the application, select some menu entry that triggers the feature, and then record the stack trace with a debugger. Then, she would further explore the source code in the trace and also follow dependencies. Finally, if unsure about the result, she would verify the found locations, perhaps by writing test cases that exercise the feature. Two main problems complicate the manual recovering of feature locations.

First, features often cross-cut multiple subsystems, files, or code fragments [37]. Coupled with the developers' fading memory, the cross-cutting nature of features makes it even more laborious and error-prone to retrieve all locations [14].

Second, features are highly domain-specific entities [2] in contrast to traditional implementation assets, such as classes, components or files. Features abstract over these.

Developers understand features differently depending on the project and domain. Another developer can easily have a different understanding of which functionality is included in a feature. Developer's understanding of features can also change. In fact, our own experience with developers recording features revealed that it is often difficult to decide what code exactly belongs to a feature [30]-[34]. Still, only the actual developers can make this decision, based on their detailed project knowledge and what feature they are currently implementing.

Empirical studies confirm these problems. An experiment comparing manual and automated (explained shortly) feature location by Perez et al. [20] on a 15-year old software project found that even domain experts who had on average 6 years experience on the project could not manually retrieve all requested features, because they did not have full knowledge of the features.
Summary. In the traditional scenario, no extra effort is imposed during the development phase, and feature information is just forgotten after implementing the feature. But, the feature location effort for developers is huge later on, so the effort is concentrated on the maintenance and evolution phases.

### 2.2 Automated Feature Location Recovery

Trying to avoid these shortcomings of manual feature location, the developer could use an automated feature
location technique. Such techniques classify into static and dynamic techniques [17]. They return ranked lists of the files and methods that are considered the implementations of a feature. As shown in Fig. 1b, the developer can, after formulating a query or a test case, evaluate the candidates provided by the technique.

Static techniques typically act like a search engine, where developers specify search terms or seeds indicating what to look for in the source code. They leverage natural-language information embedded in the code (e.g., identifier names or comments) and semantic similarity between code elements. The analysis typically relies on information retrieval (IR) techniques, such as LSI and tf-idf [38]-[46], or on machine learning [47]-[50]. Some are enhanced with program dependence analysis, which use static dependencies between program elements, or changeset analysis, which exploits historical information about the codebase.

Dynamic techniques are more like execution monitors. They collect feature information based on execution stack traces and are helpful when a seed in terms of a program entry point (e.g., a menu item in the user interface) is known. Typically, a developer writes a test case that exercises a feature. The test case's execution stack trace is then analyzed by the dynamic technique. Some dynamic techniques are enhanced with static techniques [51], for instance by analyzing static dependencies between program elements.
Challenge 1: Laborious Use. Unfortunately, automated feature location techniques are resource-intensive, laborious to use, and difficult to set up-often requiring substantial adaptation to the project at hand. Static techniques often analyze the whole project's codebase. Dynamic techniques often require analyzing each feature individually, requiring to execute the system many times. The identification of seeds and the potentially necessary creation of feature-specific test cases is also laborious for developers. Despite being automated, both kinds of techniques still require extensive developer interaction for guidance on what and where to seek [17], to improve precision and recall.

Even if the query can be automatically generated from feature documentations, such as issue trackers, where the effort would be low for a developer, they still require effort to connect the feature's location in source code to an issue tracker. More importantly, those techniques are limited to features actually recorded in issue tracking, which is a strong limitation and an unrealistic assumption (for our subject systems, even when an issue tracker exists, it is far from having documented the features).
Challenge 2: Low Performance. Generally, the precision and recall of automated feature location techniques is low and strongly depends on how accurately the developer-specified input-search terms, seeds, or test cases-represents the desired feature [17], [20], [51]. For static techniques, coming up with the correct terms can be difficult for developers. The experiment by Perez et al. [20] showed that there was often a mismatch between the terms used for the LSI search query by the developers, and terms used in the source code. Furthermore, some behavior of programs is often undecidable without execution, further contributing to the low performance of static techniques. For dynamic techniques, the challenge lies in providing a correct seed and
writing a good test case for the feature. Dynamic techniques are also limited to functional features, which exhibit visible behavior, and cannot locate quality-related (a.k.a., nonfunctional) features. Since they rely on the context of the execution traces, dynamic approaches under-approximate feature information, so they produce many false negatives (which requires developer interaction to improve precision).
Challenge 3: Domain-Specificity. Also recall that features are highly domain-specific entities (Sec. 2.1). The problem is that automated techniques are often trained [47] on a few large projects and then applied to other projects. As such, they have no chance to adapt to the specific notion of a project or a developer. Instead, a feature location technique should adapt to what developers consider relevant to individual features, in the project at hand.
Challenge 4: Coarse Locations. Automated feature location techniques only recovers coarse locations (methods or files). However, in practice, features are more fine-grained [52]. So, even when the feature is correctly located, it can still require manual search effort to identify the exact location.

Summary. Automated feature location techniques promise no extra effort during programming. They focus on the maintenance and evolution phase, when features need to be located. There, they strive to reduce the feature location effort for the developer. Unfortunately, they have not shown to be effective in practice. They are difficult to adopt and produce too many false positives and only recover coarse-grained locations, leading to a huge effort during maintenance and evolution, when features need to be recovered

### 2.3 Recording Feature Locations

An alternative to using an automated technique, but to avoid the effort of manually recovering feature locations (Sec. 2.1) is to record the features during development (see Fig. 1c). In our example, the developer could document the implemented feature send mail in the documentation, in a traceability matrix (e.g., a spreadsheet), or a feature traceability database, such as FEAT [53]. Specifically, the developer records the feature, which is a label with a name, and the locations directly during or right after implementation. When needed during maintenance and evolution, she can immediately retrieve the locations for a feature with a simple search, saving substantial location costs. Notably, evolution also includes migrating software to software product lines, where features are made configurable, so customized software variants can be derived by switching individual features on or off.

While continuous recording provides long-term benefitswhen (potentially highly scattered) features need to be located exactly—providing short-term benefits to engineers has been identified as one of the success criteria in establishing traceability [54]. Specifically recording features enables providing simple IDE support, such as feature dashboard plugins, which provide an overview understanding of software in terms of features, and they conveniently support browsing features in code [32], [55], as well as visualizing them [33][35]. Connecting features from the development processmost processes use notions of features, especially agile processes (e.g., SCRUM, XP, FDD)—down to the code can provide much more detailed progress tracking for features,


Figure 2: Recording feature locations with recommendation. FeatRacer ensures that developers proactively and continuously annotate code by suggesting feature annotations when the developer forgets during commits. It is easy for the developer to vet the suggestions and select the correct ones. Manual effort during maintenance is significantly reduced.
allowing feature-oriented metrics (e.g., feature size, scattering degree, or tangling degree [52], [56]) that help managing and planning software development [57]. Furthermore, the recorded features and locations also enable feature-oriented software analysis and testing techniques [12], [58]-[61].

In this respect, recording features and their locations for software enables substantial benefits. Unfortunately, recording features during development is still challenging.
Challenge 5: Recording Costs. First, recording of features can be laborious, since it requires additional attention investment [62]-[64] and reasoning about two levels of abstraction. Specifically, developers are usually limited to one abstraction level (code) and have problems actively taking another abstraction level into account (features and the domain). Even though agile development techniques use the notion of features for planning, there is no agreed way of connecting the features to the code. Furthermore, note that recording costs comprise writing down the feature name and recording the location of the feature in code in some form. Costs also arise when the recordings become inconsistent and need to be updated.
Challenge 6: Nudging/Encouragement. Developers are likely to forget to record features and locations. Similar to developers not always commenting (perhaps even rarely) commenting code, recording features might not be prioritized during development. Consequently, some features may not be traced and the developer would have to follow the same procedure as in the first scenario to recover the locations of the none-traced features. So-called nudging techniques [65], [66] are known to change developer behavior. In our case, we believe that intelligent techniques should help developers to remember recording features, providing light-weight recommendations that remind developers when they forgot to record the feature locations for a specific feature.
Challenge 7: Code Evolves. The natural evolution of code causes two problems. First, it can prevent manual recovery of locations of features that were implemented by the same developer, not too long ago. Second, it causes the recorded locations to become inconsistent. For instance, complex refactorings can easily move the locations of features. This causes additional maintenance costs for the recordings. This problem especially arises when the locations are recorded externally to the code, such as in a traceability database. The
inconsistency can go unnoticed until the feature needs to be located-then causing the same feature location recovery costs as for manual recovery.
Summary. Continuously recording features adds some effort to the development, while saving huge costs for feature location during maintenance and evolution. It also provides short-term benefits, such as browsing and visualizing features, tracking progress, or planning the software. However, effectively recording features is still an unsolved problem, requiring to encourage developers to continuously record feature locations. So, they need to be encouraged to change their behavior and practices-a.k.a., nudging developers in software engineering [65], [66].

## 3 The FeatRacer Technique

FeatRacer is a Feature tRace recommender that helps developers proactively and continuously record feature locations. We now describe how developers can use FeatRacer and how it addresses the challenges of locating features by combining automated techniques (Sec.2.2) with feature recording techniques (Sec. 2.3).

FeatRacer reuses a lightweight feature recording system (embedded feature annotations) we designed and evaluated before [30]-[34]. The core novelty of our work lies in the recommender technique we now present and its combination with the recording system.

### 3.1 Usage Scenario

The practical use of FeatRacer is based on two core ideas. First, organizations adopt the recording of features with embedded feature annotations [30], [67] as a coding standard. Embedded annotations are lightweight and have been shown to substantially reduce feature location recovery costs, exceeding the costs of adding them significantly [30]. Even though our technique could work with different traceability techniques, we use embedded annotations due to their advantages over external databases [55], [67]. Second, organizations incorporate FeatRacer as a feedback loop into the development process. It learns from previous annotations and reminds developers when it predicts they forgot to annotate new source code with a specific feature.

We designed FeatRacer so that it should be triggered after a substantial software evolution step, such as a commit.

Figure 2 illustrates its use by a developer. In the remainder, we use commits as the unit of evolution, and also evaluate FeatRacer by invoking it per commit on the history of our subject systems. This suggests to invoke FeatRacer as a Git hook, but it could also be provided as an IDE plugin.

When FeatRacer is triggered (step 1 in Fig. 2), FeatRacer analyzes the changeset (step 2), particularly the assets that do not have any feature annotation. It makes its predictions based on the history of the project for which FeatRacer learned which assets are annotated with which feature. When it predicts that some assets are missing feature annotations, it recommends a ranked list of features that is easy to vet by the developer (step 3). When the developer accepts a recommendation (step 4), FeatRacer annotates the specific asset with the recommended features (step 5) and commits the changes to version control (step 6).

Ideally, FeatRacer-or at least embedded annotationsis adopted from the project start. However, FeatRacer can be adopted at any point during the development lifecycle. The important aspect is that after a while (details in our evaluation below), FeatRacer will make accurate recommendations for the features that have been declared so far. It is also possible to retroactively annotate code with features by an expert, which will positively influence the adoption of FeatRacer for the upcoming evolution of a software project.

### 3.2 Addressed Challenges

FeatRacer addresses the challenges of automated feature location and of manual feature recording techniques as follows.
Challenge 1. Recall that automated feature location techniques are laborious to use. FeatRacer is technologyand programming-language-independent and does not require a specific setup for individual technologies. It only assumes that projects adopt a way of recording features (which are simply labels) and their locations within software assets (embedded annotations). FeatRacer acts like a nudging technique that supports developers to actually record feature locations, helping them when they forgot to record. FeatRacer does not require executing the system, as dynamic feature location techniques do. Also, it does not require writing search queries (the exact feature names are recorded in the textual feature model) or writing test cases to find the feature.
Challenge 2. Recall that the performance of automated feature location techniques is low, generally producing too many false positives to be useful in practice. FeatRacer fosters a detailed recording with embedded annotations directly during the development, when the feature is still fresh in the developer's mind. Thus, the recorded locations are the most accurate ones that can be achieved. Conceptually, our strategy fosters that all features a developer considers relevant during development are recorded, and the completeness is enhanced through our recommender system, which nudges developers.

Also recall that improving the performance of automated techniques requires substantial user interaction. FeatRacer lessens developer interaction and effort by presenting an easy-to-vet list of recommended features for the nonannotated assets to the developer. It also automatically annotates the assets with the recommended features after confirmation by the developer.

Challenge 3. Recall that features are highly domain-specific entities, whose characteristics are also highly influenced by the project at hand. That means that any automated technique should adapt to the project at hand. FeatRacer learns from the locations recorded manually over the current project's history, thereby also taking the developer-specific feature characteristics into account. So, what constitutes a feature is defined by the actual developer. As such, FeatRacer can learn the specific notion of feature by the project, domain or developer. This allows FeatRacer to propose more accurate locations-in case the developers forgot to record them.
Challenge 4. Recall that automated techniques only recover coarse feature locations. Since FeatRacer relies on finegrained feature annotations, it circumvents this problem and provides the developer with the locations in the actual granularity the developer used during development. It offers recording both coarse-grained and fine-grained feature locations, from folders via files to individual lines of code, according to the actual granularity of a specific feature. Furthermore, since FeatRacer operates on changesets and classifies only the fragments of code that have changed, the machine-learningbased recommendation to the developer is limited to the code that was just changed. So, the code upon which a recommendation is done should still be fresh in the mind of a developer, further enhancing precision of the recorded annotations.
Challenge 5. Recall that recording feature locations causes costs, both for the actual recording and the maintenance when code evolves (see below). Note that in agile software development, the features themselves are usually already recorded, since they are used for planning. As such, a developer knows the name of the feature (e.g., send mail) she is implementing, and only needs to record the locations once she implements the feature. Recall that this kind of cost is called attention investment, which FeatRacer mitigates as follows:

First, FeatRacer uses embedded annotations, which have been shown to be among the most accepted and usable ways of recording feature locations [55], [67]. The annotation system we reuse has been designed by us to be as lightweight as possible [30], [31]. We explain it in detail in Sec. 3.3 below.

Second, FeatRacer provides recommendations on individual changesets, limiting the developer's attention to a small portion of the codebase, which she has just worked on.
Challenge 6. Recall that it is difficult to encourage developers to continuously record features and their locations, since recording locations might not be prioritized during development. FeatRacer supports developers in two ways.

First, developers obtain short-term benefits. They can browse features in the source code using an IDE plugin [32] and visualize features [33]-[35]. Our lightweight annotation system is not only about recording feature locations, but it also comprises a simple textual feature model. In this file, developers organize the feature labels in a simple hierarchy (based on the Clafer syntax [68]). In fact, the feature hierarchy is one of the major benefits of a feature model [10], as it helps developers to organize features and keep an overview understanding of the software.

Second, the recommender acts like a typical nudging technique. To limit the nudging to the necessary minimum, it will only nudge the developer when it believes she forgot to annotate newly written code.


Figure 3: Illustration of feature models (top right) and feature locations in three files

Challenge 7. Recall that code evolves. We rely on an annotation system we previously designed to be as robust as possible against change [30], [31]. Evaluations have shown that embedded annotations naturally evolve with the software assets when they are moved and copied around. Only few feature annotations require manual maintenance. The cost incurred by this manual work is still amortized by the benefits of annotations [30]. In addition, FeatRacer by design also aims at catching situations where refactored code, which is naturally part of the changeset, is missing annotations. Then, FeatRacer will remind developers to add respective annotations, further mitigating the problem of code evolution and maintenance of feature annotations.

### 3.3 Embedded Feature Annotations

Features and feature locations are generally recorded for various reasons, mainly to handle complexity in large systems. Especially variability-rich systems, such as software product lines, software ecosystems, or personalizationcapable systems, require explicit representations of features and their locations-the latter as variation points in the software. As input to automated configurator tools and variability-aware build systems, they allow to derive concrete variants (a.k.a., products of a product line) by selecting the desired features. To represent features and their dependencies, and as input to configurator tools, feature models [1], [25] have become the most popular notation, given their intuitive and simple syntax. Feature models are tree-like structures of features and their dependencies [1], [24], which abstractly represent complex systems.

Figure 3 (upper right-hand side) illustrates the feature model notation. Many feature modeling tools [12], [69], [70] show feature models in this notation. Alternatives are treemenu representations, such as in the Linux kernel configurator [71]-[73]. In the figure, the highlighted fragments in the files illustrate the feature locations. In the following, we use the term asset to refer to any structural implementation artifact that can be mapped to a system's features. We distinguish between three granularity levels-folders, files, and fragments, consisting of either single or multiple lines of code.

To avoid having to adopt a dedicated feature-modeling tool, we reuse a lightweight annotation system we designed [30] and formalized [31] before, in multiple iterations. A


Figure 4: The example from Fig. 3 (extended with more files and features) represented using our lightweight embedded annotations
detailed specification is available. ${ }^{1}$ Instead of requiring a graphical editor, it relies on a very simple representation in a text file, which can be put into the project root. The feature locations are stored in simple textual mapping files that map whole folders or files to features. In-file annotations, which are escaped with comments in the source files, map fragments or single lines. This way, the annotation system is programming-language- and technology-independent. As such, the representation of features and their locations is inspired by very established representations, including feature models, feature databases [53], or other annotation systems [67], while being very lightweight.

To illustrate the annotation system, Fig. 4 shows the same example. Given the project file structure (part 1) and a list of features of the project (part 2), the developer can annotate, for instance, the folder Client by adding a plaintext file called .feature-folder inside the folder, and in there listing all the features the folder implements; in this case the feature called client (part 3). To annotate the files inside folder Client, the developer adds a text file. feature-files, inside the folder, and for each line of file names, e.g., md_input.js, the developer adds a second line indicating the names of the features implemented by the files, e.g., feature input (part 4). Lastly, the developer can annotate code fragments or even individual lines of code using specially formatted comments shown in part 5 of Fig. 4. While the feature model file could accommodate feature dependencies, these are not important for FeatRacer, since our main purpose is to trace features to source code, not to realize variation points in a configurable product-line platform. Still, the ability to migrate a system with recorded features and locations into such a platform, by replacing annotations with variation points (e.g., \#ifdef), is one of the benefits of FeatRacer.

## 4 Design of Featracer

The design of FeatRacer facilitates effective and efficient recommendations as follows. We now describe how it calculates metrics to generate the training data to learn characteristics of features and their associated assets.

### 4.1 Internal Workflow

FeatRacer's internal workflow is illustrated in Fig. 5. In brief, to make recommendations, it needs to create training data

[^0] embedded_annotation_specification.pdf


Figure 5: Illustration of FeatRacer's main use case (recommendation scenario), with steps from Fig. 2
(metric values over software assets), train a machine-learning classifier, make predictions, update the training data when the software evolves, and retrain the classifier.

Importantly, FeatRacer separately and simultaneously trains and predicts feature locations for three granularity levels: folders, files, and code fragments (hunks in the diffs of the commit), which improves prediction performance, since characteristics of assets at these granularity levels may differ.

When FeatRacer is first run on a project, it creates training data for the project codebase. It analyzes the current revision by parsing existing annotations and filling an internal representation that represents the revision. It then calculates metrics over the features and the assets implementing them (i.e., the feature locations). Intuitively, the metrics indicate which assets are associated with a feature based on the assumption that assets implementing the same feature share similar characteristics, and that one can learn per project and feature what those similar characteristics are. For instance, for each asset, FeatRacer measures how many developers contribute to that asset (DDEV), how often the asset has been changed (COMM), how many other assets it is usually changed with (ACCC), the size of the asset in lines of code (NLOC), and the number of features usually modified together with the asset (DNFMA).

Then, FeatRacer uses a machine-learning algorithm to learn the characteristics of the features and the assets that were annotated by developers, in order to build a machine-learning model. If there are non-annotated assets in the changeset, it then uses this model to recommend feature annotations to the developer for each one of them, as we explained above (Sec.3.1). Otherwise, the recommendation step is skipped and it will only use the assets in the changeset for learning the characteristics of features.

Whenever FeatRacer is invoked, it updates the training data incrementally when the software evolves, by loading features and feature locations for assets modified in a changeset, and by recalculating metrics for assets that are affected in each revision (commit) of a project. It then retrains the machine-learning model using this updated training data. FeatRacer keeps the calculated information about assets in a cache. We observed in our experiments that the training of a machine-learning model is fast (at least for projects as large as our evaluation subjects), so it can be done for each evolution step. This incremental update of training data avoids reading all contents of a repository and calculating metrics for all files in the repository at each revision, since, in some cases only a few files may be affected. For instance, in a project with 1.000 files, perhaps only two files may be affected in a
revision, so, FeatRacer calculates metrics for the two files only and updates its training data accordingly, while metrics for the 998 unaffected files remain unchanged, since they were already calculated during previous commits which affected them. Note that, since the training data is incrementally built, FeatRacer trains on all assets of a project for which metrics have been calculated, not only those in the changeset.

When FeatRacer predicts that a non-annotated asset can be annotated, it awaits the user's input (cf. Sec.3.1). When the developer accepts one or multiple recommendations, FeatRacer annotates the specific assets with the recommended features, updates the training data with those assets' metrics, and commits all accepted annotations to version control (step 6); otherwise, FeatRacer updates its training data with the metrics of the non-annotated assets. Therefore, the training data consists of assets with and without annotations.

As stated above, FeatRacer calculates metrics only for assets affected in each revision to incrementally update its training data. The initial commit from which metrics are calculated can be at any point in the revision history of the project, e.g., the first commit or even the 100th commit. For this initial commit, FeatRacer extracts metrics from all files of the project at the state of the commit. Then, for subsequent commits, it only extracts metrics for affected files.

Table 1: FeatRacer's asset metrics

| metric | description | rang |
| :---: | :---: | :---: |
| CSDEV | Average cosine similarity between the names of the distinct developers contributing to the asset; $\operatorname{csdev}(a, C)$. Each name is compared to every other name and similarity values are averaged. | 0.0-1.0 |
| DDEV | Distinct number of developers contributing to the asset; $d \operatorname{dev}(a, C)$ | $\geq 1$ |
| DCONT | Average percentage of lines contributed by each developer contributing to the asset; $\operatorname{dcont}(a, C)$ | 0.0-1.0 |
| HDCONT | Percentage of lines by the developer who contributed most to the asset; $\operatorname{hdcont}(a, C)$ | 0.0-1.0 |
| COMM | Number of commits in which the asset has been modified $\operatorname{comm}(a, C)$ | $\geq 1$ |
| CCC | Collective change count-number of all assets modified alongside this asset in the current commit; $c c c(a, c)$. | $\geq$ |
| ACCC | Average number of assets modified together with this asset across all commits in which $a$ is modified; $\operatorname{accc}(a, C)$. | $\geq$ |
| DNFMA | Number of distinct features mapped to all assets modified together with the asset up to the current commit; $n f c c a(a, C)$ | $\geq$ |
| NFMA | Number of features modified in current commit with asset; nfima(a,c) | $\geq 0$ |
| NLOC | Number of lines of code associated with the asset in the current commit; $\operatorname{nloc}(a)$ | $\geq 1$ |
| NFF | Number of features within file containing asset $a$ at current commit; $n$ ff( $a, c$ ) | $\geq 0$ |

Let $a$ be an asset modified in the current commit $c$, and let $C$ be the set of all commits in which asset $a$ has been modified, from the initial to the current.


Figure 6: The feature information FeatRacer expects to be recorded in a project

### 4.2 Internal Representation of Assets and Features

While we advocate using our annotation system from Sec. 3.3, FeatRacer is designed to work with any other representation, where feature information is also embedded in assets to obtain the benefits we described above, such as ease of use. The minimum information developers need to capture during development is represented in the meta-model in Fig. 6.

FeatRacer expects this information in a project to make recommendations. Specifically, each feature can be implemented by (i.e., traced to) multiple software assets, and each asset can implement (i.e., trace to) multiple features. An asset is any structural implementation artifact and can be of type folder, file, or fragment. A fragment is any block of consecutive lines of code. For instance, we consider the block of code annotated with feature sendMail in Fig. 2 as a fragment. Any non-annotated lines of code before this sendMail annotation would be considered as one fragment, and those after the annotation would be another fragment.

The minimum information developers need to capture during development is represented in the meta-model in Fig. 6. This meta-model as well as the concrete syntax in terms of the embedded feature annotations (cf. Sec. 3.3) we use are programming-language-independent. Recall that our representation of features and their locations is inspired by very established representations-feature models [1], [25], feature databases [53], and other annotation systems [67].

### 4.3 Learning Features

To learn a project's specific notion of features, FeatRacer generates training data for its machine-learning classifiers by calculating metrics that represent characteristics of the project's assets (folders, files, and fragments).
Asset Metrics. FeatRacer learns characteristics of the features of a project by measuring the relatedness of assets implementing each feature. We assume that assets implementing the same feature(s) are likely to have similar characteristics, and that it can be learned what those similarities are per feature. We first experimented with structural characteristics, such as the number of lines associated with the asset in the commit and cosine similarity between textual content of assets. However, we found that using characteristics revolving around the process is more effective in learning features than structural metrics. This is similar to studies in software defect prediction that show that process metrics are better than structural metrics in predicting which files are more prone to defects [74]. Therefore, FeatRacer considers similar process metrics, such as the developers of the assets, how
frequently the assets change, which assets are often changed together, as well some structure metrics, such as the number of lines of code associated with each asset and feature. Then, when it finds assets in a new commit that are missing feature annotations, it predicts annotations for these assets.

FeatRacer aims to recommend features for assets that developers forgot to annotate, by learning from previously recorded annotations. To this end, we engineered metrics (Table 1) that measure characteristics of features. These are utilized to estimate the relatedness of assets that implement a given feature. This way, when FeatRacer finds a non-annotated asset during a revision, its machine-learning classifiers can predict, based on the asset's metrics, which of the existing features in the project the asset implements.

Given $A$, as the set of all assets modified in the commit $c$, and $C$, as the set of all commits (from initial to current one) in which asset $a \in A$, has been modified, FeatRacer calculates metrics for asset $a$. These asset metrics are described in Table 1. Note that some metrics require historical information, e.g., the number of commits in which an asset has been modified (COMM), developers who ever contributed to the asset (DDEV, DCONT, HDCONT), or which other assets an asset is usually changed with (ACCC), while others only require information from the current commit, e.g., how many assets or features are affected together in the current commit (CCC, NFMA), or number of features in the asset's file, and size of the asset (NFF, NLOC). We conjecture that these metrics are good indicators of related assets, since assets of a given feature are likely to be often modified together, by about the same number of developers, who sometimes spell their names differently, and work on about the same number of features. Therefore, our metrics cover four aspects of development: developers (CSDEV, DDEV, DCONT, HDCONT), frequency of changes (COMM), co-changes (CCC, ACCC, DNFMA, NFMA), and code and feature size (NLOC, NFF).

The metrics DDEV, DCONT, HDCONT, COMM, CCC, ACCC, NLOC stem from defect prediction [75]-[77] (although named differently). We adapted them to FeatRacer. We also introduced four new metrics: CSDEV (similarity in the names of the developers who ever contributed to the asset), DNFMA (number of features that are usually modified when this asset is modified—averaged across all past commits), NFF (number of features referenced in the file containing this asset-applies to fragments) and NFMA (number of features modified together with this asset in the current commit $c$-we count all features mapped to assets in the changeset).
Generating Training Data. FeatRacer's training data consists of the metrics in Table 1 as the attributes of the dataset, the software features mapped to each asset as the classification labels of the dataset, and the assets (folders, files, and fragments) as the instances (or datapoints) of the dataset. The dataset is multilabel, because each asset can implement multiple features, and a feature can be implemented by multiple assets. FeatRacer updates its training data at each revision of the project after it calculates metrics for the assets affected in the revision.

Let $D$ be a multilabel dataset (MLD) composed of $N$ instances $E_{i}=\left(x_{i}, Y_{i}\right), i=1 . . N$. Each instance $E_{i}$ is associated with a metric vector $\mathbf{x}_{\mathbf{i}}=\left(x_{i_{1}}, x_{i_{2}}, \ldots, x_{i M}\right)$ described by $M$ metrics $X_{j}, j=1 . . M$, and a subset of labels

Table 2: Example dataset with four metrics and three labels

|  | COMM | DDEV | ACCC | NFF | server $^{1}$ | client $^{1}$ | bubbleGraph $^{1}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $E_{1}$ | 4 | 2 | 0.5678 | 5 | 1 | 0 | 1 |
| $E_{2}$ | 2 | 1 | 0.2346 | 4 | 1 | 0 | 0 |
| $E_{3}$ | 4 | 3 | 0.9678 | 8 | 0 | 1 | 0 |
| $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ |
| $E_{n}$ | 8 | 4 | 0.452 | 5 | $?$ | $?$ | $?$ |

${ }^{1}$ labels (i.e., the software features mapped to assets)
$Y_{i} \subseteq L$, where $L=\left\{y_{1}, y_{2}, \ldots y_{q}\right\}$ is the set of $q$ labels (in our case, all features recorded in the project so far).

To illustrate the structure of FeatRacer's MLD, Table 2 shows the metric vector $\mathbf{x}=$ (COMM, DDEV, ACCC, NFF) -only four shown here, but in reality we use the full set of metrics in Table 1—and the set of labels $L=$ $\{$ server, client, bubbleGraph\}-only three shown here, but in reality we use the full set of features in a project at the state of the commit for which the dataset is generated. As stated above, each instance in the dataset is an asset $\left(E_{i}\right)$, which could be a folder, file, or fragment of code. Instance $E_{1}$ has a metric vector $\mathbf{x}_{1}=(4,2,0.5678,5)$ and a labelset $Y_{1}=\{$ server, bubbleGraph $\}$-i.e., the asset $E_{1}$ with the indicated metric values, is annotated with features server and bubbleGraph, while assets $E_{2}$ and $E_{3}$ are annotated with single features server and client respectively. The multi-label classification task is to generate a classifier $H$ which, given an unseen instance $E=(x, ?)$ (e.g., $E_{n}$ in Table 2), is capable of accurately predicting its subset of labels $Y$, i.e., $H(E) \rightarrow Y$. The classification task is multi-label, since each instance, seen or unseen, can be associated with several labels.

FeatRacer creates separate datasets for the three different granularities of software assets: folders, files, and fragments. That is, a file-level training dataset only has files as instances, and the set of labels $L$ in the dataset only includes features mapped (i.e., through annotations) to files; similarly, a fragment-level dataset only includes fragments and features mapped to fragments only as the labels of the dataset. This is to reduce label-imbalance. Consider a scenario where a dataset would contain both file- and fragment-level assets. If the dataset has one file mapped to one feature (featureA), and 300 fragments of code mapped to one feature (featureB), the two labels are highly imbalanced by a ratio of 1:300. This would bias classifiers towards the dominant fragment-level feature (featureA) and make it difficult to correctly predict annotations for the file-level feature (featureB). Therefore, having separate datasets for files and fragments of code in this scenario alleviates this problem.

FeatRacer's training data consists of both feature annotated and non-annotated assets. Whenever new assets are added during a commit, the training data is updated and the classifier retrained. That is, metrics are only calculated for the newly added or modified assets, but retraining of the classifier is done on the entire dataset.

Machine Learning Algorithms. The machine learning algorithms used by FeatRacer are multi-label (can predict and rank multiple features per asset), are capable of working with small datasets, and can be trained to predict locations within a short time suitable to give feedback to the developer quickly after some reasonable software evolution step (e.g., committing code to version control). We describe the 13
algorithms we evaluated in more detail in Sec.5.2.

### 4.4 Predicting Feature Locations

When FeatRacer finds non-annotated assets when the developer commits code, it creates a test dataset, similar in structure to the training dataset. The instances are the nonannotated assets. Again, three test datasets are created for the three different granularity levels of assets. Then, FeatRacer simultaneously predicts and recommends annotations for each asset in the test datasets. The recommendation is a ranked list of feature names with which the asset could be annotated. The machine learning algorithms that FeatRacer uses are capable of ranking predicted labels. The developer can then accept or reject the recommendation.

## 5 Evaluation Methodology

We now describe the evaluation of FeatRacer. We first describe the software projects we used, then our research questions, and then how we simulated the development of the subject projects. Lastly, we explain how we measured the prediction performance, also over time.

### 5.1 Subject Projects

To evaluate FeatRacer's effectiveness in suggesting relevant feature locations, we selected a diverse set of 16 projects that have feature locations recorded as annotations in the source code. These projects have been used in studies on featureoriented defect prediction [75], feature location [29], [30], and feature analysis [52], [78]. They also exemplify different programming languages (JavaScript, C, C++) and have revision histories that span between 1 and 11 years (average 3 ).

All projects use some form of feature annotation. The four projects belonging to the ClaferWebTools [79] use a custom annotation system. Those annotations are, essentially, specially formatted source code comments [30] (see Fig. 4). The other projects use the C/C++ pre-processor, where conditional compilation directives wrap code belonging to a specific feature. Note that we excluded pre-processor annotations that appeared in comments. As shown in many studies [24], [52], such projects declare features and refer to them in the code, where features are defined as preprocessor macros and used in conditional compilation directives. Commercial projects represent features the same way [9], [80], [81]. Some of our projects, including Busybox and the four ClaferWebTools projects, even model features explicitly in a feature model. Marlin prescribes a feature-oriented development process where new features need to be declared as preprocessor macros, and code needs to be annotated ${ }^{2}$ [29]. While our FeatRacer prototype parses both kinds of annotations, it can easily be adjusted to other annotation systems. Moreover, the varying granularities of these annotations makes our evaluation dataset suitable to evaluate FeatRacer's effectiveness in recommending relevant feature locations.

Table 3 summarizes our subject projects. We show the domain and size of each project, the main programming language for files containing feature annotations, the number of commits we used for evaluating FeatRacer from the
2. https://marlinfw.org/docs/development/coding_standards.html

Table 3: Summary of our subject projects

| project | short name | description | lang. ${ }^{1}$ | dev. ${ }^{2}$ | size ${ }^{3}$ | commits ${ }^{4}$ | dev. period | years | features ${ }^{5}$ | URL |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| ClaferConfigurator | config | software variant management | JS | 7 | 1.4 K | 182 | 2013-2014 | 2 | 43 | github.com/redmagic4/ClaferConfigurator |
| ClaferIDE | ide | software variant management | JS | 4 | 1K | 269 | 2013-2014 | 2 | 31 | github.com/redmagic4/ClaferIDE |
| ClaferMooVisualizer | viz | software variant management | JS | 9 | 2.7 K | 542 | 2012-2014 | 3 | 72 | github.com/redmagic4/ClaferMooVisualizer |
| CommonPlatform | tools | software variant management | JS | 2 | 472K | 147 | 2013-2014 | 2 | 50 | github.com/redmagic4/ClaferToolsUICommonPlatform |
| Blender | blender | 3D modelling tool | C/C++ | 23 | 451K | 664 | 2002-2003 | 2 | 211 | github.com/sobotka/blender |
| Busybox | busybox | UNIX toolkit | C/C++ | 6 | 36K | 260 | 1999-2000 | 2 | 607 | git.busybox.net/busybox/ |
| Emacs | emacs | text editor | C/C++ | 10 | 198K | 546 | 1985-1992 | 7 | 464 | github.com/emacs-mirror/emacs |
| Gimp | gimp | graphics editor | C/C++ | 42 | 349K | 129 | 1997-1998 | 2 | 382 | gitlab.gnome.org/GNOME/gimp |
| Gnumeric | gnumeric | spreadsheet | C/C++ | 44 | 73K | 902 | 1998-1999 | 2 | 107 | gitlab.gnome.org/GNOME/gnumeric |
| Gnuplot | gnuplot | plotting tool | C/C++ | 2 | 76K | 331 | 1987-1998 | 11 | 569 | github.com/gnuplot/gnuplot |
| Irssi | irssi | IRC client | C/C++ | 1 | 48K | 720 | 1999-2000 | 2 | 174 | github.com/irssi/irssi |
| Libxml2 | libxml2 | XML parser | C/C++ | 10 | 320K | 370 | 1998-2000 | 3 | 136 | gitlab.gnome.org/GNOME/libxml2 |
| Lighttpd1.4 | lighttpd | web server | C/C++ | 5 | 49K | 306 | 2005-2005 | 1 | 197 | git.lighttpd.net/lighttpd/lighttpd1.4.git/ |
| Marlin | marlin | 3D printer firmware | C/C++ | 68 | 756K | 966 | 2011-2015 | 5 | 432 | github.com/MarlinFirmware/Marlin |
| MPSolve | mpsolve | polynomial solver | C/C++ | 3 | 37K | 232 | 2011-2011 | 1 | 71 | github.com/robol/MPSolve |
| Parrot | parrot | virtual machine | C/C++ | 15 | 33 K | 1001 | 2001-2002 | 2 | 40 | github.com/parrot/parrot |

project's revision history, the number of developers of those commits, the time covered by the commits and number of features appearing in annotations. We observe a diversity in project characteristics: a development period ranging from 1985 to 2015, the number of features ranging from 31 to 607, and the number of developers ranging from 1 to 68 .

### 5.2 Research Questions

We evaluated FeatRacer's prediction performance (RQ1), identified the metrics that help to best characterize features and related assets (RQ2), and investigated the influence of commit practices on FeatRacer's precision and recall, also over time (RQ3). In addition, we evaluated FeatRacer's performance against widely used feature-location techniques relying on LSI and LDA (RQ4).
Selecting Classifiers. We evaluated the performance for different machine-learning algorithms.

RQ1: What multi-label learning algorithm has the best performance when predicting features for software assets?

We used 13 multi-label classification algorithms from the MULAN [82] library: Binary Relevance (BR), Classifier Chains (CC), Calibrated Label Ranking (CLR), Ensemble of BRs (EBR), Ensemble of Classifier Chains (ECC), Ensemble of Pruned Sets (EPS), Multi-Label Stacking (MLS), Label Powerset (LP), Pruned Sets (PS), Disjoint Random Pruned Sets (RAkEld), AdaBoost.MH (AMH), Multi-Label k-Nearest Neighbors (MLkNN), and Instance-Based Logistic Regression (IBLR_ML). We used WEKA's J48 as the underlying binary classifier for all transformation-based classifiers, which transform a given dataset into multiple binary datasets and operate on them using traditional binary classification approaches-i.e., all the above classifiers except MLkNN and IBLR. Note that these classifiers do not require us to set any thresholds as cut-off values.

We performed an initial evaluation of our 13 classifiers using standard cross-validation (of ten groups, seven for training and three for testing) with data from all commits in the revision history of project ClaferMooVisualizer. We picked on project ClaferMooVisualizer because it has more feature annotations than the other three ClaferWebTools projects, and because our primary interest is to work with feature annotations and not just variability annotations. After
cross-validating our classifiers on the ClaferMooVisualizer project, we dropped CLR and AMH, which had the worst performance, and MLS, EPS, and PS that generated errors during execution which we could not resolve.

Next, we decided to evaluate the remaining classifiers using a real scenario in which we would want to predict feature locations for a given separate test set. We, therefore, created training data and test data based on assets changed in the entire revision history of project ClaferMooVisualizer. For each commit, the training dataset comprised assets present in the project at that commit, while the test dataset comprised only assets that were affected by the next commit-i.e., the training data comprised assets in the current nth commit white the test set only comprises assets modified in the $\mathrm{n}+1$ th commit. We did this for all three granularity levels. This led us to drop IBLR and MLkNN since they did not work on datasets with very few instances. This left us with BR, CC, EBR, ECC, LP, and RAkEld. Then, we decided to use a project with preprocessor-based feature annotations-Marlin, which is one of our largest subject projects. After evaluating the remaining classifiers on datasets generated from the first 130 commits of Marlin, we dropped CC, EBR, and ECC, since they took too long to train for large datasets (sometimes taking up to 45 minutes or more), which is undesirable for FeatRacer's recommendation scenario. Hence, we only evaluated BR, LP, and RAkEld on all projects. Recall that our training datasets are generated incrementally per commit, simulating how FeatRacer would work in practice. That is, when predicting feature annotations for assets modified in commit \#130 of Marlin, the training data consists of all assets modified from the first commit up to commit \#129.
Evaluating Performance. Since we aim to remind developers to record feature annotations whenever they commit changes to their repositories, we evaluated FeatRacer for the worstcase scenario in which the developer would forget to annotate all assets in a commit. Rather than cross-validate our classifiers, we let them predict annotations for all assets that changed in every subsequent commit and measured their precision and recall. We did this for each granularity level-folder, file, and fragment. We applied this evaluation of the classifiers for all our research questions.

RQ2: Which of our proposed metrics are best predictors of
features for software assets? We used a multi-label attribute selection technique to rank our eleven metrics (Table 1) based on their ability to predict feature locations. We applied ReliefF with Binary relevance (ReliefF-BR) and ReliefF with LabelPowerset (ReliefF-LP) [83] on all datasets for each granularity level and project to rank the metrics for that particular level and project. Then, we measured FeatRacer's performance when predicting feature locations using four sets of metrics based on the ranking-i.e., when trained with the top $4(36 \%), 6(54 \%), 8(72 \%)$, and $11(100 \%)$ of the metrics.

ReliefF is a filter approach [84] to attribute selection. Filters use general characteristics of a dataset to select some attributes and exclude others, regardless of the learning algorithm. As such, they may not choose the best attributes for some algorithms. However, they are widely used in research on multi-label learning [85] and have been shown to outperform other techniques, such as information gain.

RQ3: What influence do developers' commit practices have on the prediction performance?

With this question, we sought to understand how structural changes to source code introduced by a commit may impact FeatRacer's performance. First, we measured FeatRacer's performance over time for each project's revision history, for the most substantial granularity level (fragments). Next, we manually reviewed commits where FeatRacer performed poorly (see performance drops in Fig. 7) to obtain insights on what could be the cause. We then calculated commit metrics (based on structural changes to code), such as the number of added lines in a commit and hunk size, for each commit in a project. Then, using Spearman's correlation coefficient, we measured correlations between the commit metrics and FeatRacer's average performance for the commit. We also measured correlations between the asset metrics in Table 1 to FeatRacer's performance in each commit for additional insights. The commit metrics we extracted differ from the asset metrics in Table 1: while we use the latter to characterize assets of a given feature to facilitate feature-location recommendations for non-annotated assets, the former mainly measure structural changes, such as hunk size, files added, and code churn (added lines minus deleted lines), that developers introduce with each commit, which may impact prediction performance, but may not provide characteristics of assets of a given feature. So, we could not use the commit metrics in our prediction models, which rely on measuring the relatedness of assets of a given feature.

RQ4: How does FeatRacer's performance compare to that of traditional automated feature location techniques?

We compared FeatRacer's performance to that of the two information-retrieval techniques LSI [19] and LDA [86] commonly used in automated feature location [20], [21], [87].

Recall that, as we stated in Sec.1, developers usually know the names of the features they wish to locate during code maintenance. Therefore, it is more intuitive and requires less effort for them to search their code base by the feature names than by writing complex descriptions of the features, which would overwhelm them both in the input required and the output to analyze. Hence, a practical feature location technique must adapt as closely as possible to the developer's workflow and development process-require minimal input from the developer to locate features, but be very precise to not overwhelm the developer with irrelevant results. To
this end, we compare FeatRacer's performance to that of LSI and LDA when recovering feature locations in a way more intuitive to the developer-searching by feature name.

For LSI, we used Apache Lucene's implementation to retrieve a feature's assets at each commit. Our steps were: (Step 1) For each commit in a project, we checked out the whole project (which contains feature annotations as our ground truth) at the state of the commit. We generated a list of all feature names in the source code, together with the names of the assets annotated with the features. Thereafter, we stripped off all feature annotations from the source code. (Step 2) We indexed both files and code fragments using three fields (asset full path, asset textual content, asset's parentused to map fragments to their parent files). (Step 3) For each feature name in the list (generated in Step 1), we cleaned it by removing any non-word characters, and split compound words. We then queried the index (from Step 2) for the cleaned feature name, searching the full path and textual content fields of the index. (Step 4) We then generated (i) detailed search results showing assets matched for each feature and the score assigned to each asset by Lucene, and (ii) summarized results showing precision, recall, and $\mathrm{F}_{1}$-score for each feature, based on the ground truth mapping generated in Step 1 for assets whose score was 0.7 ( $70 \%$ ) or more.

Please note that we stripped feature annotations from the source code because we assume that the developer has not annotated the source code being queried, hence the need for automatically locating the features. Otherwise, if the source code already has feature annotations, the developer only needs to use some visualization tool or regular expression query to retrieve corresponding assets and does not need a special feature location tool.

For LDA, we created separate training and test datasets, similar to how we created them for FeatRacer, i.e., using all assets and features present in the repository up to the nth commit as part of the training set and those changed in the $n+1$ th commit for testing. In this case, the assets are code fragments. Since LDA expects preprocessed textual data, we preprocessed our fragments by splitting words on camel case and underscores; removing non-letters and converting all words to lower case; and removing English stop words and programming language related keywords.

To create the training datasets, we used the textual data of the assets present in the repository until the current nth commit. After preprocessing, we then fed the data into LDA. Here, we used the python library Gensim [88] and a publicly available repository to query LDA using Apache Lucene [89]. Then, LDA tries to cluster the terms it reads in the training set to divide them into $n$ topics, where n is the number of features present up until this point. As LDA is an unsupervised method, we do not need the labels for training. Instead, we use them to count the number of features currently present. Based on that it trains the model, which is a set of topics containing the weighted frequencies of terms it has read. We set $\alpha$ to 0.01 and $\beta$ to a symmetric distribution and the number of passes to 20 . After experimenting with different cutoff values, we decided to not use any threshold as the $\mathrm{F}_{1}$-score was higher when not using any.

Thereafter, we used the resulting model to make predictions on every fragment in the test set. For each fragment, the model creates a likelihood vector containing


Figure 7: Fragment-level predictions using RAkELd classifier. The evaluation period is normalized to the percentage of commits analyzed in a project
the likelihoods for each feature. We fed this information into Apache Lucene, which creates indexes that we can use to query for the feature names (similar to how we did for LSI).

### 5.3 Simulating Software Development with FeatRacer

To answer our research questions, we simulated the development of our subject projects by letting FeatRacer predict features for assets along the projects' revision histories. We evaluated FeatRacer on the worst-case where a developer would have annotated assets normally until the commit under evaluation, but in that commit would have
forgotten to annotate all relevant assets (that would have been annotated, as per the original annotations) in a commit. We then compared the predicted features of assets with the ground truth. We did that for every commit, and assumed that for the next one, the developer would have fixed all annotations based on her expert knowledge.

More specifically, for each subject project, we performed two steps: (Step 1) We gave FeatRacer a range of consecutive commits over a substantially long (see Table3) time span from the project's revision history. We let it generate training data for each revision as well as predict feature annotations for the following commit's changeset. More precisely, given

Table 4: Average asset (fragment) training dataset composition per project vs prediction performance using RAkELd classifier

|  | annotated | non- <br> annotated | $\%$ <br> annotated | $\%$ <br> non-annotated |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| config | 54 | 350 | 13 | 87 | 0.95 |
| ide | 209 | 150 | 60 | 40 | 0.91 |
| viz | 241 | 481 | 30 | 70 | 0.95 |
| tools | 96 | 1,445 | 7 | 93 | 0.94 |
| blender | 4,964 | 1,008 | 81 | 9 | 0.90 |
| busybox | 2,169 | 515 | 81 | 9 | 0.79 |
| emacs | 1,402 | 96 | 92 | 8 | 0.76 |
| gimp | 2,382 | 926 | 72 | 28 | 0.93 |
| gnumeric | 263 | 1,567 | 18 | 82 | 0.96 |
| gnuplot | 3,964 | 153 | 96 | 4 | 0.71 |
| irssi | 365 | 788 | 38 | 62 | 0.97 |
| libxml2 | 1,940 | 205 | 89 | 11 | 0.77 |
| lighttpd | 939 | 171 | 86 | 14 | 0.90 |
| marlin | 1,893 | 622 | 78 | 22 | 0.82 |
| mpsolve | 173 | 488 | 24 | 76 | 0.96 |
| parrot | 216 | 686 | 23 | 77 | 0.96 |

a set of $n$ consecutive commits of a project, with $i=1 . . n$, we checked out each ith commit (using git reset-HARD <ith_commitHash>) to obtain the state of the project at that commit. We then trained FeatRacer based on feature annotations present in the project at the ith commit and generated a corresponding test dataset using all assets that have changed in the subsequent $i+1$ th commit. If a commit changes existing annotations present in the training set, FeatRacer updates all their records with the latest information to reflect the new annotations.
(Step 2) To evaluate FeatRacer and see how it performs on the $i+1$ th commit, we removed all feature annotations from the changed assets recorded by developers in this commit. They were instead used as ground truth. So, we compared FeatRacer's suggestions to what developers actually recorded in the $i+1$ th commit. As explained in Sec. 4.4 , we used separate training datasets for each granularity level (folder, file, and fragment) to avoid imbalance and improve predictions.

### 5.4 Measuring Prediction Performance

We measured prediction performance for all assets that changed in the $i+1$ th commit by calculating the following measures for each asset: precision (relevant labels out of all recommended labels), recall (relevant recommended labels out of all those actually mapped to the asset), and $\mathrm{F}_{1}$-score $((2 *$ precision $*$ recall $) /($ precision + recall $\left.))\right)$ we use the harmonic mean to balance between precision and recall. For instance, if an asset is mapped to features A,B,C, and our ranked list of predicted labels has A,B,D; both precision and recall would be $66 \%$. If the predicted list has $A, B$, then precision is $100 \%$ while recall is $66 \%$. For assets that have no annotations in the ground-truth, we consider FeatRacer's prediction to be correct (i.e. $100 \%$ precision and recall) if it predicts no annotations for such assets (i.e., the set of predicted labels should be empty), and incorrect ( $0 \%$ precision and recall) otherwise. To calculate the average performance of a classifier on a test dataset (changed assets), we averaged performance values from all assets in the dataset. We visualize the results using standard box-plots. The middle bar is the median, the bottom and top of the box show the interquartile range. The top vertical line indicates the top $25 \%$.

(a) Distribution of folder-level predictions (using RAkELd classifier) from all commits in each project

(b) Distribution of file-level predictions (using RAkELd classifier) from all commits in each project

Figure 8: Results of file-level predictions from all projects

## 6 Evaluation Results

We now present the answers to our research questions.

### 6.1 RQ1: Best Performing Classifier

We first present characteristics of our datasets followed by results of our classifier evaluation.

### 6.1.1 Dataset Characteristics

Table 5 shows characteristics of our evaluation datasets we created for each subject system. We generated one dataset per asset granularity level (folder, file, and fragment) for each commit that modified assets containing feature annotations. All subject systems have annotations within files, so we generated fragment-level datasets for all subjects, but folderand file-level annotations were only available in the ClaferWebTools projects. We observe that across all projects the average number of instances per dataset was 1,984 for fragments, 321 for files, and 7 for folders. The average number of labels (software features) in a dataset was 114 for fragments, 20 for files, and 6 for folders; while the maximum number of labels mapped to an asset was 6 for fragments, 3 for files, and 1 for folders. We also observe very low average SCUMBLE [90] values for all datasets. SCUMBLE measures how often dominant and rare labels appear together in a label set (i.e., set of labels for each asset instance). The higher this value, the more difficult it is to learn from a dataset [91]. Table 4 shows the average percentage of annotated vs non-annotated fragments per training dataset in each project against the average $\mathrm{F}_{1}$-score obtained. We observe that some projects have more fragments with missing feature annotations

Table 5: Summary of training datasets generated from subject projects

| project | datasets ${ }^{1}$ | avg. instances ${ }^{2}$ | avg. labels | min. cardinality ${ }^{3}$ | avg. cardinality | max. cardinality | avg. scumble ${ }^{4}$ | avg. train time ${ }^{5}$ | avg. pred. time |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| config | 132 | 5 | 5 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| ¢ ide | 196 | 7 | 5 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| $\cdots$ viz | 436 | 7 | 6 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| O tools | 125 | 5 | 5 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| summary | $889{ }^{6}$ | $7^{7}$ | $6^{7}$ | $1^{8}$ | $1.00{ }^{7}$ | $1^{9}$ | $0.00 \mathrm{E}+00^{7}$ | $0.000^{7}$ | $0.000^{7}$ |
| config | 132 | 215 | 19 | 1 | 1.11 | 2 | $4.59 \mathrm{E}-04$ | 0.000 | 0.000 |
| ide | 196 | 29 | 9 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| viz | 436 | 176 | 26 | 1 | 1.14 | 3 | $4.20 \mathrm{E}-03$ | 0.000 | 0.000 |
| - tools | 125 | 1,395 | 17 | 1 | 1.00 | 1 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| summary | $889{ }^{6}$ | $321{ }^{7}$ | $20^{7}$ | $1^{8}$ | $1.06{ }^{7}$ | $3^{9}$ | $2.13 \mathrm{E}-03{ }^{7}$ | $0.000^{7}$ | $0.000^{7}$ |
| config | 127 | 403 | 14 | 1 | 1.13 | 2 | $1.08 \mathrm{E}-03$ | 0.000 | 0.000 |
| ide | 195 | 365 | 17 | 1 | 1.42 | 2 | $1.69 \mathrm{E}-02$ | 0.000 | 0.000 |
| viz | 429 | 717 | 23 | 1 | 1.18 | 3 | $1.94 \mathrm{E}-04$ | 0.000 | 0.000 |
| tools | 125 | 1,545 | 27 | 1 | 1.18 | 2 | $7.85 \mathrm{E}-04$ | 0.000 | 0.000 |
| blender | 392 | 5,951 | 133 | 1 | 1.04 | 2 | $4.23 \mathrm{E}-03$ | 2.640 | 0.000 |
| busybox | 207 | 2,689 | 274 | 1 | 1.12 | 6 | $1.10 \mathrm{E}-03$ | 1.971 | 0.005 |
| $\pm$ emacs | 220 | 1,505 | 192 | 1 | 1.01 | 3 | $5.40 \mathrm{E}-05$ | 0.630 | 0.000 |
| gimp | 68 | 3,306 | 262 | 1 | 1.00 | 2 | $2.82 \mathrm{E}-18$ | 5.453 | 0.006 |
| 50 gnumeric | 646 | 1,835 | 59 | 1 | 1.03 | 2 | $1.88 \mathrm{E}-06$ | 0.447 | 0.000 |
| $\pm$ gnuplot | 166 | 4,120 | 441 | 1 | 1.03 | 3 | $2.67 \mathrm{E}-03$ | 18.832 | 0.028 |
| irssi | 521 | 1,154 | 127 | 1 | 1.03 | 3 | $9.40 \mathrm{E}-05$ | 0.000 | 0.000 |
| libxml2 | 228 | 2,150 | 84 | 1 | 1.01 | 3 | $1.45 \mathrm{E}-04$ | 0.416 | 0.000 |
| lighttpd | 199 | 1,113 | 160 | 1 | 1.01 | 3 | $5.11 \mathrm{E}-05$ | 0.000 | 0.000 |
| marlin | 619 | 2,521 | 167 | 1 | 1.01 | 3 | $5.63 \mathrm{E}-04$ | 5.520 | 0.002 |
| mpsolve | 192 | 664 | 32 | 1 | 1.01 | 2 | $0.00 \mathrm{E}+00$ | 0.000 | 0.000 |
| parrot | 316 | 903 | 18 | 1 | 1.00 | 2 | $1.12 \mathrm{E}-19$ | 0.000 | 0.000 |
| summary | $4,650^{6}$ | 1,984 ${ }^{7}$ | $114{ }^{7}$ | $1^{8}$ | $1.08{ }^{7}$ | $6^{9}$ | $1.37 \mathrm{E}-03^{7}$ | $1.914^{7}$ | $0.002^{7}$ |
| summary all | 6,428 ${ }^{6}$ | 1,480 ${ }^{7}$ | $86^{7}$ | $1^{8}$ | $1.05{ }^{7}$ | $6^{9}$ | $1.29 \mathrm{E}-03^{7}$ | $1.602^{7}$ | $0.001^{7}$ |

${ }^{1}$ number of commits from which training datasets were generated; one dataset per commit-some commits analyzed did not affect assets with feature annotations, hence \# of datasets $\leq \#$ of commits in Table $3 \quad 2$ average number of assets in a training dataset
${ }^{3}$ label cardinality-the average number of labels per asset ${ }^{4}$ SCUMBLE [90]-concurrence among very frequent and rare labels 5 time in milliseconds
${ }^{6}$ sum $\quad{ }^{7}$ average $\quad{ }^{8}$ minimum $\quad{ }^{9}$ maximum
compared to those with annotations, for instance, project CommonPlatform only has $7 \%$ fragments annotated on average. Other projects have the opposite: for instance, gnuplot has $96 \%$ of the fragments annotated on average. Interestingly however, FeatRacer's prediction performance is good in both cases, with an $\mathrm{F}_{1}$-score of $94 \%$ and $71 \%$ respectively.

Furthermore, our classifiers took very little time to train and predict feature annotations-they took an average of 1.9 ms to train and 0.002 ms to predict fragment-level annotations-promising very good usability. These results were obtained from a laptop computer with an Intel i7 processor, 32GB RAM, running Windows 10 Professional.

### 6.1.2 Predictions Per Granularity Level

We found the best performance when predicting fragmentlevel annotations (Fig. 9), with an average $\mathrm{F}_{1}$-score of $90 \%$ across all projects, and a median $\mathrm{F}_{1}$-score of $100 \%$ for 11 of our 16 projects. Predictions for file-level annotations (Fig. 8b) had an average $\mathrm{F}_{1}$-score of $65 \%$ across all projects and a median $\mathrm{F}_{1}$-score ranging from $62.5 \%$ to $100 \%$ for 3 of the 4 ClaferWebTools projects. Folder-level annotations (Fig. 8a) performed worst, with only project ClaferMooVisualizer recording an average $\mathrm{F}_{1}$-score of $33 \%$, while the rest had close to $0 \%$. Project CommonPlatform (tools) is missing in the evaluation for the folder level, since it did not contain any subsequent commits we could test after the first one.

We investigated the low performance for folder-level annotations and found that it can be attributed to the rare folder annotations and fewer folders annotated. We found, for instance, that ClaferConfigurator has only three commits used as a testing set (i.e., commits adding folder annotations
after the initial one), while ClaferIDE has only four such commits in the entire revision history analyzed. In project ClaferConfigurator, the training dataset (commit \#16) for the first test commit (\#17) only had two instances (two folders) mapped to two features (named jquery,client), while the test dataset has two folders newly annotated with two unknown features (JSClass, icons). Similarly, for project ClaferIDE the training set (commit \#43) for the first test commit (\#45) only has four folders annotated, while the test dataset has one folder annotated with an unknown feature (claferTextEditor). These results did not improve despite applying the multilabel SMOTE [92] algorithm to our datasets. Project CommonPlatform does not even appear in Fig. 8a since it only had folderlevel annotations in one commit from which the first training dataset was generated, and had no subsequent commits we could test-i.e., it had no newer commits that added folder-level annotations. We expected this performance since commits modify existing files much more frequently than adding new files or folders. Therefore, there are more fragment-level annotations on which to train the classifiers.

### 6.1.3 Best Performing Classifier

Table 6 presents a summary of the performance scores ( $\mathrm{F}_{1}$-score, precision, and recall) for each of the three classifiers (BR, LP, and RAkELd). We present both the median and mean across all datasets considered for each granularity level of each project. We highlight (in bold) the maximum values for the top performing classifier in each case.

We found that RAkELd had the best overall performance when predicting feature annotations for all levels. However, BR and LP had comparable performance. In fact, considering

Table 6: Summary of prediction results (mean and median values across all commits)

|  | project | BR |  |  |  | LP |  |  |  | RAkELd |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $\mathrm{F}_{1}$-score |  | Precision |  | Recall |  | $\mathrm{F}_{1}$-score |  | Precision |  | Recall |  | $\mathrm{F}_{1}$-score |  | Precision |  | Recall |  |
|  |  | Avg | Med | Avg | Med | Avg | Med | Avg | Med | Avg | Med | Avg | Med | Avg | Med | Avg | Med | Avg | Med |
|  | config | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | ide | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.06 | 0.00 | 0.06 | 0.00 | 0.06 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
|  | viz | 0.33 | 0.00 | 0.33 | 0.00 | 0.33 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.33 | 0.00 | 0.33 | 0.00 | 0.33 | 0.00 |
| \% | config | 0.59 | 0.63 | 0.59 | 0.63 | 0.59 | 0.63 | 0.55 | 0.59 | 0.55 | 0.59 | 0.55 | 0.59 | 0.59 | 0.63 | 0.59 | 0.63 | 0.59 | 0.63 |
|  | ide | 0.60 | 0.67 | 0.60 | 0.67 | 0.60 | 0.67 | 0.54 | 0.50 | 0.54 | 0.50 | 0.54 | 0.50 | 0.63 | 0.67 | 0.63 | 0.67 | 0.63 | 0.67 |
|  | viz | 0.75 | 1.00 | 0.75 | 1.00 | 0.75 | 1.00 | 0.76 | 1.00 | 0.76 | 1.00 | 0.76 | 1.00 | 0.75 | 1.00 | 0.75 | 1.00 | 0.75 | 1.00 |
|  | tools | 0.39 | 0.23 | 0.39 | 0.23 | 0.39 | 0.23 | 0.38 | 0.00 | 0.38 | 0.00 | 0.38 | 0.00 | 0.39 | 0.23 | 0.39 | 0.23 | 0.39 | 0.23 |
| 䔍 | config | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 |
|  | ide | 0.92 | 1.00 | 0.91 | 1.00 | 0.91 | 1.00 | 0.92 | 1.00 | 0.92 | 1.00 | 0.92 | 1.00 | 0.92 | 1.00 | 0.91 | 1.00 | 0.91 | 1.00 |
|  | viz | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 |
|  | tools | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 | 0.94 | 1.00 |
|  | blender | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 |
|  | busybox | 0.79 | 0.83 | 0.79 | 0.83 | 0.79 | 0.83 | 0.75 | 0.79 | 0.75 | 0.79 | 0.75 | 0.79 | 0.80 | 0.86 | 0.79 | 0.86 | 0.79 | 0.86 |
|  | emacs | 0.76 | 0.75 | 0.76 | 0.75 | 0.76 | 0.75 | 0.71 | 0.73 | 0.71 | 0.73 | 0.71 | 0.73 | 0.76 | 0.75 | 0.76 | 0.75 | 0.76 | 0.75 |
|  | gimp | 0.93 | 1.00 | 0.93 | 1.00 | 0.93 | 1.00 | 0.91 | 1.00 | 0.91 | 1.00 | 0.91 | 1.00 | 0.93 | 1.00 | 0.93 | 1.00 | 0.93 | 1.00 |
|  | gnumeric | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 |
|  | gnuplot | 0.71 | 0.67 | 0.71 | 0.67 | 0.71 | 0.67 | 0.69 | 0.67 | 0.69 | 0.67 | 0.69 | 0.67 | 0.71 | 0.67 | 0.71 | 0.67 | 0.71 | 0.67 |
|  | irssi | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 | 0.97 | 1.00 |
|  | libxml2 | 0.78 | 0.80 | 0.78 | 0.82 | 0.78 | 0.80 | 0.77 | 0.80 | 0.77 | 0.80 | 0.77 | 0.80 | 0.77 | 0.80 | 0.77 | 0.80 | 0.77 | 0.80 |
|  | lighttpd | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.87 | 1.00 | 0.87 | 1.00 | 0.87 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 | 0.90 | 1.00 |
|  | marlin | 0.82 | 1.00 | 0.82 | 1.00 | 0.82 | 1.00 | 0.78 | 1.00 | 0.78 | 1.00 | 0.78 | 1.00 | 0.82 | 1.00 | 0.82 | 1.00 | 0.82 | 1.00 |
|  | mpsolve | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 |
|  | parrot | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.95 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 | 0.96 | 1.00 |

Med-Median, Avg-Average


Figure 9: Distribution of fragment-level predictions (using RAkELd classifier ) from all commits in each project
all projects, we found that, for fragment-level annotations, RAkELd and BR had an average $\mathrm{F}_{1}$-score of $90 \%$, and LP had $88 \%$; while for file-level annotations RAkELd had an average $\mathrm{F}_{1}$-score of $65 \%$, BR of $64 \%$, and LP of $63 \%$.

### 6.1.4 Discussion

Our results show that FeatRacer can reliably predict feature locations-especially for fragment-level assets using the RAkELd classifier, since it was the most accurate and robust to the size of training data available. While our results show marginal differences between BR and RAkELd, large numbers of labels may negatively impact the training time for $B R$, since it does not scale-the highest number of labels (features mapped to assets) in our evaluation was 607 from project busybox's first 260 commits (see Table 3).

The high precision and recall values we obtained reinforce the importance of using developer's own recorded feature locations (i.e., recorded while the feature is still fresh in the memory) to locate features during maintenance. Furthermore, compared to the text similarity metrics we engineered in our previous work [23], our classifiers performed best when predicting feature locations using our asset metrics in Table 1, which do not rely on code structure, but quantify aspects of the development process to associate features with their
assets. The text similarity and code structure metrics were not good at measuring the relatedness of assets of a given feature, since our assets are of varying granularity. For instance, the cosine similarity between two code fragments, one with 2 lines of code, and another with 100 lines of code, may not be a good indicator of whether or not the fragments belong to the same feature, despite them being written by the same set of developers, and often modified together. Thus, our process-based asset metrics performed better. We also note that training our classifiers on both annotated and non-annotated assets significantly improved prediction performance (see Table 4): In our preliminary experiments, we trained the classifiers only on annotated assets but predicted for both annotated and non-annotated assets and found very poor performance with median $\mathrm{F}_{1}$-score $<50 \%$ for fragment-level annotations from all projects.

The poor performance, especially for the folder level is expected, considering that in practice (based on our realworld projects) folder annotations are rare and few.

### 6.2 RQ2: Best Metrics for Predictions

To investigate which of our asset metrics in Table 1 best characterize assets of a given feature, we used the filter approach ReliefF with Binary Relevance and Label Powerset

Table 7: Average $\mathrm{F}_{1}$-score obtained after predicting with the top $4,6,8$, and 11 metrics, respectively

| project | BR |  |  |  | LP |  |  |  | RAk |  |  |  | ranking of metrics |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | 4 | 6 | 8 | 11 | 4 | 6 | 8 | 11 | 4 | 6 | 8 | 11 |  |
| config | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.96 | 0.97 | 0.97 | 0.97 | 0.96 | nff, dnfma, ddev, comm, dcont, nfma, ccc, hdcont, accc, csdev, nloc |
| ide | 0.92 | 0.92 | 0.92 | 0.91 | 0.92 | 0.92 | 0.92 | 0.92 | 0.92 | 0.92 | 0.92 | 0.91 | nff, nfma, dnfma, dcont, comm, hdcont, accc, ddev, ccc, nloc, csdev |
| viz | 0.96 | 0.96 | 0.96 | 0.95 | 0.96 | 0.96 | 0.96 | 0.94 | 0.96 | 0.96 | 0.96 | 0.95 | csdev, dcont,nff, nfma, dnfma, hdcont, ccc, accc, ddev, comm, nloc |
| tools | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | 0.94 | nff, ccc, accc, dcont, hdcont, dnfma, nfma, ddev, comm, nloc, csdev |
| blender | 0.91 | 0.91 | 0.91 | 0.90 | 0.91 | 0.91 | 0.91 | 0.90 | 0.91 | 0.91 | 0.91 | 0.90 | nfma, dnfma, dcont, nff, hdcont, ccc, accc, comm, ddev, nloc, csdev |
| busybox | 0.80 | 0.79 | 0.78 | 0.79 | 0.80 | 0.80 | 0.75 | 0.75 | 0.80 | 0.79 | 0.78 | 0.79 | nff, dnfma, ccc, nfma, accc, dcont, hdcont, nloc, ddev, comm, csdev |
| emacs | 0.77 | 0.77 | 0.76 | 0.76 | 0.77 | 0.77 | 0.71 | 0.71 | 0.77 | 0.77 | 0.76 | 0.76 | hdcont, dcont, dnfma, nfma, nff, ccc, accc, nloc, comm, ddev, csdev |
| gimp | 0.94 | 0.94 | 0.93 | 0.93 | 0.94 | 0.94 | 0.91 | 0.91 | 0.94 | 0.94 | 0.93 | 0.93 | nfma, dnfma, ccc, nff, accc, dcont, hdcont, nloc, ddev, comm, csdev |
| gnumeric | 0.97 | 0.97 | 0.97 | 0.95 | 0.96 | 0.96 | 0.96 | 0.95 | 0.97 | 0.97 | 0.97 | 0.96 | nff, nfma, hdcont, dnfma, dcont, ccc, accc, comm, nloc, ddev, csdev |
| gnuplot | 0.71 | 0.71 | 0.71 | 0.71 | 0.70 | 0.71 | 0.71 | 0.69 | 0.71 | 0.71 | 0.71 | 0.71 | nff, dcont, hdcont, ddev, ccc, accc, nloc, dnfma, nfma, comm, csdev |
| irssi | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | 0.97 | nfma, dnfma, ccc, accc, hdcont, dcont, nff, nloc, comm, ddev, csdev |
| libxml2 | 0.77 | 0.77 | 0.78 | 0.78 | 0.77 | 0.77 | 0.76 | 0.77 | 0.77 | 0.77 | 0.77 | 0.77 | nff, dcont, dnfma, hdcont, nfma, ccc, nloc, accc, ddev, comm, csdev |
| lighttpd | 0.90 | 0.90 | 0.90 | 0.90 | 0.88 | 0.88 | 0.88 | 0.87 | 0.90 | 0.90 | 0.90 | 0.90 | nff, ccc, dcont, nloc, dnfma, accc, hdcont, nfma, ddev, comm, csdev |
| marlin | 0.83 | 0.83 | 0.83 | 0.82 | 0.83 | 0.83 | 0.83 | 0.78 | 0.83 | 0.83 | 0.83 | 0.82 | csdev, nfma, nff, dnfma, ccc, accc, hdcont, ddev, dcont, comm, nloc |
| mpsolve | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | dnfma, nfma, ccc, nff, accc, dcont, hdcont, comm, nloc, csdev, ddev |
| parrot | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.96 | 0.95 | 0.96 | 0.96 | 0.96 | 0.96 | ccc, dnfma, accc, nfma, hdcont, nff, dcont, ddev, nloc, comm, csdev |

classifiers [83] to rank the metrics. As stated in Sec. 5.2, filter approaches to attribute selection use the characteristics of a dataset to select the best attributes and exclude others.

### 6.2.1 Top Asset Metrics per Granularity Level

We averaged the rank of each metric from all projects and show the overall ranking of the top 8 metrics in Table 8 for the three different granularity levels.

We dove deeper into the fragment-level, which had the better performance. Table 7 shows the $F_{1}$-score each classifier obtained for fragment-level annotations in each project when predicting with the top $4,6,8$, and 11 metrics. The last column shows how all 11 metrics were ranked by ReliefF in each project. We observe that the RAkELd classifier had the best performance in all projects when predicting with the top 4 metrics. However, the differences between the $\mathrm{F}_{1}$-score for each of the metric sets are marginal-mostly 0.01 . BR and LP had similar performance.

### 6.2.2 Discussion

Our results suggest that the top 4 metrics to predict feature annotations of each fragment are the number of features in the parent file of the fragment (NFF), the number of features often changed with the fragment (DNFMA, NFMA), and the contribution (DCONT) of the developers of the fragment. This also suggests that modularized code supports better prediction performance for fragment-level feature annotations. For file-level annotations, the top 4 metrics are the number of

Table 8: Average ranking of the best eight asset metrics per granularity level across all projects

| level | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| folder | DCONT | HDCONT CSDEV | CCC | COMM | ACCC | DDEV | DNFMA |  |
| file | DDEV | ACCC | CCC | DNFMA | DCONT | NFMA | HDCONT | COMM |
| frag. | NFF | DNFMA | NFMA | DCONT | CCC | HDCONT | ACCC | DDEV |

developers (DDEV) of the file, the number of assets modified with the file (ACCC, CCC), and the contribution (DCONT) of the developers of the file. Lastly, developer contribution (DCONT, HDCONT), similarity of developer names (CSDEV), and the number of assets modified with a folder (CCC) constitute the top 4 metrics for predicting feature annotations for each folder. Therefore, for all granularity levels, the number of features in a file (NFF), the number of features modified when an asset is modified (DNFMA, NFMA), the number of assets modified together with an asset (CCC, ACCC), the number of developers of an asset (DDEV), and their contribution to the project (DCONT, HDCONT) constitute the top predictors of feature annotations for the asset.

The ranking of the metrics is as we expected. For instance, fragments of a given feature are more likely to be found in a single file (for feature code not very scattered across several files). Hence, such fragments are more likely to have about the same number of features in their parent file (NFF). This in turn increases the likelihood of such features being modified together (DNFMA, NFMA). For a file asset, however, the number of developers of the file (DDEV) and the number of files in the changeset (CCC, ACCC) would be more useful for associating files that belong to a given feature, since files implementing the same feature are more likely to be modified together quite often by about the same number of developers.

### 6.3 RQ3: Influence of Commit Practices and Performance over Time

For each of our projects, we analyzed what influence developers' commit practices, such as adding or removing few or many lines of code, have on FeatRacer's prediction performance. As shown in Fig. 7, we observed several drops in performance for all our projects. Our manual inspection

Table 9: Significant Spearman correlations between commit metrics and FeatRacer's fragment- level prediction performance for all projects

| metric | measure | coef | p_value |
| :---: | :---: | :---: | :---: |
| maximum lines added (mLA) | recall | -0.121 | $1.84 \mathrm{E}-13$ |
| maximum lines added (mLA) | fscore | -0.121 | $2.02 \mathrm{E}-13$ |
| total lines added (tLA) | recall | -0.120 | $2.49 \mathrm{E}-13$ |
| total lines added (tLA) | fscore | -0.120 | $2.75 \mathrm{E}-13$ |
| maximum lines added (mLA) | precision | -0.119 | $4.46 \mathrm{E}-13$ |
| total lines added (tLA) | precision | -0.118 | $6.26 \mathrm{E}-13$ |
| total code churn (tCh) | recall | -0.115 | $3.54 \mathrm{E}-12$ |
| total code churn (tCh) | fscore | -0.114 | $3.97 \mathrm{E}-12$ |
| total code churn (tCh) | precision | -0.113 | $7.99 \mathrm{E}-12$ |
| average lines added (aLA) | recall | -0.110 | $2.01 \mathrm{E}-11$ |
| average lines added (aLA) | fscore | -0.110 | $2.19 \mathrm{E}-11$ |
| average lines added (aLA) | precision | -0.108 | $4.56 \mathrm{E}-11$ |
| maximum hunk size (mHS) | recall | -0.108 | $5.03 \mathrm{E}-11$ |
| maximum hunk size (mHS) | fscore | -0.108 | $5.37 \mathrm{E}-11$ |
| average code churn (aCh) | recall | -0.107 | $8.45 \mathrm{E}-11$ |
| average code churn (aCh) | fscore | -0.107 | $9.40 \mathrm{E}-11$ |
| maximum hunk size (mHS) | precision | -0.106 | $1.05 \mathrm{E}-10$ |
| total hunks (tH) | recall | -0.106 | $1.41 \mathrm{E}-10$ |
| total hunks (tH) | fscore | -0.105 | $1.53 \mathrm{E}-10$ |
| total files in changeset ( tFC ) | recall | -0.105 | $1.71 \mathrm{E}-10$ |
| average code churn (aCh) | precision | -0.105 | $1.76 \mathrm{E}-10$ |
| total files in changeset (tFC) | fscore | -0.105 | $1.85 \mathrm{E}-10$ |
| total hunks (tH) | precision | -0.104 | $2.75 \mathrm{E}-10$ |
| total files in changeset (tFC) | precision | -0.104 | $3.35 \mathrm{E}-10$ |
| average hunk size (aHS) | recall | -0.081 | $9.11 \mathrm{E}-07$ |
| average hunk size (aHS) | fscore | -0.081 | $9.61 \mathrm{E}-07$ |
| average hunk size (aHS) | precision | -0.079 | $1.60 \mathrm{E}-06$ |
| total files modified (tFM) | precision | -0.077 | $2.71 \mathrm{E}-06$ |
| total files modified (tFM) | recall | -0.077 | $2.80 \mathrm{E}-06$ |
| total files modified (tFM) | fscore | -0.077 | $2.88 \mathrm{E}-06$ |
| total files deleted (tFD) | recall | -0.063 | $1.34 \mathrm{E}-04$ |
| total files deleted (tFD) | fscore | -0.063 | $1.43 \mathrm{E}-04$ |
| total files deleted (tFD) | precision | -0.059 | $3.86 \mathrm{E}-04$ |
| average number of hunks ( aH ) | recall | -0.054 | $9.80 \mathrm{E}-04$ |
| average number of hunks ( aH ) | fscore | -0.054 | $1.02 \mathrm{E}-03$ |
| average number of hunks ( aH ) | precision | -0.053 | $1.28 \mathrm{E}-03$ |
| total lines removed (tLR) | recall | -0.048 | $3.46 \mathrm{E}-03$ |
| total lines removed (tLR) | fscore | -0.048 | $3.62 \mathrm{E}-03$ |
| maximum lines removed (mLR) | recall | -0.047 | $4.65 \mathrm{E}-03$ |
| maximum lines removed (mLR) | fscore | -0.047 | $4.85 \mathrm{E}-03$ |
| total lines removed (tLR) | precision | -0.046 | $5.20 \mathrm{E}-03$ |
| maximum lines removed (mLR) | precision | -0.045 | $6.84 \mathrm{E}-03$ |
| total files added (tFA) | recall | -0.035 | $3.35 \mathrm{E}-02$ |
| total files added (tFA) | fscore | -0.035 | $3.44 \mathrm{E}-02$ |
| average lines removed (aLR) | recall | -0.034 | $3.83 \mathrm{E}-02$ |
| average lines removed (aLR) | fscore | -0.034 | $3.95 \mathrm{E}-02$ |



Figure 10: All significant correlations between commit metrics and FeatRacer's fragment-level prediction performance.
of the commits revealed that drops in performance mostly occurred for commits where several new files or lines of code were added. This pattern is expected, since developers often refactor code or import files into their projects.

### 6.4 Correlation of Commit Metrics and Performance

However, to understand whether these structural changes have a statistically significant impact on FeatRacer's performance, we measured correlations using Spearman's correlation coefficient, which does not assume normality of data. For each project and commit, we counted the number of lines added (LA), lines removed (LR), code churn (Ch), i.e., added

Table 10: Significant Spearman's correlations between FeatRacer asset metrics (averaged from all fragments per commit) and FeatRacer's fragment- level prediction performance for all projects

| metric | measure | coef | p_value |
| :--- | :--- | :---: | :---: |
| features in parent file (NFF) | fscore | -0.257 | $1.11 \mathrm{E}-68$ |
| features in parent file (NFF) | precision | -0.257 | $1.18 \mathrm{E}-68$ |
| features in parent file (NFF) | recall | -0.257 | $1.65 \mathrm{E}-68$ |
| all features modified with the asset (DNFMA) | fscore | -0.249 | $4.93 \mathrm{E}-64$ |
| all features modified with the asset (DNFMA) | precision | -0.248 | $6.77 \mathrm{E}-64$ |
| all features modified with the asset (DNFMA) | recall | -0.248 | $8.65 \mathrm{E}-64$ |
| features modified in current commit (NFMA) | fscore | -0.232 | $5.67 \mathrm{E}-56$ |
| features modified in current commit (NFMA) | precision | -0.232 | $8.59 \mathrm{E}-56$ |
| features modified in current commit (NFMA) | recall | -0.232 | $1.03 \mathrm{E}-55$ |
| all asset commits (COMM) | precision | -0.139 | $8.62 \mathrm{E}-21$ |
| all asset commits (COMM)) | recall | -0.139 | $9.54 \mathrm{E}-21$ |
| all asset commits (COMM) | fscore | -0.139 | $1.06 \mathrm{E}-20$ |
| average change-set size for all commits (ACCC) | fscore | -0.137 | $3.41 \mathrm{E}-20$ |
| average change-set size for all commits (ACCC) | precision | -0.137 | $3.95 \mathrm{E}-20$ |
| average change-set size for all commits (ACCC) | recall | -0.136 | $4.66 \mathrm{E}-20$ |
| change-set size for current commit (CCC) | fscore | -0.116 | $6.03 \mathrm{E}-15$ |
| change-set size for current commit (CCC) | precision | -0.116 | $7.01 \mathrm{E}-15$ |
| change-set size for current commit (CCC) | recall | -0.116 | $7.91 \mathrm{E}-15$ |
| all asset developers (DDEV)) | precision | -0.086 | $8.61 \mathrm{E}-09$ |
| all asset developers (DDEV)) | recall | -0.086 | $9.22 \mathrm{E}-09$ |
| all asset developers (DDEV)) | fscore | -0.086 | $9.74 \mathrm{E}-09$ |
| developers name similarity(CSDEV)) | precision | 0.052 | $5.16 \mathrm{E}-04$ |
| developer name similarity(CSDEV)) | recall | 0.052 | $5.22 \mathrm{E}-04$ |
| developer name similarity(CSDEV)) | fscore | 0.052 | $5.35 \mathrm{E}-04$ |
| highest developer contribution (HDCONT) | precision | -0.042 | $4.98 \mathrm{E}-03$ |
| highest developer contribution (HDCONT) | fscore | -0.041 | $6.09 \mathrm{E}-03$ |
| highest developer contribution (HDCONT) | recall | -0.040 | $7.07 \mathrm{E}-03$ |
| average developer contribution (DCONT) | precision | -0.038 | $1.18 \mathrm{E}-02$ |
| average developer contribution (DCONT) | fscore | -0.037 | $1.42 \mathrm{E}-02$ |
| average developer contribution (DCONT) | recall | -0.036 | $1.62 \mathrm{E}-02$ |

minus deleted lines, number of files added (FA), files deleted (FR), files modified (FM), files renamed (FRe), files in the change-set (FC), the number of hunks (H) i.e., consecutive changes in a file, and the sizes of the hunks (HS). For some of the metrics, we measured the average ( $\mathrm{aCh}, \mathrm{aH}, \mathrm{aHS}, \mathrm{aLA}$, and aLR), the maximum (mHS, mLA, mLR), and the total ( $\mathrm{t} \mathrm{Ch}, \mathrm{tFA}, \mathrm{tFC}, \mathrm{tFM}, \mathrm{tFRe}, \mathrm{tH}, \mathrm{tLA}, \mathrm{tLR}$ ). For instance, we measured average number of hunks in files modified in a commit $(\mathrm{aH})$, maximum size of a hunk in a commit ( mHS ), and total number of hunks in a commit (tH). We only calculated these metrics for commits where FeatRacer had prediction results in each project. Please note that these metrics measure the amount of structural changes introduced by each commit, but they do not characterize related assets of a feature, so we did not use them in FeatRacer's model for predicting feature locations as we do for our asset metrics in Table 1.

Figure 10 and Table 9 show significant correlations ( p -values $<0.05$ ) for fragment-level annotation predictions from all 16 projects. We observe that the above commit metrics are weakly correlated with FeatRacer's performance, having coefficients less or equal to $12 \%$. All the significant correlations are negative, indicating that these metrics potentially negatively impact FeatRacer's prediction performance. While lines added, code churn, and maximum hunk size are the top metrics that negatively impact performance overall ( $\mathrm{F}_{1}$-score, precision, and recall), the total number of files added ( tFA ) and average lines removed (aLR) do not significantly impact precision as they do recall (see the white regions on the bars in Fig. 10 and missing values for precision for the two metrics in Table 9).

We also obtained correlations between our asset metrics in Table 1 and FeatRacer's performance for fragment-level


Figure 11: LSI performance for all projects
predictions-we averaged the metric values for all fragments in each commit's fragment-level dataset and also averaged the performance measures ( $\mathrm{F}_{1}$-score, precision, recall). Table 10 shows the results. All ten of our process-based asset metrics are significantly correlated with FeatRacer's prediction performance. Interestingly, nine of the ten metrics are negatively correlated with prediction performance.

### 6.4.1 Discussion

Considering the significant correlations shown in Table 9, our results suggest that FeatRacer's performance is likely to be low when the number of lines added (mLA, aLA, tLA) or removed (mLR, tLR) is high, when the hunks of a commit (mHS, aHS) are very big, or when the variations between added and removed lines (aCh) are large. The results of Table 10 imply that FeatRacer is better able to make accurate feature location predictions for fragments when there are fewer features within the parent file of the fragment (NFF), when there are fewer features the fragment is modified with in commits (DNFMA, NFMA), when there are fewer developers dedicated to modifying the fragment (DDEV, HDCONT, DCONT), when there are fewer assets the fragment is modified together with in a commit (CCC, ACCC), and when the fragment is often modified by the same developer (CSDEV). This result agrees with findings from our manual investigation of the commits. However, the weak correlations indicate that these commit practices are less likely to limit FeatRacer's usefulness.

As may be noticed from Fig. 7, FeatRacer does not take long to give accurate predictions depending on the available training data in the initial commit (with feature annotations) and characteristics of the test data. Some projects, like ClaferConfigurator, gimp, mpsolve, CommonPlatform, and ClaferMooVisualizer, already had $\mathrm{F}_{1}$-score of $100 \%$ from the first test commit. For instance, ClaferConfigurator's initial training set is from the 11th commit in the revision history. It had a total of 153 fragments, 7 annotated and 146 not annotated. The first test commit (commit \#11) affected two fragments that were not annotated. FeatRacer was able to correctly predict labels for these two fragments with an $\mathrm{F}_{1}$-score of $100 \%$. However, when many non-annotated fragments are introduced in a commit, e.g., commit \#13, which introduced 68 new non-annotated fragments, the performance dropped to $40 \%$. Some projects, like blender, however, started with a low performance: $\mathrm{F}_{1}$-score of $64 \%$ in the first test commit, followed by $50 \%$ at commit \#4, then jumped to $\mathrm{F}_{1}$-score of $100 \%$ at commit \#6, which introduced 11 new fragments, 8 of which had annotations and 3 that were missing annotations. Therefore, though FeatRacer's

Table 11: Average LDA performance

| project | commits | precision | recall | f1-score |
| :--- | ---: | :---: | :---: | :---: |
| config | 28 | 0.000 | 0.000 | 0.000 |
| ide | 59 | 0.032 | 0.020 | 0.025 |
| viz | 125 | 0.035 | 0.039 | 0.037 |
| busybox | 206 | 0.000 | 0.000 | 0.000 |
| emacs | 220 | 0.000 | 0.000 | 0.000 |
| gimp | 68 | 0.004 | 0.013 | 0.006 |
| gnumeric | 646 | 0.000 | 0.000 | 0.000 |
| gnuplot | 166 | 0.001 | 0.003 | 0.001 |
| irssi | 422 | 0.003 | 0.001 | 0.002 |
| libxml2 | 228 | 0.005 | 0.003 | 0.004 |
| lighttpd | 198 | 0.015 | 0.008 | 0.010 |
| mpsolve | 192 | 0.020 | 0.015 | 0.017 |
| parrot | 316 | 0.003 | 0.003 | 0.003 |
| average | 221 | 0.009 | 0.008 | 0.008 |

predictions may fluctuate due to reasons we have discussed, it does not take long before it gives the developer reliable suggestions for missing feature locations.

### 6.5 RQ4: FeatRacer vs. Traditional Feature Location

We compared FeatRacer to LSI [19] and LDA [86]-two of the best and widely used automated techniques in feature location studies [20], [21]-to assess the percentage of correctly mapped assets by each technique. For the LSI, we used an implementation provided by Apache Lucene, which also allows us to query for features.

### 6.5.1 Performance of LSI and LDA

Figure 11 shows LSI's performance in all projects and commits. As expected, LSI performed poorly, with an average $\mathrm{F}_{1}$-score of $19 \%$, precision of $34 \%$, and recall of $21 \%$ across all projects. In contrast, using the RAkELd classifier, FeatRacer had an average of $90 \%$ in all performance measures from all projects. Since evaluating LDA on large projects with a lot of features such as Blender or Marlin took too long, we decided to test LDA on 13 of the 16 projects. Table 11 shows the measured results for the performance of LDA over these projects. Here, it achieved an average of $\mathrm{F}_{1}-$ score of $0.8 \%$, precision of $0.8 \%$ and recall of $0.9 \%$. The low values are not surprising since in our scenario, LDA requires to make predictions on textual data of code fragments, which are usually too short or empty after preprocessing, to reliably map assets to features. This underlines the benefits of using the metrics as opposed to structural data.

### 6.5.2 Discussion

Our results demonstrate the benefits that FeatRacer offers through incremental, immediate recording of locations. FeatRacer has about $3 x$ more precision and $4.5 x$ recall than

LSI. LSI and LDA, like other automated feature location techniques [17], rely on developers formulating search queries to retrieve a feature's assets. Without recorded feature locations, search results will only be as precise as the query. Formulating queries every time a developer needs to locate features is time-consuming [14]. This is not the case when searching by feature names which are intuitive to developers and are already recorded. For instance, in a mail-client application (see Fig. 1), a developer might want to locate all code related to the feature named Send Mail, rather than writing a complex query or even analyzing complex method calls and code dependencies to locate the same feature.

In the case of LDA, it is not able to reliably map the query to a fragment if the feature's name itself does not appear in the asset. Further, as the number of topics is large compared to the contained vocabulary, the assigned weights of each term in each topic is low. Additionally, as the added code fragments are often rather short (many contain less than 10 terms), the resulting likelihood for a given topic will be low. We experimented with different setups to maximize the performance of LDA. As such, we only removed terms that do not hold information to a specific feature, such as programming language related control sequences or english stopwords, to preserve as much usable information as possible. We refrained from performing any lemmatization, as valuable information such as variable names might be deleted. We tried to extract further information by splitting camel cases and removing underscores. However, in our scenario, predictions must be made on short fragments, which is not effective as opposed to doing predictions on e.g., method-level [21]. This setup shows the difficulties automated feature recovery techniques face when trying to locate features on the fragment-level.

We note that our comparison may not be fair, since LSI's and LDA's results are only as precise as the search query supplied. Rather than formulate complex search queries describing the desired features, we only searched by feature names, which, in practice, would be more intuitive and less demanding to a developer. Performing a comparison where more complex queries are used for them would require a separate study. However, as stated in Sec. 2, Perez et al. [20] already demonstrated the ineffectiveness of automated feature location using LSI, while Ji et al. [30] showed the low costs and saved effort for recovering feature locations, of recording annotations during development. Perez et al. [20] showed that there can often be mismatches between terms used in the search query and what is in the source code, and that even experienced developers may not have the full knowledge of the source code to precisely retrieve all locations of a feature. While specifying better queries or providing better feature descriptions could improve LSI and LDA slightly, it would require extra effort from a developer, further emphasizing the advantage of FeatRacer.

## 7 Threats to Validity

Internal Validity. To mitigate the risk of bugs in FeatRacer, we performed reviews to ensure that metrics and related accuracy measures are calculated as expected. The authors held several meetings to review the implementation of FeatRacer and results obtained from the evaluation. We
evaluate FeatRacer on 16 projects from different domains, using parts of their evolution histories (avg. 3 years). As stated in Sec. 5.1, projects from ClaferWebTools were annotated previously in a user study and the other projects have annotations from their original developers, thus eliminating bias. Our evaluation is independent of who annotated code, since we use the annotations as feature labels in our dataset, but analyze characteristics of the code itself.
External Validity. Even though, our evaluation relies on 16 projects from different domains, and three main languages (JavaScript, C, and C++), with each project using embedded feature annotations, FeatRacer is language-independent and can be applied to any project in any domain. Since each project and domain is different, FeatRacer by design adapts itself to each specific project by learn the characteristics of features and their locations in the project at hand, and using them for feature location recommendations. For projects with a larger number of software features than we analyzed in our evaluation, FeatRacer can be configured to use more scalable classifiers only, such as RAkELd, instead of Binary Relevance or others that may not be appropriate.

## 8 Related Work

A large number of feature location techniques exists, as shown by a survey which found 24 [17]). In the following, we discuss those that are most closely related to FeatRacer.

Seiler et al. [55] trace software features (with tool support they provide) in issue tracking systems using Java annotation tags (e.g., @Feature ("x")). The annotations are used for source code, requirements and work items. They also implement a recommender system that suggests annotations. However, the annotation system is Java-dependent, does not trace other levels such as folders and files, and the recommender supports only single-label classification. FeatRacer is language-independent, systematically evaluated on real datasets, and handles multi-label classification, since assets often belong to more than one feature.

LEADT [93] and Suade [94] recommend related code artifacts. LEADT retroactively retrieves variable features (that may or may not be present in some products) from Java code by exploiting feature dependencies. Suade relies on methodcall and field-access dependency relations to retrieve related code elements. However, it requires developers to explicitly trigger the recommendation and specify a set of relevant methods and fields from which the recommendations can be obtained. FeatRacer is language-independent and requires developers to only accept or reject recommendations. Furthermore, unlike LEADT, which targets systems in which variation points are already specified in the source code, FeatRacer supports common and variable features.

Several tools have been proposed to visualize software features of a project as a way to encourage developers to record features. While most tools, such as Pleuss et al.'s [95] and Kästner et al.'s [96] target features in software product lines or highly configurable systems, a few target embedded feature annotations. FLORiDA [34] is a standalone Java application that provides several feature views and metrics, such as size of a feature, files mapped to a feature, scattering and tangling degree of a feature; HAnS [32] is an IntelliJ plugin, and FeatureDashboard [33] an Eclipse
plugin providing views and metrics similar to FLORiDA; while FeatureVista [35] is a standalone application that provides interactive feature views for object oriented projects. However, these tools do not provide the necessary support to nudge developers to proactively and continuously record features and their locations.

## 9 Conclusion

We presented FeatRacer, a programming-language-independent recommender that combines the ideas of feature location recording and automated feature location recovery in a way that addresses both their challenges. FeatRacer relies on the philosophy that it is more promising to support developers in recording good feature locations instead of trying to recover highly domain- and developer-specific information-features-from codebases retroactively. So, instead of loosing and recovering this information, FeatRacer helps developers record features proactively during development. Better recordings, in turn, improve predictions for parts of each commit. As such, FeatRacer presents a novel perspective on the fundamental feature-location problem in software engineering.

Compared to traditional automated techniques, FeatRacer learns from the commit history of the project, thereby learning the specific use and characteristics of features and providing better recommendations. This means developers are able to record better feature locations. We showed that the recommendations in fact outperform common traditional feature-location techniques relying on LSI and LDA. While the latter could perhaps be improved by specifying much better queries or providing nearly perfect feature descriptions, it would require substantial extra effort from developers to compete with FeatRacer, which outperforms LSI by a factor of 3 on precision and a factor of 4.5 on recall. While FeatRacer recorded average precision and recall of $90 \%$ from all 16 projects, LSI recorded average precision of $34 \%$ and recall of $21 \%$ on the same projects. LDA on the other hand only achieves an average precision of $0.9 \%$ and recall of $0.8 \%$. We also identified the best prediction granularity, the best classifiers, and the impact of commit practices.

We hope to inspire further work in the community on supporting developers recording feature information early and continuously instead of trying to recover very domainspecific information that is in the mind of developers during development and is lost when not recorded. A valuable extension of FeatRacer would be to support cases where an annotated asset changes in a way that requires changing the annotation as well, or adding an additional one. Currently, FeatRacer relies on the developer to provide correct mappings or to correct them by nudging the developer when she forgot to annotate. Another valuable avenue is to integrate FeatRacer into mainstream development tooling, such as IDEs or version-control systems, such as Git. In fact, for the former, we plan to integrate FeatRacer into IDE tooling, especially the IntelliJ plugin HAnS [32]. For the latter, FeatRacer can support future variation-control systems [97], [98]-version-control systems that work on the level of features and allow checking out and committing combinations of features. These have been designed by the versioning community since the 1980s, but never made it into mainstream, partly due to the feature location and traceability problem.
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