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Abstract—Customization is a general trend in software engi-
neering, demanding systems that support variable stakeholder
requirements. Two opposing strategies are commonly used to
create variants: software clone&own and software configuration
with an integrated platform. Organizations often start with the
former, which is cheap, agile, and supports quick innovation, but
does not scale. The latter scales by establishing an integrated
platform that shares software assets between variants, but re-
quires high up-front investments or risky migration processes. So,
could we have a method that allows an easy transition or even
combine the benefits of both strategies? We propose a method and
tool that supports a truly incremental development of variant-
rich systems, exploiting a spectrum between both opposing
strategies. We design, formalize, and prototype the variability-
management framework virtual platform. It bridges clone&own
and platform-oriented development. Relying on programming-
language-independent conceptual structures representing soft-
ware assets, it offers operators for engineering and evolving a sys-
tem, comprising: traditional, asset-oriented operators and novel,
feature-oriented operators for incrementally adopting concepts
of an integrated platform. The operators record meta-data that
is exploited by other operators to support the transition. Among
others, they eliminate expensive feature-location effort or the
need to trace clones. Our evaluation simulates the evolution of a
real-world, clone-based system, measuring its costs and benefits.

Index Terms—software product lines, variability management,
clone management, re-engineering, framework

I. INTRODUCTION

Software systems often need to exist in many different variants.
Organizations create variants to adapt systems to varying
stakeholder requirements—for instance, to address a variety of
market segments, runtime environments or different hardware.
Creating variants allows organizations to experiment with new
ideas and to test them on the market, which easily leads to
a portfolio of system variants that needs to be maintained.

Two opposing strategies exist for engineering variants. A
convenient and frequent strategy is clone&own [1], [2], [3],
[4], [5], where developers create one system and then clone
and adapt it to the new requirements. This strategy is well-
supported by current version-control systems and tools, such
as GIT, relying on their forking, branching, merging, and pull
request facilities. The frequent adoption of clone&own [6],
[1], [4] is usually attributed to its inexpensiveness, flexibility,
and provided developer independence. However, clone&own
does not scale with the number of variants and then imposes
substantial maintenance overheads. A scalable strategy is to

integrate the cloned variants into a configurable and integrated
platform, by adopting platform-oriented engineering methods,
such as software product line engineering (SPLE) [7], [8], [9],
[10], [11]. Individual variants are then derived by configuring
the platform. This strategy is typically advocated for systems
with many variants, such as software product lines (e.g.,
automotive/avionics control systems and industrial automation
systems) or highly configurable systems (e.g., the Linux kernel).
This strategy scales, but is often difficult to adopt and requires
substantial up-front investments, since variability concepts (e.g.,
a feature model [12], [13], feature-to-asset traceability [14],
[15], a configuration tool [16]) need to be introduced and assets
made reusable or configurable. In practice, organizations often
start with clone&own and later face the need to migrate to a
platform in a risky and costly process [17], [18], [6], [19], re-
covering meta-data that was never recorded during clone&own,
such as features and their locations in software assets [20], [13].

Over the last decades, researchers focused on heuristic
techniques to recover information from legacy codebases,
including feature identification [21], [22], [23], feature
location [24], [25], [26], variability mining [27], [28], and clone-
detection techniques [29], [30]. Unfortunately, such techniques
are usually not accurate enough to be applicable in practice,
and also require substantial effort to set them up and provide
with manual input (e.g., specific program entry points for
feature location techniques [31] or ). As we will show , existing
platform migration techniques either heavily rely on such
heuristics or have only been formulated as abstract frameworks
so far. Moreover, they tend to prescribe non-iterative,
waterfall-like migrations, making it risky and expensive.

We take a different route and present a method to
continuously record the relevant meta-data already during
clone&own, and to incrementally transition towards a more
scalable platform-oriented strategy, exploiting the meta-data
recorded. We design, formalize, and prototype a lightweight
method called virtual platform, generalizing clone-management
and product-line migration frameworks. We exploit a spectrum
between the two extremes of ad hoc clone&own and fully
integrated platform, supporting both kinds of development.
As such, the virtual platform bridges clone&own and
platform-oriented development (SPLE). Based on the number
of variants, organizations can decide to use only a subset of
all the variability-implementation concepts that are typically
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required for an integrated platform. This allows organizations
to be flexible and innovative by starting with clone&own and
then incrementally adopting the variability-implementation
concepts necessary to scale the development, as indicated by
industrial practices for product-line adoption [32], [11], [33],
[34]. This realizes an incremental adoption of platforms with
incremental benefits for incremental investment. Furthermore,
it also allows to use clone&own even when a platform is
already established, to support a more agile development with
cloning and quickly prototyping new variants. The framework
is lightweight, since it avoids upfront investments and can be
easily integrated with version-control systems or IDEs, where
its operators can be mapped to existing activities, avoiding
extra effort. This way, our new (feature-oriented) operators
are cheap to invoke during development, when the feature
knowledge is still fresh in the developer’s mind, allowing to
record meta-data in a lightweight way.

The term “virtual platform” was introduced earlier in a short
paper [35] discussing an incremental migration of clone-based
variants into a platform. It introduced governance levels reflect-
ing a spectrum between the two extremes ad hoc clone&own
and fully integrated platform. Higher levels involve a super-set
of the variability concepts of lower levels. Advancing a
level—e.g., when the number of variants increases—supports
an incremental adoption of variability concepts, avoiding
the costly and risky “big bang” migration [17] often leading
to re-engineering efforts over years [18], [36]. This early,
high-level description of a strategy to incrementally scale the
management of variants paved the way for this paper.

One of our core contributions are conceptual structures
and formalized operators for the virtual platform, which are
related to ordinary code editing, but also record and exploit
meta-data. While we prototypically implemented the virtual
platform on top of an ordinary file system, our work gives
rise to realize it upon a database (to enhance scalability),
within an integrated development environment (IDE), or as a
command-line tool. The meta-data could also easily be saved
directly in the software-assets using lightweight embedded
annotations (as our prototype does).

We evaluated our prototype on a reasonably sized system
(57.4k lines of text, 4 variants), where we simulated evolution
activities that are typical of practical software systems. Our
prototype was able to fully simulate and manage all considered
activities. From a cost-benefit analysis, we conclude that the
virtual platform offers significant cost savings during inevitable
evolution and maintenance activities.

In summary, we contribute:
• a mechanization of the so-far abstract idea of operators

mediating between clone&own and an integrated platform,
defined upon conceptual, language-independent structures,

• a prototype of the virtual platform [37] in Scala,
• a comparative evaluation of the virtual platform

against five related frameworks, based on their ability
to support common evolution scenarios,

• a cost-and-benefit evaluation of the virtual platform,
based on a simulation study featuring the revision history

of a real variant-rich open-source system, and
• an online appendix [38] with a technical report about

our operators, additional examples, and evaluation data.

II. MOTIVATION AND OVERVIEW

We provide a core scenario of seamless variability management
as a running example and an overview of the virtual platform.
While rooted in a deliberately simple application domain, the
example is inspired by documented real product-line migration
scenarios [19], [39]. It includes tasks that are tedious and error-
prone in practice (e.g., bugfix propagation along branches).

A. Motivating Running Example

We now discuss relevant problems of managing variants
inspired by actual industrial practices, also presenting our
solution in the virtual platform and how a developer would
use the virtual platform. Specifically, developers interact
with the virtual platform by invoking its provided operators,
either via the command-line or an integration with an IDE or
version-control system provided by a tool vendor (see Sec. II-B
for details). While the traditional, asset-oriented operators can
run transparently in the background, only the feature-oriented
operators require an extra user interaction for invoking the
operators. The operator are described in detail in Sec. V.

Consider the scenario of an organization developing and
evolving variants of a calculator tool. Our organization starts
creating a project of a simple calculator called BasicCalculator
(BC) that supports basic arithmetics: addition, subtraction,
multiplication, and division. Soon, based on customer requests,
the organization needs to create variants of BC, which have
substantial commonalities, but also differ in functional aspects.

Figure 1 illustrates the two opposing strategies (cf. Sec. I)
for realizing the variants. Specifically, it shows two alternate
realizations of a variant of BasicCalculator with a small display,
requiring the rounding of results (feature SmallDisplay). To
the left, the code is cloned and adapted (one line changed in
the branch BC+SmallDisplay); to the right, a configuration
option represents the change in a common codebase (integrated
platform). The changes are usually more complex (e.g., features
can be highly scattered [40], [41]), as well as the representation
of variability in the integrated platform. We also need more vari-
ability concepts, among others, features [42], [43], [44], code-
level configuration [10], feature-to-asset traceability [14], [15],
[45], a feature model (a hierarchical structure with features and
their dependencies) [12], [13], a configurable build system [10],
and a configurator tool [16], [46], [47]. This example shows
that, when it becomes necessary to migrate from clone&own to
an integrated platform, important information needs to be recov-
ered, specifically: that a feature SmallDisplay was implemented
and where its code is located. Recovering such information in
systems with many features and sizable codebases is laborious,
time-consuming, and inaccurate at best. Also, migration can
be invasive, risky, and costly, especially hard to achieve under
market pressure [48], [18], [36], [20], [17], [49].

The virtual platform exploits a spectrum between the two
extremes and supports an incremental transition as shown in



function divide(a, b){
var result = 0
result = a/b
return result.toFixed(2)

}

function divide(a,b){
var result = 0
result = a/b
return result

}

function divide(a,b){ 
var result = 0
result = a/b
#ifdef SmallDisplay
return result.toFixed(2)

#else
return result;

#endif
}

main branch

BC+SmallDisplay branch

basic

advanced

^

ad hoc clone & own fully integrated platform

main branch
feature
model

SmallDisplay

Fig. 1. Ad hoc clone&own vs. fully integrated platform illustrated for two
variants: the BasicCalculator and a variant with only a small display

Fig. 2. It adapts the governance levels from prior work [35],
which also explains the benefits of each transition step in detail.

Let us further discuss the evolution of our calculator using
ad hoc clone&own. After the BasicCalculator and a variant of
it for small displays (BC+SmallDisplay) is created, customers
request a ScientificCalculator, which should solve complex
inputs, such as expressions, factorials, and logarithms. Our
organization decides to copy and adapt the codebase from Basic-
Calculator, since there is no need for a ScientificCalculator with
small display support; otherwise we would already have four
cloned variants. As such, cloning provides a baseline minimiz-
ing the duplication of efforts. Soon after, the organization needs
to create another variant called GraphingCalculator, for which
it selects the most similar variant, ScientificCalculator, and
clones and adapts it. It also notices that some functionality in
BasicCalculator had in the meantime received a bug fix, which
the organization also applies to GraphingCalculator, now real-
izing that also ScientificCalculator needs to receive the bug fix.
Problem 1: Where are my clones? With many more variants
developed using ad hoc clone&own, developers lose overview.
If a change (e.g., a bug fix) is to be replicated, developers
need to recover which project was cloned from which, in the
worst case requiring a clone-detection technique. Also, the
added effort in synchronizing cloned implementations is likely
to surpass the initial benefit of reuse via cloning.
Solution 1: Clone&own with provenance (Fig. 2, 1st level).
Our solution is to record traceability information about the
cloned variants’ provenance, which eases tracking and synchro-
nizing clones. It also bypasses the inaccuracies associated with
clone detection, making tasks such as change propagation more
effective. The virtual platform records clone traces among assets
in the background, without requiring extra effort from the devel-
oper, but who can query it for obtaining the clones of an asset.

To this end, the developer invokes the CloneAsset
operator provided by the virtual platform. As a result, a trace
between the original asset and its clone is stored in a trace
database, which can be queried at any time by the developer
to retrieve clones of an asset quickly and accurately. The
developer can later propagate changes between the original
asset and its clone (PropagateToAsset) or integrate
changes between the assets (either manually or using a tool)
by exploiting the continuously recorded meta-data.
Problem 2: What is in my cloned variants? With more
variants, despite provenance information, the problem arises
that developers lose overview. To understand what is in the

variants, we need a more abstract representation of assets.
For cloning, this is also necessary to select an existing variant
closest to the desired one in terms of the desired features.
Furthermore, our organization finds the feature exponent
developed in ScientificCalculator to be useful for other cloned
variants. To clone it, the developer needs to know which
implementation assets belong to the feature.
Solution 2: Clone&own with features (Fig. 2, 2nd level).
Adding feature meta-data adds perspective and allows func-
tional decomposition. It also allows representing assets in terms
of features, to reuse and clone features across projects. Lastly,
including feature-related information allows going past the
efforts and inaccuracies of feature location (recovering where a
feature is implemented), making feature reuse and maintenance
more effective. The virtual platform offers operators to add
features conveniently (at the same time annotating assets).

The developer maps assets to features by using the operator
MapAssetToFeature. She can later query the virtual
platform to find the location of the features using the operator
getMappedAssets, and also to clone assets along with
feature mappings (CloneAsset).
Problem 3: How to reduce redundancy? Despite features,
which help maintaining variants, substantial redundancy exists.
Solution 3: Clone&own with configuration (Fig. 2, 3rd level).
To reduce it, our organization starts to incorporate configuration
mechanisms. These allow to enable or disable features, such
as SmallDisplay, which control variation points. This reduces
redundancy and maximizes reuse. So, the organization
maintains a list of features and uses a configurator tool. The
virtual platform supports this solution with a simple operator.

Over time, the developer adds features by invoking the
operator AddFeature. She can map the assets to fea-
tures using MapAssetToFeature and clone features using
CloneFeature. She can also make features optional by
invoking MakeFeatureOptional. Variants can be config-
ured by cloning the repository (CloneAsset) with assets
mapped to only the selected features (getMappedAssets).
Problem 4: How to keep an overview over the features?
The more features and variation points the organization
incorporates, the more it loses overview over the features and
their relationships, including feature dependencies (accidentally
ignoring those can lead to invalid variants). Maintaining such
information would also help scoping variants.
Solution 4: Clone&own with a feature model (Fig. 2,
4th level). Our organization introduces a feature model,
which captures features and their constraints, also as input
to the configurator. Feature models are very intuitive and
simple models, which provide deep insights without much
additional tool support. They also foster communication
among stakeholders and validate feature configurations. With
this solution, consistency between features and clones is high,
since developers can also exploit the clone traces and use the
virtual platform for feature-based change propagation.

The developer adds a feature model to the repository
with the operator AddFeatureModelToAsset. She can
change the feature model to add and remove features at any
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Fig. 2. Spectrum between the extremes ad hoc clone&own and a fully integrated platform (see Fig. 1 for both), illustrated with cloned variants: BasicCalculator
(BC), ScientificCalculator (SC), GraphingCalculator (GC), and FinancialCalculator (FC). The virtual platform provides operators to transition along this
spectrum (e.g., to incrementally adopt a platform).

time. She can map assets to features from the feature model
(MapAssetToFeature), clone features across projects
(CloneFeature), and propagate changes in features to their
clones (PropagateToFeature).
Problem 5: How to keep consistency, improve quality,
and further reduce redundancy? Our organization needs to
further scale the development with an ever-increasing number
of variants (due to rapidly changing market needs ), while
it has problems maintaining consistency and propagating
changes, despite some redundancy already being reduced with
Solution 3. It is also likely that eventually, there will be some
projects with a configuration mechanism and some without.
Solution 5: Integrated platform with clone&own (Fig. 2,
5th level). Our organization integrates the projects into a
consolidated platform. Luckily it can exploit meta-data about
clone traceability (provenance) and features with their locations
in assets. The virtual platform provides support for this kind of
information, easing the integration of cloned variants into a plat-
form. Of course, developers might have forgotten to record all
that information, then it is natural to recover it. As long as some
information is recorded, a benefit arises in terms of saved fea-
ture identification, feature location and clone-detection effort.

B. Virtual Platform Overview

Our goal is to combine the benefits of the two opposing
strategies clone&own and integrated platform, exploiting a
spectrum between both and allowing incremental transition as
in our running example (Sec. II-A). To this end, we designed
a framework called virtual platform comprising conceptual
structures upon which operators modifying the structures are
executed by developers. The conceptual structures abstractly
represent software assets at various levels of granularity—from
whole repositories to blocks of code—and can be adapted to
specific asset languages (explained shortly in Sec. IV).

In addition, they maintain information about variability,
specifically feature information, feature-to-asset mappings, and
clone traces. The virtual platform extends other development
tools, specifically, IDEs and version control systems. On top of
these, which are concerned with the management of assets, the
virtual platform provides dedicated functionality for managing
features. Operators can be either traditional, meaning they are
concerned with asset management, or feature-oriented, meaning

they are devoted to features and their locations in assets. In con-
trast to traditional development workflows, the use of dedicated
feature-oriented operators incurs a certain cost, but promises
benefits to developers. In Sec. VI, we study this trade-off.

Figure 3 illustrates interactions and internal workings of the
virtual platform. Developers can interact with it directly or
indirectly. The former is enabled via extensions and hooks
of existing tools. Specifically, traditional IDE commands such
as “Create File” and version-control commands such as “Add
File” are linked to the traditional, asset-oriented operators of
the virtual platform (e.g., “Create Asset”) and do not impose
additional effort for developers. Feature-oriented operators
can be implemented by new, feature-oriented IDE commands
(e.g., “Create Feature”). Direct interaction is enabled
via a command-line interface, where developers can call
feature-oriented operations such as “Create Feature” directly.

III. METHODOLOGY

We followed a design-science-like strategy to iteratively define
the conceptual structures, the operators, and to evaluate them
using unit tests representing common scenarios. Specifically,
for the structures and operators, we aimed at maximizing
the support for different scenarios from the literature and
our own professional experience. The main challenge was to
define adequate structures that, while programming-language-
independent, can be mapped to many of the different asset
types of real-world software projects, as well as to design the
operators to be able to operate on the structures.
Initial Design. We started by analyzing clone-management
and platform-migration frameworks proposed in the literature,
from which we extracted development activities that should
be supported by the virtual platform. We also had a series of
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Fig. 3. Overview (dashed boxes represent optional parts)



discussions among the authors, one from industry and four
from academia. Two authors have over ten years of research
experience in variability management and SPLE. We also
created ad hoc examples in the discussion meetings. From
these sources, we identified an initial set of data structures
and operators, and implemented them in Scala.

Specifically, from the literature, we identified five relevant
works on clone management and product-line migration using
our expert knowledge. Rubin et al.’s product-line migration
framework [50], [51] offers operators that support the narrative
that a mechanization—i.e., an operator-based perspective—
leads to more efficient implementation and support. Fischer et
al.’s [52] framework and tool ECCO relies on heuristics to iden-
tify commonalities and allows composing new product variants
using reusable assets. Martinez et al.’s tool BUT4Reuse [53]
is an extraction-based technique for product-line migration,
including support for feature-model synthesis. Pfofe et al.’s
tool VariantSync [54] supports clone-management by easing the
synchronization of assets among cloned variants. Montalvillo et
al.’s operators and branching models for clone management in
version-control systems [55] allow isolated variant development
with change propagation, but without using the notion of
features, as opposed to the other frameworks. For brevity, we
will present the identified activities only at the end in Sec. VI-A.
Detailed descriptions are in our online appendix [38].
Continuous Evaluation. Once every operator was
implemented, we tested it with unit tests based on scenarios
from the literature and our own experiences. We ensured that
the operators assured the well-formedness of the conceptual
structures by prohibiting illegal actions, e.g., limiting asset
addition to scopes that can host an asset of the given type.
Final Qualitative and Quantitative Evaluation. We evalu-
ated the virtual platform qualitatively by comparing it against
the existing frameworks discussed above, from which we had
extracted activities supported by techniques for supporting
clone&own or the migration of cloned variants to an integrated
platform. We evaluated the virtual platform quantitatively in
a cost-benefit calculation based on simulating the development
of a real open-source system developed using clone&own.

IV. CONCEPTUAL STRUCTURES

The virtual platform’s conceptual structures form the basis for
its operators, which we formulated as functions with side effects
(in-place transformations) that modify the structures. Figure 4
illustrates the main structures and their relationships. We define
them abstractly, but also provide a concrete implementation
for handling assets within a file system and special support
for textual files that follow a hierarchical structure (e.g., with
nested classes, methods or code blocks; cf. Sec. VI).
Asset Tree (AT ) is our main conceptual structure and
abstractly represents a hierarchy of assets, such as the folder
hierarchy, but also the hierarchy within source files. In Fig. 4,
the AT is represented implicitly in the form of assets with their
sub-asset relationships. The idea of AT is inspired by feature
structure trees (FSTs, [56]), which represent source files. In
our case, we define the AT as a hierarchical, non-cyclic tree

Asset

name : String
type: AssetType
version: Int

Feature

name : String
optional: Boolean
incomplete:Boolean

Details

startingLine: Int
endingLine: Int

<<enum>>
AssetType

VPRootType
RepositoryType
FolderType
FileType
ClassType
MethodType
BlockType

AssetTrace

versionAt: Int

FeatureModel

version: Int

FeatureTrace

versionAt: Int

parent

Sub-asset

Is mapped to
parent Sub-feature

Depends on

11

1

1

0..1

1 1

source clone

1

1

0..*

0..1

0..1
1 1 1

*
*

1 1

1 1

source clone

10..1

0..*

1

*

*
1 1

UnAssigned

rootfeature

Fig. 4. Conceptual structures: asset tree, features, mappings, and clone traces

structure of nodes. It has a synthetic root node (root) and then
represents a hierarchy that can start with repositories as the
top-level nodes, followed by folders and files, and can then
go into the nesting structure of elements of hierarchical files.

Every node represents an asset related to the project, such as
a folder, a file (e.g., image, source file, model or requirements
document), or text. Every asset has a name , a type (AssetType),
and a version (a simple means to identify changes). An asset
can have any number of sub-assets. It also owns a parent
pointer p, which should define a tree, with a virtual root node
(asset of type VPRootType) denoted as root. The AssetType
is used to capture the role of the asset in the project, and
can be one of the following: VPRootType, RepositoryType,
FolderType , FileType , ClassType , MethodType , and BlockType .
The type VPRootType is only used once in the AT , to specify
the synthetic root node. The main purpose of this root node is
to carry a global version (we explain versioning shortly).

Traditional SPLE architectures have a feature model per
project, which can be difficult to maintain and evolve in large
systems (e.g., Linux kernel [57]). We provide a more flexible
structure by including an optional feature model as part of every
asset (see composition of feature model in asset in Fig. 4).
Well-Formedness Criteria We define a partial order of valid
containment over the types of assets in a check function
containable : asset× asset→ B that validates the containment
based on the asset types. For instance, VPRootType can
only be at the root, and a MethodType can be contained
in a FileType, but not the other way around. Operators are
implemented with consideration of well-formedness criteria,
to ensure that the tree structure of AT is retained.
Features and Feature Models A feature has a name and
two Boolean parameters: optional and incomplete . The field
optional specifies whether the feature is mandatory or optional;
incomplete captures information about the completeness
of the feature’s implementation. If the feature was cloned
from another feature model scope, it is true if the new
scope containing the feature also contains all the assets to
which the feature is mapped; otherwise it is always false.
Every feature has an optional parent , and any number of
sub-features . Features can have dependencies to each other.

A feature model has a root feature and a mandatory feature
called Unassigned, which contains all features that are added
to the model as a result of asset cloning. That is, if any feature
mapped to the asset is not present in the target feature model
already, it is mounted under Unassigned (and requires developer
intervention to move it to the desired location in the model).
Asset-To-Feature Mappings, in practice, can have two seman-



tics. They can be simple mapping relationships, indicating that
asset realizes a feature [58]. They can also indicate variability
[59], where the asset is included in a concrete variant if the
feature is selected (interestingly, if an asset is optional based
on a feature , then the asset also realizes it, but not necessarily
all assets realizing a feature are optional). The SPLE
community usually focused on the variability relationship,
and the feature-location community on traceability. For the
virtual platform, we unified the mechanism with which assets
are mapped to features. Specifically, an asset has a presence
condition (PC)—a propositional formula over features. A PC
allows conveniently mapping assets of different granularity
levels (AssetType) to entire feature expressions. Whether this
relationship to the feature represents variability or traceability
is solely determined by the feature’s optional parameter.
Versioning of Assets. Assets (and features) have a version—
an integer used to recognize changes in the AT (and FM ),
especially among cloned assets. The version of the VPRootType
node has a special role, which we call “GlobalVersion” and
which carries the most up-to-date version, to recognize any
change in the whole AT . For simplicity, we assume that any
asset outside the tree has a version of 0. After addition,
it takes the version of the global root (initialized with 1
and incremented after any update in the AT ). Versions are
incremented after every modification and addition or removal
of sub-assets . This simple versioning strategy is a sweet spot
between two other alternatives: First, after every change in an
asset , increment the version of the asset and continue updating
the ancestors up to the root. This would make the tracking of the
changes easy, but change propagation expensive and redundant.
Second, keep two separate numbers, one global version, and one
local version for every asset. This solution would ease change
propagation, but yield a hard-to-understand versioning model.
Clone Traceability. To maintain trace links between source
assets and their clones, we define an AssetTraceDatabase—
essentially a list of AssetTraces (Fig. 4). An AssetTrace is a
triplet of the source asset , its clone, and a version at which
the source asset was cloned. Similarly, feature traces are
used to keep track of the feature clones, and they are stored
in a FeatureTraceDatabase. A FeatureTrace is also a triplet
pointing to the source feature, its clone, and version at the
time of cloning. These traces are a core component of our
contribution, and have special relevance in cloning and change
propagation for both assets and features. For brevity, we refer
to both AssetTraceDatabase and FeatureTraceDatabase as
TraceDatabase in the remainder of the paper.

V. VIRTUAL PLATFORM OPERATORS

We now present the traditional, asset-oriented and the feature-
oriented operators. Their underlying algorithms and further
illustrations (supplementary to the illustrations used here)
are provided in our online appendix [38]. The appendix also
presents a number of additional convenience operators—utility
methods that efficiently traverse the trees (AT and feature
model ) to return data that needs to be frequently accessed
(such as assets mapped to a feature and clones of an asset etc).

A. Traditional/Asset-Oriented Operators

We represent conventional activities performed by developers
using asset-oriented operators. These operators allow to
keep the AT in sync with the working directory. Also, the
assets act as mappable components to the features, and allow
cloning and change propagation. In what follows, we introduce
the asset-oriented operators with their parameter types, a
brief description, and sample scenarios, inspired from our
calculator running example (cf. Sec. II-A). The notation used
for visualizing various scenarios is shown in Fig. 5.
AddAsset : asset× asset→ B
Description: When a source asset (S) is added in any target
asset (T ) to a repository (e.g., a file to a folder), AddAsset
creates an asset for S and adds it to the preexisting asset T
in the AT . Additionally, it increments the GlobalVersion , and
assigns it to S and T . This implies that the most recently
changed assets are S and T . Also, it adds any feature mapped
to S in T’s feature model (typically repository feature model ).
Example: Consider the BasicCalculator (BC) example. The
developer adds the implementation for the divide method
in the file Operators.js, with an annotation for the feature
DIV. Consequently, the virtual platform creates and adds the
asset divide (S) of MethodType to the asset Operators.js (T)
of FileType, and DIV to the feature model of T . The
GlobalVersion (previously 3) is incremented and assigned to
divide and Operators.js. Figure 6 illustrates the scenario.
ChangeAsset : asset→ B
Description: Upon a change in an asset S in the repository,
ChangeAsset increments the GlobalVersion of the AT and
assigns it to S. Versionable changes include renaming, addition,
mapping to a feature and modification or removal of lines.
RemoveAsset : asset→ B
Description: If an asset is deleted from a parent asset T ,
RemoveAsset removes its corresponding asset S in the AT ,
along with all its sub-assets. It increments the GlobalVersion
and assigns it to T . Additionally, any feature mapped to S
is also removed from the feature model of S if S the only
asset mapped to it. This enforces that if all assets mapped to
a feature are deleted, the feature is also deleted.
MoveAsset : asset× asset→ B
Description: If an asset is moved from one location to another,
MoveAsset clones the corresponding asset S to the new
target asset T (using CloneAsset), and removes it from the
sub-assets of its previous parent (using RemoveAsset).
Thus far, the operators we presented serve two purposes:
keeping the AT synchronized with the project, and keeping

Name: Type: VersionAsset
Asset-to-feature 

mappingName: Type: VersionWith 
GlobalVersion

Feature

Trace link

Name: Type: VersionAdded asset

Name: Type: VersionModified asset

Name: Type: VersionCloned asset

name name name

namename

Added Modified Cloned

With 
GlobalVersion

Fig. 5. Notations used in operator illustrations
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Fig. 6. Illustration of AddAsset(divide,Operators.js)

track of changes through versioning. Following, the operators
serve two additional purposes: storing feature-oriented data,
and recording traceability among clones. The exploitation of
these meta-data are the essence of our framework.
MapAssetToFeature : asset× feature→ B
Description: Upon addition of a feature mapping by a developer,
MapAssetToFeature checks if the feature exists in the
feature model of the asset . If not, it creates a feature F (with
the name used by the developer), maps it to S (corresponding
asset in the AT ), and adds F to the Unassigned feature in the
feature model of S. If F already exists, it simply maps F to
S. For mapping, it adds F to the presencecondition of S with
a logical disjunction. To track this change, the GlobalVersion
is incremented and assigned to S.
Example: Assume that the developer adds a method multiply
to BC, with a feature annotation for the feature MULT.
MapAssetToFeature creates this mapping in the AT . The
presencecondition of the method becomes “MULT | true”.
CloneAsset : asset× asset→ B
Description: CloneAsset imitates the actual clone&own
strategy; when an asset is cloned to another location by a
developer, CloneAsset creates a deep clone of the source
asset and adds it to the target asset in the AT , provided it
is containable. Additionally, if the cloned asset (or its sub-
assets) is mapped to any features, they are also cloned, added
to the target feature model , and mapped to the asset clone.
The clone retains the version of the original asset, however,
since the target asset is modified (addition of sub-asset), the
GlobalVersion is incremented and assigned to the target. For
storing trace links, it creates traces for both asset and feature
clones and adds them to the TraceDatabase.
Example: Starting from Fig. 6, the developer copies the method
divide in Arithmetic.js; a file in another project, ScientificCal-
culator (SC). CloneAsset clones divide to Arithmetic.js, an
asset of FileType in SC, as well as the mapped feature DIV in
the feature model of SC. Traces for both divide and DIV are
added to the TraceDatabase. Figure 7 illustrates the scenario.
PropagateToAsset : asset× asset→ B
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Fig. 7. Illustration of CloneAsset(divide, Arithmetic.js)
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Fig. 8. Illustration of PropagateToAsset(divide, divide)

Description: PropagateToAsset takes two assets, checks
if one is a clone of the other, and propagates changes in source,
after cloning, to its clone. To determine if source was changed,
it compares the version of source to its version when it was
cloned (versionAt from the TraceDatabase). If it is ahead
of the version it was cloned at, the changes are propagated
to the clone. Changes performed in the clone are retained.
Propagation, like cloning, includes added and modified sub-
assets, added mappings, and renaming. After propagation, a
trace with source and clone is added to the TraceDatabase,
the versionAt of which is the version of the source. The
GlobalVersion is incremented and assigned to the clone.
Example: Assume that the divide method during cloning did not
include the check for division by zero. After adding the check
(ChangeAsset), the divide method in source (Operators.js) is
ahead (version=8) of the divide method in target (Arithmetic.js),
with version=4. By invoking PropagateToAsset, the
changes are propagated automatically. Figure 8 demonstrates
the scenario; for simplicity, feature mappings are omitted.

B. Feature-Oriented Operators

The feature-oriented operators incorporate feature-related infor-
mation to the AT and enable feature reuse and maintenance.
AddFeature : feature× feature→ B
Description: When a developer adds a feature (e.g., in a text
file or a database), or an asset mapping to a feature which does
not exist in the feature model , AddFeature creates a new
feature and adds it to the feature model . It also adds any assets
mapped to the feature using AddAsset. Similar to versioning
of AddAssetin AT , AddFeature increments the GlobalVer-
sion (version of root feature) and assigns it to the added feature .
Example: Assume that the feature model for BC is a textual file,
where features are written as individual lines, and indentation is
used to represent hierarchy (Clafer syntax [60]). The developer
adds a line “EXP” (exponent), below the line “BC” (root
feature, BC). AddFeature creates a corresponding feature
EXP, and adds it to the feature BC. The version of root feature
is incremented (previously 1 after adding feature DIV) and
assigned to feature EXP. Figure 9 demonstrates the scenario,
with the resulting versions in a table on the right.
AddFeatureModelToAsset: asset× feature model→ B
Description: Developers can add a feature model to an asset
in different ways, e.g., as a file or a database. The virtual
platform, upon recognizing that a feature model is added to
an asset in the repository, invokes AddFeatureModelTo-
Asset. The operator then locates the asset in the AT , creates
a feature model FM , and sets the asset’s parameter feature
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Fig. 9. Illustration of AddFeature(EXP, BC)

model to FM . The GlobalVersion of the AT is incremented
and assigned to the asset which contains FM .
Example: Consider that the feature model of BC is a separate
text file, which resides in the root folder of BC. As a result
of AddFeatureModelToAsset, the feature model (FM )
will be loaded from the file and assigned to BC. All sub-assets
of BC can now be mapped to features from FM .
RemoveFeature : feature→ B
Description: When a feature is removed by a developer from a
repository, RemoveFeature locates the feature in the feature
model , un-maps it from all assets it maps to, and removes the
feature along with all its sub-features. Additionally, any asset
mapped to only the removed feature is also removed by the
operator. The operator increments the GlobalVersion of the
FM and assigns it to the parent feature (before removal).
MoveFeature : feature× feature→ B
Description: Features can be moved in the same project as a
result of refactoring, and also across projects, when developers
incorporate it into another project. MoveFeature combines
two operators; CloneFeature (explained below) to clone
the feature (and its mapped assets) to its new location, and
RemoveFeature to remove it from its previous location.
MakeFeatureOptional : feature→ B
Description: Often, developers want to keep a feature’s
implementation in the AT , and decide whether to include
it or not at compile time, instead of deleting it altogether.
MakeFeatureOptional sets a feature’s boolean prop-
erty optional to true. By default, every feature is mandatory
when added to the feature model . This operator allows to
keep the feature’s implementation in the AT while allowing
developers to activate or deactivate the feature.
CloneFeature : feature× feature→ B
Description: Cloning a feature manually requires developers
to recollect its location in software assets. These assets can
be of different types (directory, document, code artifact, text
etc). Features can be scattered and therefore harder to locate.
This is where the stored (and maintained) meta-data pays
off. CloneFeature simply invokes a convenience operator;
getMappedAssets, to retrieve all assets mapped to the
feature. It then clones the feature and all its mapped assets
in the target AT and FM . The operator also stores traces
for the asset and feature clones in the TraceDatabase. The
GlobalVersion of the FM is incremented and assigned to the
target feature (parent of the feature clone).
Example: After adding the feature EXP (using AddFeature),
the developer added two assets in feature BC, and later
mapped them to feature EXP. The assets are a method
“exponent” and a textual file “exp.txt” with documentation
of exponent. The developer now wants to reuse feature EXP
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Fig. 10. Illustration of CloneFeature(EXP, SC)

in SC. To clone the feature, she invokes CloneFeature,
which clones the feature EXP and its mapped assets to SC.
Additionally, traces for the feature and asset clones are added
to the TraceDatabase. This example is illustrated in Figure 10.
Note that even though Operators.js was not cloned, the virtual
platform created a clone, as the method exponent could not
be added directly to the repository. This is referred to as tree
slicing, which the virtual platform adopts to ensure that the
well-formedness of the AT is maintained.
PropagateToFeature : feature× feature→ B
Description: PropagateToFeature replicates the changes
in the feature (e.g., renaming, adding or removing sub-
features) to either selected, or all of its clones. For checking
if propagation is valid and necessary, it checks two conditions,
based on the TraceDatabase. First, if one of the features
provided is a clone of the other. Second, if the feature was
modified after cloning (current version > versionAt). After
propagating changes, it creates new traces between the source
and newly modified targets (both feature and asset), and adds
them to the TraceDatabase.

VI. PROTOTYPING AND EVALUATION

We prototyped and evaluated the virtual platform qualitatively
and quantitatively: (i) in a comparative assessment against the
frameworks presented in Sec. III, (ii) using a simulation study
based on revision histories from clone&own-based system. All
results to replicate the evaluation are in our appendix [38]. The
prototype, implemented in Scala, provides an API as the main
interface to execute the operators. In the production-ready
tool, this API would be usable as a command line interface
or a set of IDE commands. We used a strategic programming
library (kiama) for efficient tree traversal and rewriting. After
implementing all operators, we created test scenarios to verify
the correctness. These test scenarios were developed using
domain knowledge acquired by experience, and also inspired by
observing scenarios from the case study of Clafer Web Tools.
We checked correctness by comparing the result state (AT,
trace, and mappings) after operator invocations to the expected
one. We also simulated the illustrative example presented in
Sec. II-A by automatically realizing all the discussed scenarios.

A. Comparative Evaluation

For comparison, we extracted activities supported by techniques
for supporting clone&own (a.k.a., clone management), or the
migration of cloned variants to an integrated platform (a.k.a.,
product-line migration). In total, we extracted 12 activities
which we found to be common across most, if not all, existing



TABLE I
COMPARISON OF THE VIRTUAL PLATFORM WITH ACTIVITIES SUPPORTED

BY CLONE-MANAGEMENT AND PRODUCT-LINE MIGRATION FRAMEWORKS

Feature identification → abstract operator [51], specified in the begin-
ning [52], [54], [53], specified any time in virtual platform
Feature location → abstract operator [51], extracted [52], [53], internal
tagging [54], also internal tagging in virtual platform
Feature dependency management → abstract operator [51], statically
mined [53], specified in beginning [54], specified any time in virtual platform
Feature model creation → multiple abstract operators [51], activity [53],
specified in the beginning [54], dynamically grows in virtual platform
Feature-to-asset mapping → abstract operator [51], extracted [52], [53],
specified any time [54], specified any time in virtual platform
Clone detection → textual diff tools [51], feature expression compari-
son [54], git clone points to source [55], not needed in virtual platform
Feature cloning → supported by virtual platform
Change propagation → multiple abstract operators [51], variant synchro-
nization [54], using Git merge [55], automated in virtual platform
Reusable assets creation → abstract & incremental [51], reuse existing
variants [52], reusable core assets[53], [55] and features in virtual platform
Product derivation → abstract [51], customizing after cherry-picking [55],
composition [52], [53], preprocessor-like in virtual platform
Integration → abstract operator using meta-data [51], third party tool [54],
Git merge [55], manual or tool-based, guided by meta-data in the virtual
platform
Variant synchronization → Git dif [55], code comparison [52], [53], not
needed in virtual platform

techniques. We evaluated the virtual platform’s ability to
support the scenario from Sec. II and the 12 activities of
related frameworks. Details are in the appendix [38].

Table I shows whether and how an activity related to either
clone management or product-line migration is supported by an
existing framework, as well as virtual platform. The activities
are: feature identification (features defined in a variant),
feature location (recovering traceability between features and
assets), feature dependency management (managing constraints
among features), feature model creation (creating and evolving
a feature model), storing feature-to-asset mappings, clone
detection (identifying assets which are clones of one another),
feature cloning (ability to clone features), change propagation
(replicating changes made in an asset to its clone), creation of
reusable assets (which can be used to derive variants), product
derivation (ability to derive a partial or complete product given
a configuration), variant integration (merging assets/variants
by taking variability into account), and variant comparison
(comparison of assets to find commonalities and varaibilities).

In summary, among all frameworks, the virtual platform is
the first one fully committed to recording traceability, instead
of recovering it later. It automatically maintains traces between
cloned assets, and encourages developers to map features to
assets of all types and all granularity levels (not just code
blocks). This traceability has a cost to developers; however, at
the same time, it can significantly reduce cost when complex
evolution activities are performed, as detailed below.

The other frameworks define their involved activities either
abstractly or using heuristics (e.g., feature location). The virtual
platform includes exact specifications and implementations of
operators—possible since we address a broad range of evolution
scenarios, rather than just the “big bang” scenario of platform
migration. The existing methods have not been applied to
real project revision histories as part of their evaluation, rather

explain that they support migration scenarios described before.

B. Simulation Study

We used an open-source system called Clafer Web Tools
(CWT, [61]) that was evolved using clone&own in three cloned
variants (ClaferMooVisualizer, ClaferConfigurator, ClaferIDE)
towards an integrated platform (ClaferUICommonPlatform),
including many feature clonings across the variants. We
evaluated the virtual platform’s efficiency by simulating the
evolution of CWT, retrofitting our operators to achieve the
original evolution, and studying the costs and benefits.

We used a dataset by Ji et al. [58] that augments the
original codebase with feature information, as if it had been
developed in a feature-oriented way. It comprises a full revision
history for the four sub-systems, with source code from the
original developers, and feature information manually added
by researchers. Feature information is contained in three types
of artifacts: feature models, feature-to-asset mapping files, and
embedded feature annotations in code. We provide details
about the dataset in our appendix [38].
Performing the Simulation. We retrofitted CWT’s full
revision history to our operators to extract a sequence of
(high-level) operator applications that accurately capture the
changes previously expressed by the history of (low-level)
file-based commits. We analyzed each pair of successive
commits to extract a set of operator applications that produces
the delta between the commits. Replaying the operator
applications in the given order creates and updates the AT.
Cost & Benefit. As costs, we measure the additional effort
imposed on developers by our platform. Our traditional, asset-
oriented operators (left-hand column of Table II) do not lead to
additional cost, because these tasks are performed in traditional
development as well. Cost arises from two components,
both related to our feature-oriented operators (right-hand
column of Table II): one called Cfeat for maintaining features,
one called Cmiss for dealing with omissions during feature
maintenance. The latter arises if the developer forgets to
invoke a feature-oriented operator and then later the feature
information is missing for a relevant feature-oriented activity.

As benefits, we consider the saved cost in two dimensions:
feature location and clone detection. Feature location cost
Cloc is saved on invocations of certain operators that rely on
previously specified mappings. Clone detection cost Cclone is
saved on invocations of one certain operator for propagating
changes along clones from our clone database.

We study these costs and benefits in four dedicated research
questions. RQ1 and RQ2 are devoted to costs, while RQ3 and
RQ4 are devoted to benefits. We first discuss these research
questions, before weighing off the observed costs and benefits.

RQ1. What are the costs of maintaining features using
feature-oriented operators? The overall cost Cfeat arises
from accumulating the cost of applying feature-oriented
operators. Each feature-oriented operator op has a cost
Cfeat(op)= #invoc(op) ∗ costabs(op), which depends on the
number of invocations of op, and the absolute cost of each
invocation of op. Based on Table II, there are 724 invocations of



TABLE II
OPERATOR INVOCATIONS IN SIMULATION STUDY:ASSET-ORIENTED AND

FEATURE-ORIENTED OPERATORS

operator freq. operator freq.

AddAsset 3,527 AddFeature 229
ChangeAsset 1,191 AddFeatureModelToAsset 4
RemoveAsset 1,060 MapAssetToFeature 368
MoveAsset 303 RemoveFeature 40
CloneAsset 48 MoveFeature 22
PropagateToAsset 8 CloneFeature 54

PropagateToFeature 7

feature-oriented operators in total. Two operators contribute the
bulk to this number, namely MapAssetToFeature (368)
and AddFeature (229). The absolute cost per invocation
can be assumed to be low (in the order of seconds) because it
mostly amounts to picking the feature name, when it is fresh
in the developer’s mind. An exception are situations where
the developer has to deal with earlier omissions (see RQ2).
RQ2. What percentage of feature maintenance operations
required additional feature location effort? The omission-
related cost Cmiss arises from the number of late invocations
of MapAssetToFeature, representing situations where the
developer missed to specify an asset-to-feature mapping when
the asset was added. This number is to be multiplied by the
absolute cost for these invocations, which is generally higher
than a regular invocation. Our operators CloneFeature,
and PropagateToFeature rely on a complete mapping
from a feature to its assets. A third relevant operator is
AddFeature which adds feature information to source
code added earlier. In absence of a recorded mapping, each
operator requires an expensive manual feature location step,
which is not required in our approach (see RQ3). We counted
the number mappings that were added before or after one
of these operators was invoked, which indicates that the
researcher preparing the original dataset noticed an omission.
We determined 14 relevant mappings for CloneFeature
(2 relevant invocations, 3.7 and 25 relevant mappings for
AddFeature (12 relevant invocations, 4.0 We did not
discover any relevant mappings for PropagateToFeature,
yielding 39 late invocations in total.
RQ3. To what extent can feature location costs be avoided
when using feature-oriented operators? The operators
CloneFeature and PropagateFeature rely on
previously specified mappings. Conversely to RQ2, we can
assume that each invocation of one of these operators avoided
manual feature location when it did not require any fixing of
omitted annotations. So, we define Cloc to rely on the number
of feature location steps saved by an invocation of one of our
operators. We count 54 invocations of CloneFeature, and
7 relevant invocations of PropagateToFeature, leading
to a final value of 61. This number is to be multiplied with
the absolute cost of feature location, which can be assumed to
be high (earlier work [58] gives an estimate of 15 minutes per
feature), based a strong reliance on the developers’ memory, and
an understanding of how cross-cutting features are scattered.
RQ4. To what extent can clone detection costs be avoided

when using feature-oriented operators? Since the propagation
of changes along clones requires a complete specification of
the clones at hand, we can assume that every application
of PropagateToFeature saves one application of clone
detection (either manual or using a tool). In our subject system,
we identified 7 invocations of PropagateToFeature. To
obtain the value of Cclone, this number of is to be multiple with
the absolute cost for clone detection. Manual clone detection is
a tedious and error-prone task, and known to be infeasible for
larger systems [62]. Tool-based clone detection requires manual
verification and postprocessing, since even the most advanced
clone detection tools have imperfect precision and recall [63].

C. Discussion

Break-Even Point. We can now weigh off the costs observed
in RQ1+2 against the benefits from RQ3+4. Consider the
following formula, which specifies the total benefit of using the
virtual platform: Btotal = -(Cfeat + Cmiss) + (Cloc + Cclone).
If this formula yields a positive value, the virtual platform
surpasses the break-even point and leads to a net benefit.

The value of Btotal depends on the absolute costs for opera-
tor invocations, feature location, and clone detection, which are
unavailable. However, we can perform an approximation based
on plausible estimates: (1.) For the cost of feature location,
we rely on the earlier literature estimate [58] of 15 minutes
per instance. (2.) We assume clone detection to have the same
cost as feature location. (3.) We assume the cost for adding an
omitted annotation to be 10 times as high as a regular operator
invocation. Based on these three assumptions, we break even
if invoking a feature-oriented operator takes 54 seconds or
less on average. In practice, the benefit can be assumed to be
larger, since invoking a feature-oriented operator mostly entails
picking a feature name (while the feature is still fresh in the
developer’s mind), a matter of a few seconds.

This calculation shows promising results in terms of saved
effort and time. By simulating the development of the case study
with feature-oriented information, we can reuse as much as 20
features from one project (ClaferMooVisualizer) by cloning
them. We envision greater accuracy and efficiency levels when
the virtual platform is used alongside development.
Representativeness. Our case is representative for systems
of comparable size (547k lines, four variants). Many reported
product-line migrations are of similar size [64]. We argue for
representativeness for larger systems qualitatively. Our case
has all evolution activities observable in industrial systems,
supported by other frameworks. Still, the virtual platform is
evaluated more extensively than any of these.
Threats to Validity. A threat to external validity is that our
operators do not completely capture the real-world scenarios
developers encounter when dealing with variant-rich systems.
We mitigate this threat with our evaluation based on the
simulation of a real system. There is a general lack of available
systems for benchmarking on realistic revision histories with
available feature information, a problem that we aim to address
as part of our ongoing benchmarking initiative [65], [66].



There are two main threats to internal validity. First, our
calculation of Cmiss could be incomplete: there might be
potential omissions not fixed by a later commit. This situation
is comparable to other research that relies on potentially
imperfect datasets (e.g., in software defect prediction [67],
[68]). While our analysis focuses on omissions that later
required fixing, these omissions are arguably the most relevant
ones in practice. Second, there could be implementation
errors; after retrofitting our operations to the development
process given by the commit revision, the AT might be in an
incorrect state. To mitigate this threat, one author, not involved
in the simulation, manually inspected a random sample of
25 commits by comparing the git diff with the AT resulting
from operator invocations. The AT was always consistent.

VII. RELATED WORK

The five most closely related works are the clone-management
and product-line-migration frameworks that we used to inform
the virtual platform’s design ([51], [52], [53], [54], [55],
cf. Sec. III). In Sec. VI-A and our online appendix [38], we
provide a detailed comparison, highlighting unique benefits
of the virtual platform: support for early traceability recording,
operators for the full spectrum between the extremes ad hoc
clone&own and integrated platform, and an evaluation on a real
project revision history. We now discuss further related work
on product-line migration and integrated-platform evolution.

The idea of automatically handling variation points, as the vir-
tual platform does, is not new. In fact, going back to the 1970s,
researchers have built so-called variation-control systems [69],
[70], which never made it into the practice of software
engineering. These systems have been realized upon different
back- and frontends (e.g., version-control systems [71], [72] or a
text editor [73]), but before effective and scalable concepts from
SPLE research for managing variability have been established.
The virtual platform can be seen as a variation control system.

The large majority of product-line migration techniques
focuses on detecting and analyzing commonalities and
variabilities of the cloned variants, together with feature
identification and location, as shown in Assuncao et al.’s
recent mapping study based on 119 papers [74]. Case studies
of manual migration [48], [18], [20], [75], [76], [17] also exist.
These illustrate the difficulties and huge efforts of recovering
important information (features and clone relationships) that
was never recorded during clone&own, supporting our approach
of recording such information early. Finally, many works focus
on migrating a single system into a configurable, product-line
platform [77], [76], [75], [78], typically proposing refactoring
techniques. Wille et al. [79] use variability mining to generate
transformational rules for creating delta-oriented product lines.

Others focus on evolving software platforms. Liebig et
al. [80] present variability-aware sound refactorings (rename
identifier, extract function, inline function) for evolving a
platform by preserving the variants. Rabiser et al. [81] present
an approach for managing clones at product, component, and
feature, and define 5 consistency levels to monitor co-evolving
clones. Ignaim et al. [82] present an extractive approach to

engineer cloned variants into systematic reuse. Neves et al. [83]
propose a set of operators for safe platform evolution. In
contrast to our operationally defined operators, these operators
are defined on an abstract level, based on their pre- and post-
conditions; implementing them is left to the user. Incorporating
safe evolution or Morpheus’ refacting in the virtual platform
is a valuable future work.

VIII. CONCLUSION

We designed, formalized, and prototyped the virtual platform—
a framework that exploits a spectrum between the two
extremes ad hoc clone&own and fully integrated platform,
supporting both kinds of development. Based on the number
of variants, organizations can decide to use only a subset of
all the variability concepts typically required for an integrated
platform, fostering flexibility and innovation, starting with
clone&own and incrementally scaling the development. This
realizes incremental benefits for incremental investments and
even allows to use clone&own when a platform is already
established, to support a more agile development. Another core
novelty is that, instead of trying to expensively recover relevant
meta-data (e.g., features, feature locations, and clone traces),
the virtual platform fosters recording it early. For instance,
developers typically know the feature they are implementing,
but usually do not record it. The virtual platform records such
meta-data and exploits it for the transition, providing operators
that developers can use to handle variability. Our evaluation
shows that the additional costs are low compared to the benefits.

We see several promising directions of future work. By
allowing developers to continuously record feature meta-data,
the virtual platform paves the way for software analyses that
rely on this data. One example is support for the safe evolution
of product line platforms [83], which could be extended
to support systems in our intermediate governance levels.
Specifying our operators in the framework of software product
line transformations [84], [85], [86] would make them amenable
to conflict and dependency analysis [87], a versatile formal
analysis with applications in the coordination of evolution
processes. Many of the virtual platform’s operators (e.g., those
related to change propagation) lead to non-trivial changes of the
codebase. To increase developer trust and optimize accuracy, an
important challenge is to keep the “human in the loop”, which
we aim to address by exploring dedicated user interfaces. By
integrating the virtual platform with available annotation sys-
tems [88], we could facilitate inspection of the available feature
mappings. Offering a “preview mode” would allow to inspect
and interact with the changes arising from a planned operator
invocation. Providing a dedicated operator to integrate cloned
features is another future direction. Other directions are to
support configuration of variants by selecting features, offering
views [89], and providing visualizations (e.g., dashboards [90],
[91]). Finally, recommender systems that learn from the meta-
data and support developers handling features and assets could
further encourage using features in software engineering [92].
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