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Abstract—Requirements prioritization is recognized as an 
important but challenging activity in software product 
development. For a product to be successful, it is crucial to find 
the right balance among competing quality requirements. 
Although literature offers many methods for requirements 
prioritization, the research on prioritization of quality 
requirements is limited. This study identifies how quality 
requirements are prioritized in practice at 11 successful 
companies developing software intensive systems.  We found 
that ad-hoc prioritization and priority grouping of 
requirements are the dominant methods for prioritizing 
quality requirements. The results also show that it is common 
to use customer input as criteria for prioritization but absence 
of any criteria was also common. The results suggests that 
quality requirements by default have a lower priority than 
functional requirements, and that they only get attention in the 
prioritizing process if decision-makers are dedicated to invest 
specific time and resources on QR prioritization. The results of 
this study may help future research on quality requirements to 
focus investigations on industry-relevant issues.  

Keywords-Quality Requirements; Empirical Study; 
Requirements Prioritization; Product Management; Project 
Management; Non-functional requirements; 

I.  INTRODUCTION 
Requirements engineering is a decision-centric process 

[1], and decision support plays an important role in enabling 
the delivery of value to stakeholders [22]. Hence, decision 
support is crucial in achieving value to stakeholders. This is 
further aggravated in market–driven incremental 
development, where the situation is even more complex [2], 
due to that the flow of requirements is not limited to one 
project, and the requirements are generated from internal 
(e.g., engineers) and external (e.g., customers) sources [11]. 

To deliver business value, a key issue is to decide what to 
develop; therefore, it is important to make trade-offs between 
different requirements and stakeholders [29]. Requirements 
prioritization is an important part in requirements negotiation 
and release planning [22][29].  

For a product to be successful, it is not enough to fulfill 
the functional requirements (FR), it is crucial, and 

challenging, to find the right balance among competing 
quality requirements (QR). Although literature offers many 
methods for requirements prioritization, the research on 
prioritization of QR is limited [6][12]. 

This paper presents the results of an empirical study that 
includes data collected through in-depth interviews with 22 
practitioners from 11 different companies. The study focuses 
on prioritization of QR in industry. This exploratory study 
can be seen as a study of state-of-practice in industry, but 
also an investigation of how state-of-the-art in research, in 
terms of methods and techniques, has penetrated industrial 
practice. 

The study incorporates two main perspectives with 
regards to prioritization of QR [8], through the study of two 
roles central to decision making in relation to QR. First, the 
product perspective is studied through the role of the Product 
Manager (PM), responsible for the overall product 
perspective and the selection of the overall planning of the 
product evolution and proposition offering. Second, the 
project perspective is studied through the role of the Project 
Leader (PL), responsible for managing and prioritizing 
requirements within the realization phases. 

The reminder of this paper is organized as follows. In 
Section II, related work is presented. The research 
methodology is described in Section III, and Section IV 
presents the results and relates the findings to previous 
studies. Section V gives a summary of the main conclusions. 

II. RELATED WORK 
The quality of a software product is often considered as 

the ability of the product to satisfy customer and user needs. 
To increase the chance of a successful product, it is 
important to find, select, and plan the right releases with 
suitable requirements [4]. If the “wrong” requirements are 
selected and implemented in the product, users may resist 
buying the product [4]. Decision-makers often face the 
challenge of having more requirements than are possible to 
implement given different constraints, such as time, cost, and 
other scarce resources. Therefore, it is crucial to distinguish 
the important requirements from the less important ones to 
maximize the overall business value [30]. To find the most 
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important requirements that add most value to business, 
several requirements prioritization approaches are introduced 
in the literature. A selection of prioritization techniques from 
literature is summarized in the following subsection. 

A. Requirements Prioritization Techniques 
Numerical Assignment (Grouping) is, according to 

[4], [21], the most traditional and common prioritization 
technique. Numerical assignment is based on grouping 
requirements into different categories, where three groups 
are common in practice [32]. According to [33], using 
categories like high, medium, and low may confuse the 
stakeholders since different stakeholders may have different 
views of what, e.g. high and medium means. 

The pair-wise comparison technique suggested by 
Karlsson [15] is based on the Analytical Hierarchy Process 
(AHP) [31]. In this technique, pairs of requirements are 
compared according to their importance. The comparisons 
provide an understanding of each requirements share of the 
total value. 

Cost-value approach [16] is a prioritization technique 
based on AHP. The cost-value approach uses a two-
dimension graph that displays the requirements value 
against its cost. AHP is used from a customer and user 
perspective to assess the value of each requirement, 
followed by an assessment of the requirements cost from an 
implementation perspective. The next step is to plot these 
into a cost-value diagram, which is used to analyze and 
discuss the requirements. 

Cumulative voting ($100-Dollar Test) is a 
straightforward prioritization technique where stakeholders 
are given a fictitious $100 to distribute on requirements. 
When the money has been distributed, the requirements are 
ranked so that the highest total reflects the most important 
requirement, the next highest is the next-most important, 
etc. on a ration scale.  

Ranking is a technique based on an ordinal scale where 
requirements cannot be tied in ranking, which means the 
most important requirement is ranked first, and the least 
important ranked last, on an ordinal scale. It is not possible 
to see the relative priority difference among the 
requirements. There are a variety of ways to rank the 
requirements, e.g. using bubble sort or binary search tree 
[17]. 

B. Empirical Studies of Requirements Prioritizaion 
So far, to the best of our knowledge, we know of no 

empirical studies of with specific focus on how QR 
prioritization is conducted in practice [6]. In this section, we 
therefore describe a selection of empirical studies based on 
prioritization of requirements in general. 

Karlsson conducted an empirical comparison of the pair-
wise comparison technique and numeral assignment 
technique [15]. Five participants applied the techniques on 
14 requirements. Karlsson found that the relative 
prioritization by pair-wise comparison and that the judging 

of a requirements relative importance to the other tends to 
be more accurate than assigning absolute numbers. 

Karlsson et al. conducted a self-experiment to compare 
six prioritization techniques [17]. All three authors 
prioritized 13 QR using each technique. Karlsson et al. 
concluded that the AHP was the most promising technique 
due to providing the most trust worthy results, and it 
includes a consistency check [17]. However, scalability was 
identified as a main problem with AHP. 

In 2007, Karlsson et al. conducted an experiment of 
comparing tool-supported pair-wise comparison with 
planning game (PG) [19]. The results show that tool 
supported pair-wise comparison was less time consuming 
than PG. While PG seemed to be more difficult to use, its 
results were found to be slightly more accurate; however, 
the differences were not statistically significant. 

Lethola and Kauppinen conducted an experiment with 
industry practitioners to evaluate two requirements 
prioritization methods, pair-wise comparisons and Wiegers’ 
method [21]. The results indicate that prioritization methods 
may have limited ability to support decision-making in 
market-driven product development. Moreover, Lethola and 
Kauppinen identified which prioritization methods are 
present in the studied companies [21]. The existing methods 
are: mutual cost-value analysis, modified Kano model, and 
evaluating aspects affecting to priorities. In addition, 
product and project level prioritization practices were 
identified. At project level, grouping requirements, 
negotiation, and impact validation were used, while at 
product level, priority lists and open-ended multirelease 
planning were used. 

Herrmann and Paech conducted two quantitative 
experiments with students to evaluate two requirements 
prioritization techniques, risk estimation and ranking [13]. 
The results highlight challenges of risk estimation and what 
is important during practical requirements prioritization 
based on risk estimation. 

The focus of the above mentioned studies, with the 
exception of Lethola and Kaupinnen [21], has not been 
primarily on how QR are prioritized in industry, but focus on 
the evaluation and comparison of different requirements 
prioritization techniques. This paper presents a study with 
the primary focus on how QR are prioritized in industry. 
Even though Lethola and Kaupinnen [21] identified which 
requirements prioritization techniques are used in industry, 
their focus was not on QR. 

III. RESEARCH METHODOLOGY 
The study was carried out using a qualitative research 

approach [28]. A qualitative research approach is useful 
when the purpose is to explore an area of interest, and when 
the aim is to improve the understanding of phenomena. In 
addition, qualitative research is directed primarily at 
collecting and analyzing data with the aim of achieving 
information depth rather than breadth [3] in an inductive way 
[7]. The purpose of this study is to gain in-depth 
understanding of the nature of QR prioritization within 
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market-driven embedded systems companies. The aim is also 
to provide a basis for future research. Due to the explorative 
nature of the study, a qualitative approach has been 
considered suitable. Furthermore, due to the potential 
richness and diversity of data that could be collected, semi-
structured interviews would best meet the objectives of this 
study. Semi-structured interviews help to ensure that 
common information on pre-determined areas is collected, 
but allow the interviewer to probe deeper where required. In 
addition, by using semi-structured interviews instead of 
using a large survey, the interviewer had the chance to 
validate the questions with the interviewee lessening changes 
of misunderstandings. The research questions in Table I 
provided a focus for the empirical investigation. 

TABLE I.  RESEARCH QUESTIONS 

Research Questions 
RQ1: How is QR prioritization performed? 
RQ2: What criteria are used when QR are prioritized? 
RQ3: How does QR prioritization at product and project levels differ? 

A. Research Design and Data Collection 
The study was conducted in two stages: first the data 

from each company was collected and analyzed. Secondly, 
the combined data from all participating companies was 
analyzed. The investigation can be divided into three phases: 

Planning/Selection: The first phase of the study 
involved brainstorming and planning meetings to design the 
study and to identify different areas of interests. The 
sampling strategy used was a combination of maximum 
variation sampling and convenience sampling within our 
industrial collaboration network [24]. A “gate-keeper” at 
each company identified two subjects that he/she thought 
were the most suitable and representative of the company to 
participate in this study. Eleven software development 
companies participated in the study, and from each company, 
one product manager (PM) and one project leader (PL) from 
the same project were interviewed, resulting in 22 data 
points. The interview instrument was designed with respect 
to the different areas of interest and inspiration from [18]. To 
test the interview instrument1, two pilot interviews were 
conducted prior to the industry study. 

All eleven companies develop embedded systems using a 
market-driven software development approach. The included 
companies vary in respect to size, type of product, and 
application domain, a rudimentary characterization 
(following the guidelines of [14]) can be see in Table II 
(more details are not revealed for confidentiality reasons). 

Data Collection: The study used a semi-structured 
interview strategy [28]. One interviewee and one interviewer 
attended all interviews. First, the purpose of the study and a 
general explanation of QR were presented and then questions 
about the different areas of interests in relation to QR were 
discussed in detail. All interviews varied between 40 and 90 
minutes. 

                                                             
1 http://serg.cs.lth.se/research/experiment_packages/quality_requirements 

Analysis: The content analysis [28] involved creating 
categories where interesting parts from the interviews were 
marked and discussed. The first two authors examined the 
categories, first individually and then together in a workshop 
setting. The category analysis included examination of the 
content from different perspectives and a search for 
explicitly stated or concealed pros and cons in relation to 
prioritization of QR in industry. The results from the analysis 
are found in Section IV. 

B. Validity 
In this section, threats to validity in relation to the 

research design and data collection are discussed. We 
consider the four perspectives of validity and threats as 
presented in Wohlin et al. [34].  

Construct validity: The construct validity is concerned 
with the relation between theories behind the research and 
the observations. The variables in our research are measured 
through interviews, including open-ended aspects where the 
participants are asked to express their own opinions. Mono-
operation bias [34] was avoided by collecting data from a 
wide range of sources on the topic of the study. The potential 
problem of evaluation apprehension [34] was alleviated by 
the guarantee of anonymity as to all information divulged 
during the interviews, and the answers was only to be used 
by the researcher, i.e. not be showed or used by any other 
participants, companies, or researcher. 

Conclusion validity: Threats to conclusion validity arise 
from the ability to draw accurate conclusions. The interviews 
were conducted at different companies and each interview 
was done in one work session. Thus, answers were not 
influenced by internal discussions. In order to obtain highly 
reliable measures, the interview instrument, including posed 
questions, two pilot studies were conducted prior to 
conducting the interviews. 

Internal validity: This threat is related to issues that may 
affect the causal relationship between treatment and 
outcome. Threats to internal validity include instrumentation, 
maturation and selection threats. In our study, the potential 
problem of instrumentation threats was alleviated by 
developing the research instrument with close reference to 
literature relating to QR, influenced by previously validated 
interview instrument [18]. In addition, maturation threats 
were alleviated by reducing the duration of interview 
sessions by collecting background information before the 
interview, and by keeping the interview session to 90 
minutes. Selection bias is always present when subjects are 
not fully randomly sampled. However, interviewees were 
selected based on their roles by a “gate-keeper” at 11 
different companies from different geographical locations, 
which limited the effect of this threat. 

External validity: The external validity is concerned 
with the ability to generalize the results, i.e. in this case the 
applicability of the findings beyond the included companies. 
Qualitative studies rarely attempt to generalize beyond the 
actual setting since it is more concerned with explaining and 
understanding the phenomena under study. The nature of 
qualitative designs also makes it impossible to replicate since 
identical circumstances cannot be recreated.  
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TABLE II.  COMPANY CHARACTERISTICS 

 # Employees Domain Development process # of Reqs in a 
typical project 

% of QR in a typical 
project 

A ~100 Control systems Incremental development >1000 ~10% 

B ~3000 Telecom Plan-driven ~7000 ~10% 

C >5000 Telecom Plan-driven >20000 Unknown 

D 325 Telecom Agile – Scrum ~100 features ~10% 

E 65 Control systems Waterfall – Iterative Differs Differs 

F ~700 Surveillance Iterative ~250 ~15% 

G ~100 Consumer electronics Plan-driven ~300 ~5% 

H ~700 Telecom Agile – Scrum variant ~200 20% 

I ~50 Security Waterfall and Agile – Scrum ~100 ~15% 

J ~90 Control systems Plan-driven ~100 ~10% 

K 280 Telecom Waterfall – iterative ~1000 ~5% 

 
However, understanding the phenomena may help in 

understanding other cases and situations. The fact that more 
than one company acknowledges most of the identified 
challenges increases the possibility to generalize the results 
beyond this study. The large number of companies and 
contexts also contributes to generalizability. To avoid the 
interaction of selection and treatment, interviewees were 
selected according to their roles within the company by a 
“gate-keeper”, and companies were selected from different 
geographical locations. 

IV. RESULTS AND ANALYSIS 
The following three sub-sections present and discuss one 

research question each, corresponding to the research 
questions in Table I. 

A. Prioritization of Quality Requirements (RQ1) 
In analyzing Research Question 1 (RQ1), this section 

examines how QR are prioritized in industry. Table III 
shows what prioritization method was used at the 11 
companies (note that Table III displays the answer for both 
PM and PL, i.e. if only one method is shown for one 
company, both PM and PL gave the same answer). 

TABLE III.  PRIORITIZATION METHODS 

Company Prioritization method(s) 
A Numerical assignment 
B Ad-hoc, Numerical assignment 
C Ad-hoc, Pair-wise comparisons 
D Ad-hoc 
E Ad-hoc 
F Numerical assignment 
G Ad-hoc, Numerical assignment 
H Ad-hoc 
I Ad-hoc 
J Ad-hoc 
K Key performance indicators, Ad-hoc 

 
 

Looking at Table III, we see that ad-hoc (14 out of 22) is 
the dominant requirements prioritization method for QR 
among our case organizations. Ad-hoc is followed by 
numerical assignment (6 out of 22), pair-wise comparisons 
(1 out of 22), and key performance indicators (1 out of 22). 
When we asked the interviewees how QR were prioritized, 
six answered that ranking (see Section II.A) was used 
(illustrated as numerical assignment in Table III). However, 
when the interviewees described how they prioritize QR, the 
description of the method was similar to numerical 
assignment (see Section II.A). This interpretation of ranking 
differs from the one formulated in literature. This leads to a 
possible mismatch between the established academic 
interpretation of ranking and the industrial interpretation of 
it.  

The finding that ad-hoc is the most common 
prioritization “method” of QR is not in line with [4], which 
stated that numerical assignment is the most common 
prioritization technique. The unstructured prioritization of 
QR warrants the question if there is any difference of 
prioritization of QR between mature as opposed to new 
products, e.g., unstructured prioritization of QR for new 
products may be expected as the quality may not be well 
understood for that product, while mature products may 
involve a more structured prioritization technique. This is 
however not the most likely case since the focus of this study 
is how prioritization of QR is performed. If different 
techniques and methods had been used for mature and new 
products, the practitioners would probably have mentioned 
this. Another question lies in prioritization over time, i.e., 
prioritization of improved quality over the entire lifecycle for 
the product as opposed to prioritization in the beginning of 
the project. There may be such differences, but these were 
not discovered by this investigation as it only reflects on the 
method used up-front, not specifically how the QR changes 
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over time. Life-cycle priority change analysis is an 
interesting matter for further research. 

Interestingly, while [13], [15], [17], [19], [21] have 
conducted experiments to evaluate which prioritization 
technique is more promising than others. Out of all the 
methods tested, only pair-wise comparisons (1 out of 22 in 
Table III) is used at our studied companies.  

One possible explanation for this discrepancy may be 
explained by the focus, i.e. we focused solely on 
prioritization of QR, while [13], [15], [17], [19], [21] 
evaluated prioritization techniques for prioritization of 
requirements in general. However, as many as 14 out of 22 
interviewees indicate that FR are prioritized using the same 
method as for QR. One explanation may be that time to 
market is important, and to use a more complex prioritization 
method takes too long, which was explained by several 
interviewees. Another possible explanation may be related to 
customer input. Several interviewees stated that a few 
important customers are selected to prioritize all 
requirements for the supplier, despite using a market-driven 
development approach. No further elaborations were given. 
Scalability of methods can also be a factor of not using the 
techniques, which is especially evident with pair-wise 
comparisons [20]. 

Ad-hoc prioritization: In total for as many as nine out 
of eleven case organizations, either both or one of PM and 
PL indicate that QR are prioritized in an ad-hoc fashion. 
There are different “approaches” at the studied companies of 
how QR are prioritized in an ad-hoc fashion: (1) customer 
input, (2) marketing department, and (3) “gut feeling” (based 
on the practitioners experience). In three case organizations 
it is the customer who prioritizes all QR, either direct 
(provides a list of prioritized requirements to the developing 
company) or indirect (the PM or PL makes a decision, based 
on his/her gut feeling/experience, if a particular requirement 
may be important to their customers). One interviewee 
explained, “if a quality requirement is important to the 
customer, it is a high priority. If it is not important to the 
customer, it has a low priority, meaning it will not be 
implemented”. Another interviewee explained, “In Scrum, 
we have a direct prioritization by the customers. If quality 
requirements are not added and prioritized by the customers, 
we will not improve the quality of the products”. 

In some case companies, the marketing department 
handles the prioritization of all requirements, including QR. 
However, the software department has the “right” to change 
the list of priorities based on their experience and believes of 
what level of quality may be expected by the market and 
potential customers. 

In as many as four companies, the PM or PL’s gut feeling 
is the prioritization method. One interviewee explained, 
“some people [PM and PL] think quality requirements are 
important, while others think release time is more 
important”. That is, it is up to the PM or PL in charge of a 
certain product/project to prioritize what is important. 
Another interviewee further explained, “some quality 
requirements (security) are always important for everyone, 
while others (e.g. usability) are down prioritized by some 
managers, but some managers consider them important”. 

Another factor that affects the decision maker’s gut feeling is 
internal and external stakeholders. The stakeholder who 
“screams” the loudest is heard, i.e. their preferences are 
given the highest priority. 

Numerical assignment: In literature, numerical 
assignment is described as putting requirements into 
different categories based on their importance, e.g. using 
categories like high, medium and low (see Section II.A). All 
interviewees, using numerical assignment to prioritize QR, 
stated that three categories are used when they prioritize QR, 
which is in line with [32]. Two different sets of categories 
are used at our studied companies, 1, 2, or 3 (where 1 is the 
highest priority), or critical, medium, and not critical, which 
is in line with the results in [15]. However, in three out of 
four case companies that use numerical assignment, all QR 
are by default put into the not critical category, i.e. QR 
always have lower priority than all FR. One interviewee 
explained, “once we have implemented all functional 
requirements, then we look into quality requirements. If, and 
only if there is time and resources available, then we will 
prioritize our quality requirements and improve the quality 
of the product”. In a study by Berntsson Svensson et al, one 
challenge in managing QR was to get QR into projects when 
FR are prioritized [5], which is in line with the results in this 
study. 

In the fourth company, QR are by default added to the 
critical category of requirements. The reason is due to the 
company’s competitors. According to one interviewee, the 
only way to differentiate from their competitors is to have a 
product with the highest level of quality, having a 
competitive advantage. 

Prioritization in agile development: Racheva et al. 
conducted a literature review on agile requirements 
prioritization methods that can be found in the literature [25]. 
The result is a list of 15 different requirements prioritization 
methods; however, none of the found methods in Racheva et 
al.  [25] are used by any of the case organizations (D, H, I) 
that use Scrum in our study. According to all six 
interviewees, QR are prioritized in an ad-hoc fashion. One 
possible explanation to the differences may be explained by 
the focus, i.e. we focused solely on prioritization of QR. 
However, the main reason for not using any prioritization 
method is, according to several interviewees, that “agile 
makes projects the focus and not the system, or long term 
view. This is very detrimental for quality requirements as you 
do not see the big picture or look beyond your own release”. 

General discussion on prioritization challenges: 
Looking at how QR are prioritized, most of the studied 
companies do not use a specific method, while four 
companies use numerical assignment. However, the ones 
using numerical assignment do not prioritize QR, instead, all 
QR are either put into the critical or not critical category by 
default. We asked the interviewees why prioritization of QR 
is challenging, or why QR are by default put into a 
preselected category. Surprisingly, not a single challenge or 
reason was related to the prioritization itself. However, this 
result is in line with the results in Lethola and Kauppinen 
[21]. Their results indicate that the challenges in 
requirements prioritization are other than to order a list with 

73



a set of requirements. In our study, the reasons for 
difficulties in prioritizing QR are: 

• Elicitation of QR  
• Lack of well specified QR 
• Quantify QR  
• What is good enough? 
• Knowledge about QR  
Elicitation of QR is related to difficulties in identifying 

the important QR. However, even if the important QR have 
been elicited, another challenge lies in specifying QR, which 
affects the prioritization process. One interviewee explained, 
“if the quality requirements are well described, they are as 
easy as functional requirements to prioritize”. The 
importance of writing understandable requirements is 
confirmed in a study by Karlsson et al. [18]. To be able to 
prioritize QR, quantified (measurable) QR seem to be of 
major importance. If the managers do not know which level 
of quality is expected, they cannot prioritize them. Even if 
QR are quantified, what is good enough asked one 
interviewee. The interviewee further explained, “we must be 
able to understand what the market needs, and to be able to 
understand the value and the affects level of quality has on 
the products, but we do not have that experience”. There 
seems to be a lack of understanding and knowledge about 
managing and handling QR, not only in prioritization, but 
also from elicitation to understanding market needs. All of 
these challenges affect the prioritization process of QR, 
which was confirmed by several interviewees. 

Several companies have stated that the main challenge 
with QR is in the elicitation, specification, quantification, 
and knowledge about QR, and not primarily in the 
prioritization of them. This is however relevant as the 
handling of QR is a chain of events, from elicitation down 
thorough specification and prioritization. This paper focuses 
on the latter. Even though many companies have 
inadequately specified (and elicited) QR all companies have 
QR in one shape or another. Thus, the prioritization of them, 
in relation to each other and in relation to FR, is important. 
The fact that companies use ad-hoc prioritization may be 
explained by several reasons. For example, ad-hoc 
prioritization may be adequate for the task in most cases in 
our studied companies. This is however probably not the 
case as the dismissal rate of QR during project development 
is 22.5% [5]. Another reason could be that there is 
inadequate technology and knowledge transfer [9] from 
research to industry. Also, a likely explanation could be that 
there is a lack of usable and useful (scalable) prioritization 
techniques. 

General discussion on comparison between functional 
and quality requirements prioritization: We believe that 
the main difference in prioritization of QR and FR is that QR 
have the potential of being measured with a sliding value on 
a continuous scale rather than being either included or 
excluded. The quality level is thus typically not viewed as 
either good or bad, but rather as something with different 
shades of goodness on a sliding scale, thus adding another 
dimension to consider in the prioritization process. However, 
although many prioritization techniques, e.g., the cost-value 

approach [16], are mainly used for FR, specific quality 
targets can of be included as discrete objects of prioritization 
in these techniques. This may be one reason to why several 
subjects stated that the same prioritization methods are used 
for both FR and QR. The prioritization of what level of 
quality is needed may be viewed by the subjects as 
specification and quantification, which may explain why 
these issues were considered the main challenges of 
prioritization of QR. 

B. Used Criteria when QR are prioritized (RQ2) 
We asked the interviewees what criteria are taken into 

account when prioritizing quality requirements. Looking at 
Table IV, the only criteria mentioned by more than one 
practitioner were: no criterion (7 out of 22), customer input 
(6 out of 22), value (4 out of 22), and cost (3 out of 22).  

TABLE IV.  CRITERIA USED IN QR PRIORITIZATION 

Company Role Criteria 
A PM Cost, Return of investment 
 PL No criterion 

B PM Customer input 
 PL Value 

C PM Value 
 PL Value 

D PM Cost 
 PL Cost 

E PM No criterion 
 PL No criterion 

F PM No criterion 
 PL Value, Customer input 

G PM No criterion 
 PL Importance of quality requirement 

H PM Customer input 
 PL No criterion 
I PM Customer input 
 PL Customer input 
J PM No criterion 
 PL Customer input 

K PM No criterion 
 PL Cost/benefit 

 
Looking at Figure 1 and 2, almost the same criteria are 

used when prioritizing QR by numerical assignment or in an 
ad-hoc fashion. In both prioritization methods, value 
estimates, cost estimates, and customer input are taken into 
account. However, when examining how many interviewees 
stated they used a certain criterion, there was a difference 
between the two prioritization methods. Only one (the 
number within parenthesis in Figure 2) interviewee uses 
customer input when putting QR into different priority 
groups, while as many as five (see Figure 1) interviewees 
prioritizing QR in an ad-hoc way took the customer’s input 
into account. One explanation may be, if the customer 
provides input to, or actually prioritizes the requirements, 
there is no need for the company to prioritize the QR 
themselves, which is strongly related to the description of 
how QR are prioritized in Section III.A. 
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Figure 1.  Criteria in ad-hoc prioritization 

 
Figure 2.  Criteria when prioritizing by numerical assignment 

In the study by Berander and Andrews [4], six aspects 
(criteria) of prioritization are presented;. Importance, 
penalty, cost, time, risk, and volatility. Our results show that 
only two (importance and cost) of these six criteria are taken 
into account when prioritizing QR at our studied companies. 
According to [4], in practice, it is important to consider 
multiple criteria, like cost and value, before deciding if a 
requirement should be implemented directly, later, or not at 
all. This is not in line with the results in our study, which 
show only three practitioners use more than one criterion 
when prioritizing QR. 

Although criteria like customer input, cost and value 
estimations are taken into account when prioritizing QR, in 
general, the most common criterion is actually having none. 

This is illustrated in Table V (note that the total column 
in Table V includes criteria used in other prioritization 
methods than ad-hoc and numerical assignment). 

TABLE V.  FREQUENCY OF OCCURRENCE OF CRITERIA 

Criteria Total Ad-hoc Numerical Assignment 
No criterion 8 5 2 

Customer input 6 5 1 
Value 4 1 2 
Cost 3 2 1 
ROI 1 0 1 

Cost/benfit 1 1 0 
Importance 1 0 1 

 
Instead of calculating different estimates where the input 

value is based on “gut feeling”, most managers at our studied 

companies prioritize QR based on a “gut feeling” combined 
with their own experience. In the study by Lethola and 
Kauppinen, the results indicate difficulties for practitioners 
to estimate cost and value for requirements [21], which is in 
line with the findings of our study.  

The top two criteria in ad-hoc prioritization are, to have 
no specific or explicit criterion defined, and customer input, 
while when numerical assignment is used, the top two are, 
no specific or explicit criterion defined, and value estimates. 
Numerical assignment uniquely uses importance and ROI 
when prioritizing QR. On the other hand, ad-hoc 
prioritization uniquely takes cost/benefit analysis into 
account. 

Interestingly, only one interviewee of 22 uses 
cost/benefit criteria when prioritizing QR. The low result for 
cost/benefit raises the question how useful prioritization 
techniques for QR like the cost-value approach [16] are in an 
industrial context. Furthermore, Herrmann and Daneva 
found 240 papers on requirements prioritization based on 
cost and benefit estimation [12]. One may ask if researchers 
are focusing on the correct set of prioritization criteria given 
the results. 

Surprisingly, not a single one (out of six interviewees) of 
the practitioner from any of the three case organizations in 
our study estimates value of each requirement and take this 
into account when prioritizing QR. No further elaboration 
was given. This result is not in line with [25], [26], who state 
that the estimation of business value of each requirement is 
deemed important. The three criteria taken into account in 
the prioritization process among our case organizations is: 
(1) customer input (3 out of 6), cost estimation (2 out of 6), 
and no specific or explicit criterion defined (1 out of 6). In 
[26], the practitioners agreed that the developers are active in 
the requirements prioritization process, which is not in line 
with our findings. Our results show, in two of three 
companies, the customers prioritize the requirements at 
product management level, while only one PL indicated that 
the customers prioritize their requirements on project level. 

C. Difference between Product and Project Level (RQ3) 
In analyzing Research Question 3 (RQ3), this section 

examines the difference of prioritization of QR at product 
and project level respectively, as illustrated in Table VI. 

In general, ad-hoc and numerical assignment are the two 
most common prioritization techniques when prioritizing QR 
at both product and project level. However, 73% of all PM 
prioritize in an ad-hoc fashion, while only 55% of the PL. 
Moreover, 18% of the PM put requirements in to priority 
groups (numerical assignment), while 36% of the PL used 
numerical assignment to prioritize QR. This result is partly in 
line with [21], who found that, at project level prioritization 
practices, the practitioners put requirement into groups 
according to their importance. However, in [21], grouping 
requirements was not present at product management level 
prioritization practices, which is not in line with our results. 
The difference between the studies may be explained by the 
focus, i.e. we focused solely on QR, while in Lethola and 
Kauppinen the focus was on requirements in general [21]. 
Moreover, we only focused on companies working with 
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embedded systems, while Lethola and Kauppinen have a mix 
of companies working with embedded, interactive, and 
software systems [21]. In addition, we have 11 case 
companies compared to seven in Lethola and Kauppinen 
[21]. 

Looking at Table VI, the most common criterion for 
requirements prioritization at product level is no criterion, 
while at project level, no criterion, customer input, and value 
are equally common among our case organizations. When 
comparing product and project level, no criterion is used 
when prioritizing QR in 45% of the companies at product 
level, while only 27% at project level. This is a substantial 
difference and seems to indicate a much larger criterion 
focus in projects compared to pre-project.  

TABLE VI.  FREQUENCY OF OCCURRENCE AT PRODUCT AND PROJECT 
LEVEL 

 Product level Project level 
Prioritization Method   
Ad-hoc 8 6 
Numerical assignment 2 4 
Pair-wise comparisons 0 1 
Key performance indicators 1 0 
Criteria   
No criterion 5 3 
Customer input 3 3 
Cost 2 1 
Value 1 3 
ROI 1 0 
Cost/benefit 0 1 
Importance 0 1 
 
Product level prioritization: In general, at product 

management level, the PM prioritizes, mainly based on 
his/her gut feeling and experience (no criterion in Table VI), 
QR at a high abstraction level. In general, QR are prioritized 
early on in the development process where important 
information, such as used criteria for prioritization, are 
specified in a document, which in most of the case 
organizations is an Excel sheet. Interestingly, although the 
PM is responsible for all projects related to his/her product, 
the PM do not have an overall picture of how QR affects 
different projects and other parts of the system. However, 
QR are prioritized for several projects by the PM. 

Project level prioritization: In general, at project level 
prioritization, a “list from above” (from PM) of prioritized 
QR is given to the PL. Each area (project) should prioritize 
QR at a lower level of abstraction (the QR are broken down 
from high to low abstraction level); however, QR may affect 
the entire system and most, if not all FR. Despite the 
knowledge of the affect QR may have, none of the PL had an 
understanding of the affects. In most of the case 
organizations, QR were not broken down to a lower 
abstraction level, hence not prioritized, apart from being 
assigned to the lowest priority group. The main reason for 
not breaking down QR is because “it requires the most 
skilled managers and developers at project level, which we 
do not have access to”, according to one interviewee. 
Lethola and Kauppinen found that negotiation took place in 
project meetings (at project level), especially when the 

project group could not implement all the prioritized 
requirements [21], which is not in line with our findings. If 
QR cannot be fulfilled, there is no negotiation process. 
Instead, the PL use a tool supported system to change the 
priority of the QR, and add a short explanation, which in 
most cases is related to time restrictions and available 
recourses. 

V. CONCLUSIONS 
This paper presents the result of an empirical study that 

examines how QR are prioritized in practice at eleven 
software companies. Data was collected from 11 PMs and 11 
PLs, constituting 22 in-depth interviews in total. We do not 
claim, in any way, that this paper represents an empirical 
study that is completely representative of the population. 
There may of course be companies not part of this study that 
have different ways of working with prioritization of quality 
requirements. However, it is relevant to observe that among 
our 11 case companies, many are market leaders in their 
respective domain. 

In relation to RQ1 that asks how QR are prioritized in 
industry, the findings reveal that: (1) ad-hoc and grouping 
(numerical assignment) requirements are the dominant 
methods for prioritizing QR, (2) although numerical 
assignment is used frequently in QR prioritization at our 
studied companies, QR are by default often considered to 
have the lowest priority, and (3) the reasons for not 
prioritizing QR was not related to the prioritization process 
itself, but rather how QR were treated in the overall 
requirements engineering process. 

For researchers, a deeper understanding of QR 
prioritization in industrial practice provides a focus of what 
to improve/include in supporting techniques for prioritizing 
QR. Further, a question that is seldom addressed is how 
sophisticated the methods actually need to be, and what is 
desirable according to the practitioners? Many techniques 
and methods that are developed for requirements 
prioritization are complex, e.g. techniques based on AHP, 
but as the results show, complex techniques are seldom used 
in industrial practice. Instead, simple techniques, such as 
numerical assignment and ad-hoc prioritization, are used in 
practice. These findings complement the findings of [4], 
[21].  

The findings for RQ2, regarding criteria used for 
prioritization, we see: 

• It is most common to have no specific or explicit 
criterion defined when prioritizing QR  

• Input from customer is more dominant in ad-hoc 
prioritization than when using numerical assignment 

• Only one interviewee mentioned the use of 
cost/benefit analysis when prioritizing QR  

The result that cost and value estimates are not used as 
input to the prioritization process of QR may be related to 
their large impact on the entire system, which make the 
estimates more difficult to take into account. This result is in 
line with the findings of [21]. 

For researchers, the understanding of what criteria are 
used when prioritizing QR enable a focus on what is needed 
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by practitioners. These findings contradict the findings of 
[25], [26] with regards to the importance of value estimates 
when QR are prioritized. 

The findings for RQ3, regarding the difference of 
prioritizing QR at product and project level, reveal that: 

• Ad-hoc prioritization is more common at product 
level compared to project level 

• 45% of product managers use no specific criterion 
when prioritizing QR 

• At project level, it is difficult to break down QR to a 
low enough abstraction level 

Difficulties in prioritizing QR at project level may be 
related to the difficulties of breaking down QR to a lower 
abstraction level. Therefore, it is important for practitioners 
to understand, and requires knowledge of how to transform 
QR to the right abstraction level. The importance of having 
requirements at the right level of abstraction is in line with 
[10], [11]. 

The findings of this paper suggest that there seems to be 
a lack of knowledge about managing QR. However, the main 
problem seems to be that QR are by default seen as having a 
lower priority than FR, and only prioritized if time and 
resources are available once all FR have been implemented 
in the coming release. Hence, product management may not 
be utilizing QR to achieve a competitive advantage, but 
focusing on FR. Moreover, several of the organizations in 
this study use the same prioritization method for prioritizing 
both QR and FR, even though they are very different in 
nature.  

For researchers, the knowledge of the challenges 
associated with QR prioritization in industry is central. 
Further, the realization that indirect effects such as 
difficulties with abstraction level, elicitation of, and 
specification of, QR can be an issue affecting effective and 
efficient prioritization, but can also give new avenues of 
research. Instead of focusing on weather one prioritization 
technique or method is better than another, the focus could 
be on improving the practitioners’ knowledge and 
understanding of managing QR as such. It would also be 
interesting to study how priorities of QR change over the 
whole product evolution life-cycle. 
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